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Abstract

The deficiencies in parameterizations of subgrid-scalegeses, such as cloud processes, are one
important source of uncertainties in modeled climate sgesa Neglecting subgrid-scale hori-
zontal variability of clouds introduces biases to all novear cloud processes, e.g., formation of
clouds and precipitation formation. In order to reduce ¢hiemses, a prognostic parameteriza-
tion for the subgrid-scale variability of water vapor andud condensate was implemented by
Tompkins (2002) in the ECHAMS5 climate model. The scheme @spsobability density func-
tion (PDF) of the total water mixing ratio to calculate theikontal cloud fraction. The PDF used
here is a beta-distribution whose variance (distributiadtiy and skewness (shape-parameter
are prognostic variables in the model and evolve as a fumcti@tmospheric processes such as
turbulence, convection, and large-scale cloud microgiaysirocesses.

In this study, the cloud cover scheme was evaluated usirsgaddhe Moderate Resolution Imag-

ing Spectroradiometer (MODIS) satellite instrument. Tésults show that the mean total water
path (TWP) and the mean cloud cover are on average relativgl\simulated. However, large de-

ficiencies are revealed by the evaluation of both variandeskewness of the PDF. Systematically
negative deviations of variance were found for almost ajiaes of the globe. Skewness of the
TWP is strongly overestimated in the Tropics, and underegtd in the extratropical regions.

Sensitivity tests were made to improve the parameterizaifosariance and skewness. Improved
results were obtained with the distribution width increhbg reducing the dissipation caused by
horizontal and vertical eddies. In particular, the largsifiee bias in skewness in the Tropics
could be reduced by modifying the influence of deep conveatio the PDF. Moreover, some

model experiments were carried out to allow for negativevsiess in the cloud cover scheme.
Especially, the modeled skewness in the Tropics could bedwngol through the combination of

allowing negative skewness, reducing the dissipation stfidution width caused by vertical ed-

dies, calculating skewness increase only for detrainnrent fce-containing deep convection and
generally increasing positive skewness (shape-paramebsr20%.

In the second part of this work, the impact of the subgrideseariability of cloud liquid water on
the autoconversion process was investigated. For thisoparghe statistical PDF approach was
incorporated in a continuous autoconversion parametanzaThus, the revised autoconversion
rate is calculated by an integral of the autoconversion tamuaver the PDF of total water mix-
ing ratio from the saturation vapor mixing ratio to the maximof total water mixing ratio. An
evaluation of the new autoconversion parameterization eaaged out by means of a one year
simulation with the ECHAMS climate model. The results iratiE that the new autoconversion
scheme causes an increase of occurrence in autoconveosibigher rates and a decrease for
lower ones compared to the original scheme. This can beiarpldy the applied PDF of total
water mixing ratio which emphasizes areas of high clouddiquater and the non-linearity of the
autoconversion with respect to liquid water mixing ratio.sivilar trend as in the autoconver-
sion was observed in the accretion process resulting frarcdlipling of both processes. As a
consequence of the altered autoconversion, large-scdiecsiprecipitation also shows a shift of
occurrence from lower to higher rates. Moreover, the afi@atertically integrated cloud liquid
water, total cloud cover, cloud radiative forcing and tgiadcipitation estimated by the model are
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compared with observational data derived from ground basegsurements and satellite instru-
ments, showing slight improvements. The artificial “turiifigctor for autoconversion could be
reduced by almost an order of magnitude.

v



Zusammenfassung

Defizite in der Parametrisierung von subskaligen Wolkepggoeen stellen eine der gréten
Ursachen von Unsicherheiten in simulierten Klimaszemadar. Die Vernachlassigung der
subskaligen Variabilitat von Wolken fihrt zu Fehlern ineallnicht-linearen Wolkenprozessen
wie z. B. Wolken- oder Niederschlagsbildung. Um diese Hehle reduzieren, wurde von
Tompkins (2002) eine prognostische Parametrisierungediesbskaligen Variabilitat in das
ECHAMS5 Klimamodell implementiert. Das Schema verwendeeeéiVahrscheinlichkeitsdichte-
funktion (PDF) des Gesamtwassermischungsverhéltnisseslie horizontale Wolkenbedeckung
zu berechnen. Die Varianz (Verteilungsbreite) und Schiefemparameteq) der Verteilung sind
prognostische Variablen im Modell und werden durch atmasgpbhe Prozesse wie Turbulenz,
Konvektion und subskalige mikrophysikalische Wolkengsse beeinflusst.

In dieser Studie wurde das Wolkenbedeckungsschema untereidung von hochaufgeldsten
Daten des Moderate Resolution Imaging SpectroradiomMei)|S) Instruments evaluiert. Die

Ergebnisse zeigen, dass der mittlere Gesamtwasserwedeaunttiiere Wolkenbedeckung relativ

gut vom Modell simuliert werden. Grof3e Unzulanglichkeittagegen wurden durch die Unter-
suchung sowohl in der simulierten Varianz als auch der $elider PDF aufgedeckt. Systema-
tische negative Abweichungen der Varianz sind fir fast Régionen auf dem Globus gefun-
den worden. Die Schiefe des Gesamtwasserweges wird in daefrstark Uberschatzt, in

den auf3ertropischen Regionen dagegen unterschatzt. éddriifaus wurden Sensitivitatstests
durchgefuihrt, um die atmosphérischen Prozesse zu idésmiz welche zu grof3en Fehlern in der
Varianz und Schiefe beitragen.

Die zu geringe modellierte Verteilungsbreite kann durateeReduzierung der Dissipation von
Verteilungsbreite durch horizontale und vertikale Wirbetbessert werden. Besonders die grol3e
positive Abweichung der Schiefe in den Tropen kann durchk ®odifizierung des Einflusses der
hochreichenden Konvektion auf die PDF reduziert werdersélich wurden in einigen Experi-
menten Anderungen in der Parametrisierung der Schiefeemorgmen, um negative Schiefe im
Wolkenschema zuzulassen. Insbesondere die modelliehief&én den Tropen kann durch eine
Kombination von Zulassen negativer Schiefe, ReduzierwardDissipation von Verteilungsbreite
durch vertikale Wirbel, Berechnung der Zunahme von Scmefedurch Ausmischung von Kon-
vektion oberhalb des Gefrierniveaus und eine allgemeihéltitmg der positiven Schiefe (Form-
parameter;) von 20% im Vergleich zu den Beobachtungsdaten verbesszden.

Im zweiten Teil dieser Arbeit wurde der Einfluss der subsglali Variabilitat von Wolkenflissig-
wasser auf den Autokonversionsprozess untersucht. Zerdi@seck ist der statistische PDF-
Ansatz in die Autokonversionsparametrisierung impleneeimvorden. Die auf diese Weise Uber-
arbeitete Autokonversionsrate wird nun durch ein IntedeslAutokonversionsgleichung tber die
PDF des Gesamtwassermischungsverhaltnisses vom Sggigisthungsverhaltnis des Wasser-
dampfs bis zum Maximum des Gesamtwassermischungsveasdsiénberechnet. Eine Evaluation
der neuen Autokonversionsparametrisierung wurde migiaksr Simulation eines Jahres mit dem
ECHAMS5 Klimamodell durchgefihrt.



Zusammenfassung

Die Ergebnisse zeigen, dass das neue Autokonversionsacinendergleich zur urspriinglichen
Parametrisierung die Haufigkeit von hohen Autokonversates erhtéht und die Haufigkeit von
kleineren Raten reduziert. Diese Veranderung kommt duieiNathtlinearitat der Autokonver-
sion als Funktion des Wolkenflissigwassers zustande, dieidde der Gitterbox mit besonders
hohen Wolkenwassergehalten starker gewichtet. Eine Metseng der Haufigkeit hin zu héheren
Intensitaten wurde ebenfalls beim Akkreszenzprozess dutwét, welche durch die Kopplung
mit dem Autokonversionsprozess in der Modell-Paramettisig hervorgerufen wird. Aufgrund
der geanderten Autokonversion zeigen auch die Raten d&slgfigen Niederschlags eine Ver-
schiebung hin zu héheren Intensitaten. DarlUber hinausemerddieser Arbeit auch die durch
die neue Parametrisierung beeinflussten ModellgroRen esitkal-integriertes Wolkenflissig-
wasser, Gesamtwolkenbedeckung, Wolkenstrahlungshnirid Gesamtniederschlag mit boden-
und satellitengestiitzten Beobachtungsdaten verglicivelche teilweise nun besser vom Mo-
dell simuliert werden. Zusatzlich konnte durch die Ubesétdte Parametrisierung der kiinstliche
Tuning-Faktor in der Autokonversionsgleichung um faseggrof3enordnung verkleinert werden.

vi



1. Introduction

1.1. Motivation

The climate system of the earth affects the life of humans amyrfundamental ways. It deter-

mines the conditions for agriculture and usable water nessuin the different regions being a
precondition for settlements. Climate conditions are adsponsible for the occurrence of natural
hazards such as surges, droughts, storm and hurricane tlackaging the environment. Thus,
the understanding of the climate system and the ability tkenpaojections for climate change are
crucial prerequisites to develop strategies mitigatirggrtbgative impact on economy and society.
The main tools for calculating projections for the futurénete are general circulation models
(GCMs) running on high performance computers.

Clouds constitute an important component of the climatéesysThey affect the radiation budget
of the earth system through reflecting and absorbing thenirap shortwave (SW) and outgoing
longwave (LW) radiation (Fid._1l1). This process dependsngfly on the radiative properties
of clouds (e.g. content of liquid water, ice or both and péetisize spectra) as well as on their
geometry, thickness and occurrence in different heightthénatmosphere. Low level clouds,
e.g. cumulus or stratocumulus, tend to cool the atmospheiesing solar radiation strongly,
since they are often optically thick, but emitting radiatiocharacterized by their warm surface
temperature at the top. The opposite effect is caused bydwghclouds, e.g. cirrus or cirrustratus,
emitting LW radiation back to the surface and the low laydrshe atmosphere. At the same
time they scatter less solar radiation since they are offditaily thin. Mid-level clouds, e.g.
altocumulus or altostratus, consist of both cloud liquiderand ice crystals, and are therefore also
labeled mixed-phase clouds. Other kinds of mixed-phasgdsle@xtending from the lower to the
upper atmosphere can produce long lasting precipitatimnbimstratos clouds) and thunderstorms
(cumulunimbus clouds).

Clouds play also a decisive role in the hydrological circkeduse they redistribute the energy
vertically as a result of releasing latent heat by condémsatnd remove water from the atmo-
sphere by precipitation formation (Flg. 1.1). The formeogass is governed by the humidity,
temperature and the number of condensation nuclei of thim ahich the cloud is embedded.
Light precipitation such as drizzle (rain drops radius ldes 0.25 mm@) is produced in warm
clouds (where the temperature is above zero) by coagulakngl droplets (autoconversion) and
collecting cloud droplets by falling rain drops (accrejiomhese clouds, also labeled as low strati-
form clouds, occur very often in regions having low tempemaisurfaces and warm air in higher
layers of the atmosphere (inversions). Such conditiondracgiently given over the subtropical

!defined by AMS Glossary (Glickman, 2000)
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Figure 1.1.: The role of clouds in the climate system. They impact the radiation budget
of the earth system in the solar (yellow arrows) and terrestrial (red arrows) spectra and
play also a decisive role in the hydrological circle.

ocean on the western sides of the continents where coldtsfirem oceanic upwelling cool the
lower atmosphere. In cold clouds, cloud droplets undergarssition by heterogeneous (between
0°C and 32°C, determined by Doutriaux-Boucher and Quaas (2004)) amtbgeneous (below
-32°C) freezing to ice crystals. Snow can grow by aggregatiose@tiystals and by collecting ice
crystals and cloud droplets. The size of ice crystals, amd@guently of snow, depends strongly
on temperature and humidity supply, and becomes smalldotier the temperatures are since
then absolute humidity is low. The occurrence of the deedriprocesses generating different
kinds of precipitation is coupled with the presence of clowdich should therefore be modeled
accurately in GCMs.

The different representation of clouds in GCMs is one of #mgdst sources for uncertainties
in modeled climate scenarios. Dufresne and Bony (2008)atedethat the standard deviation
resulting from the cloud-climate feedback accounts forlge&0% of the standard deviation of
the total temperature change in idealized climate changerarents. One major contribution to
the afore-mentioned uncertainties is the neglected siisgale variability of clouds. In GCMs,
grid-box mean values of variables are commonly used to E&uhe cloud cover and cloud
microphysics. This assumption introduces biases as higHactor of two to all non-linear cloud
processes, such as precipitation formation and radiaorc(s and Klein, 2000). To reduce these
biases, certain parameters in cloud process parametengauch as autoconversion have to be
“tuned” to unrealistic values to obtain realistic resuR®{stayn, 2000).



1.2. Model Description

A new statistical approach potentially reduces the biasembn-linear cloud processes taking into
account the horizontal subgrid-scale variability of watgpor and cloud condensate introduced in
the cloud cover scheme of the ECHAMS5 climate model (Tompka@§2). A probability density
function (PDF) of total water mixing ratio is used to caldelghe horizontal cloud fraction in a
model grid-box by an integral of the PDF from the saturatiapor mixing ratio to infinity (see
Sectior Z.P for more details).

In this thesis, the statistical cloud cover scheme in ECHAd&valuated by means of satellite data
to reveal possible discrepancies between the modeled aswhvalnl subgrid-scale distribution of
water. An analysis of the subgrid-scale distribution ofticatly integrated total water on a global
scale is carried out using data of the Moderate Resolutiaging Spectroradiometer (MODIS)
satellite instrument. Moreover, sensitivity experimesuts made to analyze the parameterization
of atmospheric processes affecting the variance and sleswoiehe PDF. After this evaluation of
the cloud cover scheme, the subgrid-scale variability @fidlliquid water is introduced in the pre-
cipitation formation in warm clouds. To achieve this, thereat autoconversion parameterization
derived by Beheng (1994) in the ECHAMS5 climate model is regigncorporating the statistical
PDF approach by Tompkins (2002). In model experiments nipact of the incorporated subgrid-
scale variability scheme on the autoconversion of cloughléte as well as the accretion process
(raindrops collecting cloud droplets) and affected queesti(total cloud cover, cloud liquid water,
cloud radiative forcing and precipitation) is analyzedrtRermore, the results are compared with
observational data from MODIS, the Energy Balanced an@&dr{EBAF) product of the Clouds
and the Earth’s Radiant Energy System (CERES), the Glolaipttation Climatology Project
(GPCP) as well as the Hamburg Ocean Atmosphere Parametbislates from Satellite Data
(HOAPS) to asses the achieved improvements.

1.2. Model Description

For this study the atmospheric general circulation modeHBM5 developed at the Max Planck
Institute for Meteorology is used. A detailed descriptidrttee model physics was published by
Roeckner et al. (2003). In this section, the componentsefitbdel, which are relevant for the
simulation of cloud processes, are briefly summarized. Tbédaihcontains a spectral dynamical
core calculating the vorticity, temperature, divergenod bbgarithm of surface pressure in the
horizontal by a truncated series of spherical harmonich tkiangular truncation at wavenumbers
21, 31, 42, 63, 85, 106 or 159. In the vertical direction, artd/boordinate system with 19 or 31
levels and an uppermost computational level at 10 hPa capdiied in the standard configuration.
In this work, the horizontal resolutions T42 with 19 vertitevels and T63 with 31 vertical levels
are used to analyze the impact of inhomogeneities on neadlicloud processes. The tracer
transport is simulated by means of a semi-Lagrangian sclieimand Rood, 1996) which affects
the water components (vapor, liquid and solid) as well.

Stratiform clouds are described by a scheme consistingogfrstic equations for the vapor, lig-
uid and ice phase by Lohmann and Roeckner (1996). The hdaizaoud fraction is determined
by a statistical cloud cover scheme using a beta-functi@ed#®DF of total water mixing ratio
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(Tompkins, 2002). Its shape is affected by convection,uiertice and microphysical cloud pro-

cesses simulated by prognostic equations for the disimitbuhoments. Thus, the cloud fraction

for each grid-box is calculated by an integral over the satat part of the PDF (see Sectlonl2.2
for more details). The total cloud cover in a model columniggdosed by the maximum-random

overlap assumption. The microphysics scheme considetsahsition of water through conden-

sation, evaporation, freezing and melting, as well as tippsidon of water vapor and sublimation

of snow and ice in the cloudy part of the grid-box. It also &akdo account the sedimentation of
cloud ice, evaporation of falling rain and melting of snow.

The precipitation formation in warnT{> 0 C°) and mixed phase clouds 85 C° <= T < 0 C°)

is governed by the formation of raindrops by coagulatingididroplets (autoconversion) and the
increase in rainwater mass due to raindrops collectingdctivaplets (accretion). The autoconver-
sion rate and the accretion rate are derived from the sttcltadlection equation, which describes
the time evolution of a droplet spectrum changing by callisiamong droplets of different size
(Beheng, 1994). The accretional growth of snow by collectitoud droplets is described by Lin
et al. (1983) and Levkov et al. (1992). Moreover, the preatfin scheme is able to distinguish
between maritime and continental clouds by consideringlitned droplet number concentration.
In cold clouds, the accretional growth of snow by collectiog crystals (Lin et al., 1983; Lev-
kov et al., 1992) and the conversion from cloud ice to snowdgregation of ice crystals (Levkov
et al., 1983; Murakami, 1990) are taken into account. Theipitation generated by the afore-
mentioned processes is labeled as large-scale prea@pitatthe model. Cumulus convection and
convective precipitation are simulated by a mass flux sch@ieelke, 1989) with modifications
for deep convection according to Nordeng (1994). This sehemnsiders the mass, heat, moisture,
cloud water and momentum for cumulus updrafts and dowrgjrafid provides the cloud water
detrainment as source term for the stratiform cloud wateatgns. An adjustment-type closure
for deep convection is applied with the convective potémtieergy (CAPE) as parameter for the
convective activity (Nordeng, 1994).

The radiation scheme in the model contains an algorithnhfaB\W and LW radiative transfer. SW
radiation is calculated for four different spectral banaise for the visible and ultraviolet range,
and three for the near infrared range. The scheme followatink of Fouquart and Bonnel (1980)
and uses the Eddington approximation for the integratiar tve zenith and azimuth angles and
the delta-Eddingtion approximation for the reflectivitysofayer. Rayleigh scattering, absorption
by water vapor and ozone as well as a uniformly mixed g&94+ N2O + CO + CHy4 + O9)
are included. The LW radiation scheme follows the Rapid Radi Transfer Model (RRTM)
(Mlawer et al., 1997) and uses the correlated-k method eghpdi 16 spectral bands, and includes
the line absorption by1,0, CO,, O3, CHy, CFC11, CFC12, CFC22 and aerosols.

Turbulent fluxes at the surface for moisture, heat and mameate described by the bulk transfer
relation, which considers the difference between the lowesdel level and the surface of the
respective variable affected by the horizontal wind veatat a transfer coefficient. The coefficient
is determined from the Monin-Obukhov similarity theory Inyegrating the flux-profile relations
over the lowest model layer. Above the surface layer, thg difflsion method is used accounting
for the vertical gradient of the respective variable whistcorrelated to its turbulent flux. The
land surface temperature is derived from the surface ermtgynce equation applying an implicit
coupling scheme (Schulze et al., 2001) to calculate theentispe prognostic variables and surface
fluxes.

4



2. Evaluation of the Statistical Cloud Cover
Scheme in ECHAMS

A modified version of this chapter was submitted to the Q. MdReorol. Soc. in October 2010.

2.1. Introduction

The accurate representation of clouds in GCMs requires@epitheoretical concept of cloud mi-
crophysics and dynamic processes which result from fluctusbf humidity and temperature on
the one hand as well as preferably a high resolution modeélayrithe other hand. But, for prac-
tical applications, there is a need for a compromise of amyuand computational capacity. The
simplest approach to simulate non-convective cloud faionah a GCM is to employ a relative
humidity threshold above which fractional cloudiness iagtiosed. An often used relationship
between cloud cover and relative humidity as predictor vesxdbed by Sundqvist et al. (1989).
Other cloud schemes applying the relative humidity thrieskgere improved by additional pre-
dictors such as the vertical velocity to parameterize loxgllelouds associated with extratropical
fronts and tropical disturbances (Slingo, 1987) or thedlvater content to estimate the stratiform
components of total cloud amount (Xu and Randall, 1996)ci&rand Klein (2000) found that by
accounting for the subgrid-scale variability in microplegs processes in cloud schemes, the bias
in the non-linear process rates caused by using averagetditigsacan be reduced and arbitrary
tuning of parameters can also be avoided.

One approach to take the spatial variability of clouds intooant is to describe the respective
guantity in the grid-box in terms of a PDF. Early statistisahemes which applied this innova-
tive concept were developed by Sommeria and Deardorff (Llaid Mellor (1977). They used
a joint PDF for the subgrid-scale liquid potential temperatand total water content to estimate
the cloud fraction by integrating over the saturated pathefPDF. This concept implies that the
saturated part of the PDF condenses immediately and therHhrI3F shape is able to reproduce
the spatial distribution of the total water content. SeMebaervational studies were carried out to
analyze the shape of distributions for humidity relatedntias in different conditions. Wood and
Field (2000) found complex and often bimodal PDFs of totatewaontent having large values
of skewness in data from flights through stratocumulus dopudich capped a well-mixed plan-
etary boundary layer (PBL) or were decoupled from it. Simitsults for PDFs of liquid water
content being bimodal as well as positively and negativkbned were reported by Davis et al.
(1996) measured during flights through marine stratocusclouds. Moreover, in the PBL, var-
ious shapes of humidity-distributions such as gaussiawe#i, platykurtic, and multimodal were
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identified by Price (2001) examining data from tetheredelosl measurements. The studies show
that the shape of the observed quantity varies a lot depgratirthe environmental conditions.
Therefore, the choice of the assumed shape of the humiditsibdition is one crucial criteria for

a successful performance of a statistical PDF scheme.

The simplest form of a PDF based on a symmetric uniform 8istion is used by Le Treut and Li
(1991) to describe the sum of water vapor and cloud condeirsatgrid-box. A similar approach
was made by Smith (1990) who uses a relative humidity thtdstumction derived from a sym-
metric triangular PDF diagnosing the variance of cloud watstent. This simple condensation
scheme was adopted by Rotstayn (1997) and Nishizawa (200&).evident that these simple
PDFs are not able to reproduce the spatial distribution @féispective quantity in all cases, but
they are easy to handle and have a low computational costbdtefunction, which is employed
by Tompkins (2002), provides a more flexible approach toesgmt the spatial distribution of total
water mixing ratio. Other comprehensive concepts wereldped by Watanabe et al. (2009), who
use double-uniform and skewed-triangular distributiondifferent conditions for temperature and
total water content fluctuations, and Golaz et al. (2002)yapg a joint PDF of a double-gaussian
function of vertical velocity, liquid water potential temmture and total specific water content to
characterize the unresolved subgrid variations in a goixl-b

Another important aspect is how the statistical momentsRiD& are determined and which atmo-
spheric processes affect the development of the distoibutioments. The number of parameters
to define a PDF depends on the shape of the distribution. le mdvanced schemes, the higher
moments such as variance and skewness or alternativelywer bnd upper limits of the dis-
tribution are calculated by means of prognostic equatidt@wvever, in some PDF schemes, the
number of prognostic equations is reduced by setting thieehigrder moments constant in order
to decrease the complexity of scheme. LeTreut and Li (199&jlfthe variance of total water in
their cloud generation scheme to a value of 20% of total watebtain a good agreement between
the observed and simulated mean zonal cloudiness, fomgestaBut, Tompkins (2008) showed
that PDF schemes having a fixed variance are equivalent tepibeification of the critical rela-
tive humidity concept developed by Sundqvist et al. (198&cordingly, to exploit the complete
skills of statistical PDF schemes, it is preferable to folateiprognostic equations for all defining
guantities of the distribution. This means that the progn@quations should take into account
the dynamic and turbulent processes as well as the micrmshgfecting the shape of the PDF.

Now new, high spatial resolution (of order bfx 5 km?) retrievals of column water vapor and
column cloud condensate are available from satellitesaljppb These observational data allow
construction of horizontal PDFs at the much coarser resoluf typical GCMs. Unfortunately,
the data with high spatial resolution only allow for the ietal of vertically integrated total water
(total water path, TWP), while instruments providing veatly resolved water vapor and cloud
condensate mixing ratio retrievals (such as infrared sexs)dtill have spatially too coarse reso-
lutions (of order oR0 x 20 km? and more) to allow construction of PDFs.

This chapter presents an evaluation of the subgrid-scaiability scheme of total water mixing
ratio developed and implemented by Tompkins (2002) in thelERI5 climate model. In detail,
the defining parameters of the PDF, the modeled mean of T@Aitance and skewness as well
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as the total cloud cover are compared with high spatial n¢isol satellite data. Moreover, an
analysis of the parameterized processes (e.g. turbulenteomvective detrainment) which affect
the variance and skewness is carried out. Initially, in i8a.2, the subgrid-scale variability
scheme of total water is summarized, and in Sectioh 2.3, tdehexperiments and the methods
to analyze the model and satellite data are explained. vWdtets, the results of the comparison
between the modeled quantities and the ones derived from I8@DBd the results of sensitivity
experiments are presented in Secfion 2.4. The evaluatiseslith a summary of the results and
conclusion in Sectioh 2.5.

2.2. Subgrid-Scale Variability Scheme in ECHAMS

The ECHAMS5 climate model (Roeckner et. al, 2003) employsatsiical-dynamical approach to
account for the subgrid-scale variability of water vapait altoud condensate which was developed
by Tompkins (2002). It uses the prognostic equations of théewphases (vapor, liquid and
solid) and the bulk cloud microphysics described by Lohmeamh Roeckner (1996). The subgrid-
scale variability scheme neglects the temperature fluotuatithin a model grid-box assuming the
subgrid-scale formation of clouds is caused only by fluobmatin the total water mixing ratio.
Then, the horizontal cloud covér can be calculated by

C = /OO G(’I“t)d’l“t, (21)

where saturation vapor mixing ratiq is assumed to be constant within the considered grid-box
and G(r;) represents a PDF of the total water mixing ratjo the sum of water vapor, cloud
liquid water and cloud ice. Accordingly, the covered parthad grid-box is equal to the integral
of the total water mixing ratio from the saturation valuenénity if G(r;) is normalized to one
(Fig.[2.2). The, the mean cloud condensatean be expressed by

Te = /Oo(rt —15)G(r)dry. (2.2)

Analysis of the run from a cloud resolving model (CRM) withaizontal resolution of 350 m and

50 vertical levels revealed that the beta-distributioregig good fit to the distribution of total water
mixing ratio (Tompkins, 2002). The beta-distribution idided through the shape-parametgrs

andq which govern the skewness, and the lower and upper liréisdb. The PDF is given by

1 (re— a)p_l(b — rt)q_l

N Beg boapr 23)
with
B(p,q) = %, (2.4)
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saturation vapor mixing ratio
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cloudy area
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Total Water Mixing Ratio

Figure 2.1.: PDF of total water mixing ratio. The grey shaped area represents the cloudy
part of the grid-box and is equal to the integral of the PDF from the saturation vapor
mixing ratio to infinity.

fora <r; <b,p>0,q>0andl'asthe gamma function. Thus, mean of total water mixing ratio
is calculated integrating the PDF of total water mixingadtom its minimum to its maximum:

_ 1 b re(re — a)P~ (b — 1)1
o A v = =

Eq. (2.5) can be solved trough the coordinate transformatie: (r, — a)/(b — a):

p

= (b—a
= =)

+a. (2.6)

Applying the similar method for the mean water vapgiand the mean cloud condensatagives:

— p
Ty =(b—a I(p+1,q
b-a L L@ty

+ (a—75)Lu(p, q) + s, (2.7)

nzw—a%iqﬂ—h@+L®]

+ (a - Ts)[l - I:v(p, Q)]’ (28)

where the incomplete beta-function rafipwith z = (r; — a)/(b — a) is expressed as:

L(p,q) = /Ox P71 — 1)1 dt, (2.9)

B(p,q)

Finally, the horizontal cloud cover can be determined by

C=1-1I/p,q). (2.10)



2.2. Subgrid-Scale Variability Scheme in ECHAMY5

Atmospheric processes such as turbulence and microphaffécs the moments of the distribution
of total water mixing ratio and therefore the defining parteree Due to simplifications in the
current version of the subgrid-scale variability scheprie set constant equal 2 ands allowed
to assume values between 2 and 50. As a result of this relefipnand ¢, the distribution of
total water mixing ratio can only be bell-shaped=£ ¢) or positively skewedy < ¢), where the
skewness is given by

_2(q-p) [ptq+l

= (2.11)
ptq+2 Pq
and the variance is written as follows:
b - 2
v:< a> Pa__ (2.12)
p+q) p+q+1

In the model, the temporal evolution of the shape-paramgtecalculated by the following prog-
nostic equation:

Dq K O Aqmicro
— = (MCYpCY
Dt prg 82( re) + At
1 1
+ (90 — 9) (— + —) : (2.13)
Tv  Th

The first term of Eq.[(Z2.13) is related to convection and dbssrthe increase of skewness through
detrainment of cloud condensate, whéfalenotes a dimensionless constant which specifies how
quickly detraining water from convection increases thenslass,p is the mean air density/<*
is the updraft mass flux;$* represents the mean cloud water in the convective updeaitsy
defines the shape of the final distribution. The present sehmglects the impact of convective
downdrafts so that the skewness is restricted in the tunbi8L resulting in limited vertical
gradients. Consequently, vertical transport of skewngsegeltical turbulence is also neglected.
Microphysical processes taking place in clouds are reghair¢he second term. A reduction of
the cloud condensatA77“"° caused by precipitation or evaporation, for instance, cesltthe
maximum of total water mixing ratié and accordingly the shape-parametemd shifts the PDF
towards a symmetric shape. Both variables are coupleddhrthe equation of the mean of total
water mixing ratio[(2J6) which is expressed as

|:b + A?gﬂlcm (b B rs) B a] »

Aqmicro — Te — . (p + q)' (214)

Turbulence is taken into account in the third term using a fdei@n relaxation which drives
the distribution in presence of mixing towards a symmetrie.oOmitting the horizontal terms
of the equation for the change of distribution width (DW) ceming the subgrid-scale velocity
fluctuations, the dissipation timescale divided into a famtal 7, and vertical component, is
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written as;:

—K—lWithl—L
e 14 kz/N

l= C§\/<%>2 + (%)2. (2.16)

Eqg. (Z.1%) describes the dissipation caused by 3D turbalém¢he PBL and in the vicinity of
deep convection cores, whetds a constante the turbulent kinetic energy; the von Karman'’s
constant,z the height and\ the asymptotic mixing length. Ed._(2]16) represents thsipligion
through large-scale 2D horizontal eddies due to horizomitadl shear instability with the horizon-
tal wind components andv, andC? is a constant.

(2.15)

Ty

In addition to the Eq[{2.13) for the skewness (represenyethé shape-parametej, the mean
total water mixing ratio and the mean cloud condensate dyrpeovided by the model are needed
to close the system. The variance, or the width of the PDF{lvam be diagnosed. However, in
certain cases, when clear sky occurs € 0) or in overcast conditions/(, > 7), the system is
not closed and a further equation is required. To solve tliblpm, Tompkins (2002) decided to
apply an additional quasi-prognostic equation that eséstne DW § — ) of total water mixing
ratio being proportional to its variance:

D(b — a) (Ft — a)(p +q+ chOnU)pil - (b — a)

Dt At
N o S0 —a)
b—a) 1oz Me=5,
—(b—a) (i + i) . (2.17)
Ty Th

The first term of Eq.[{2.17) takes into account the effect afpdeonvection detrainment on the
DW, where Ag... is equal to the first term on the right hand side of Eq. (2.13)e Fecond
term of Eq. [(2.1l7) estimates the production of DW when a w&rtinoisture gradient exists with
n=(p+q)*(p+q+1)(pg)~! andw'r] as the turbulent moisture flux including the vertical wind
w. Vertical transport of DW through subgrid eddies is destin the next term, wheré =[S,
andJs, is a stability function, and the last term describes the ichpadissipation.

10
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2.3. Data and Methodology

2.3.1. Model Simulations

The parameterization prognostically computing the subgciale PDF of total water mixing ratio
was developed by Tompkins (2002) and implemented in the EKBB&ACM (Roeckner et al.,
2003). For evaluation of this cloud cover scheme, the ye@id 3@s characterized by the pre-
scribed sea ice and sea surface temperatures) was simulitethe ECHAMS model starting
three months earlier to reach an equilibrium for the cloudrophysical processes. Two differ-
ent model experiments were carried out using the resolfi®t2L19 and T63L31, which have
a horizontal resolution of about 313 km and 208 km at the eguand 19 and 31 vertical levels
respectively with the uppermost pressure level at 10 hPaholimdary conditions for the model
experiments, the observed monthly mean sea surface tetmgeeand sea ice data of 2004 were
used as in the Atmospheric Model Intercomparison ProjeMIA Gates et al., 1999). The vari-
ables considered in this study are the grid-box mean of TWWRariance (distribution width) and
skewness (shape-paramejgas well as the total cloud cover calculated every hour. &@Rdmp-
kins (2002) uses the DWb (— a) in his scheme, here the varianad {s employed because the
calculation of variance is less sensitive to outliers inréfference observational data and is there-
fore more robust. Furthermore, to compare the modeled gha@aneter; with the skewness of
TWP derived from satellite data, it was necessary to corthershape-parameterto the skew-
ness of TWP. The model mean total water mixing ratio (i.etieglty resolved), its variance and
skewness could not be compared with satellite data dirsiie these data are available only as a
vertical integral on a two-dimensional grid. Firstly, thédgbox mean of total water mixing ratio
7+ was determined for each model level adding the variablesmwaipor, cloud liquid water and
cloud ice. Subsequently, the total water mixing ratio, ifesimum a and maximunb were verti-
cally integrated under the assumption of maximum overlap §&ctiof 215 for discussion). These
variables were used to diagnose the shape-paraméiemeans of the rearranged Hq. (2.6). Fi-
nally, the calculation of the skewnesand variance> were carried out using Eq.(2]11) and (2.12).
However, because of the vertical integration of TWP and gpr@imately exponential profile of
water vapor, which exhibits the largest amount in the lovierosphere, the TWP is mainly domi-
nated by the planetary boundary layer humidity. Consedyéhe variance and skewness derived
from the TWP after its vertical integration are also mairffgeted by the lower atmosphere.

2.3.2. Satellite Data

In order to evaluate the scheme, the observational datazdbint Product of MODIS on the
Terra satellite (Platnick et al., 2003; King et al., 2003)sveanployed for the year 2004. Its high
spatial resolution o5 x 5 km? permits to capture the horizontal spatial subgrid-scat@biity of
column water vapor and cloud condensate very well at the rooatser model resolution of T42,
with up to 3844 MODIS retrievals within one T42 model gridkb@ds MODIS does not provide
the TWP in one variable, the instantaneous retrievals oématpor (Precipitable Water Infrared
Clear) and condensed water (Cloud Water Path) includingdcioe had to be used. To obtain

11
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Figure 2.2.: Number of grid-boxes with TWP data from the reduced MODIS dataset.

Spatial Distribution of Total Water Path

Figure 2.3.: Spatial distribution of TWP in an example model grid-box filled with MODIS
data pixels.

reliable retrievals of water vapor, only data pixels weleaed where the Cloud Mask of MODIS
indicates “confident clear” or “probably clear” sky. The aoting gaps in the images due to clouds
or missing retrievals were filled by a linear interpolatidrttee 8 nearest data pixels when at least
25% of the scene was cloud-free. If less than 25% of a scenelaad-free, then the MODIS
image was discarded from the analysis. Linear interpaiatias applied under the assumption
that the water vapor in columns containing clouds similaoithe concentration in surrounding
clear skies. While this assumption is probably not strictiyrect, it is considered good enough for
this statistical analysis. The chosen threshold level &b 25the result of a compromise between
having enough data pixel for the interpolation and obtajrddarge number of images (filled grid-
boxes) for a reliable statistical analysis especially osthregions where cloudy conditions prevail.

12
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Distribution of Total Water Path
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Figure 2.4.: Observation-derived distribution of TWP from the model grid-box in Fig. 2.3
and the corresponding statistics.

For instance, using this threshold, about 40% of the imagee wejected due to this constraint,
compared to a 50% threshold excluding out 79%. It is assuimadtihe large number of grid-
boxes, from which the statistical quantities were caledateduce the impact of potential errors
caused by the interpolation. A similar selection process aaplied to the images of condensed
cloud water using the Water Path Confidence Quality Asserah®/1ODIS. Moreover, only data
pixels of the condensed water image were selected whiclepess“very good confidence” or a
“good confidence”. Finally, the reduced dataset of wateovapd condensed cloud water of each
image were added together to form the TWP. The number oftgrieks with TWP data from the
reduced MODIS dataset is shown in Hig.]12.2. As expected, tingber of data is rather small in
regions characterized by large cloud cover, in particular ahe southern oceans aroud@S,
but very high in the Polar regions caused by more overlapgitgllite swaths and estimated clear
skies by MODIS.

In contrast to the model data, which is available globallgt abhhourly intervals, the MODIS data
was recorded along the satellite swath at solar local tinteusTthis data had to be assigned to
the model grid-boxes by means of the latitude/longitudermfation and time (+/- 30 minutes;
i.e., one model time-step) of the data pixels. Additionadigly model grid-boxes were selected
containing at least 100 MODIS data pixels in order to obtaliable results of variance and skew-
ness (Figl_213). Afterwards, the statistical parameteBWP (mean, its variance and skewness)
were estimated from each grid-box as shown exemplarily gn[E#4 and the mean deviations of
these quantities (model minus MODIS) were calculated. ©ked tloud cover was derived from
the Cloud Mask of MODIS. Furthermore, one has to keep in niirad because of the measure-
ment method of MODIS, the TWP and its derived statistic patans mainly represent the lower
atmosphere as explained in the section of the model data.

13
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2.4. Results

2.4.1. Model vs. Observation

To compare the model results and observations, the relaan error and the root mean square
error (RMS) of the deviations of total cloud cover, TWP, aisd/ariance and skewness were calcu-
lated (Tab[_C./ C13). Furthermore, the spatial deviatifriese parameters are displayed for the
resolution T42L19 at a 0.95 significance level using a tvaedit-test (Figd. 215a-d). For compar-
ison the annual mean values of analyzed quantities deriy@d@DIS are shown in Fig$. 2.5e-h.

The modeled total cloud cover differs with a relative meamreof 3.2% and an RMS of 0.14
from the MODIS data which has a mean cloud cover of 0.63. Lughkit the geographic regions
one can reveal the processes leading to the discrepandge&.Fa shows an underestimation of
total cloud cover by the model mainly over the oceans, ini@ddr, off the western coasts of
the continents, and an overestimation of clouds in highuldés, over Africa and South America
as well as over the central Pacific. Negative deviations emvthstern sides of the continents,
where usually stratocumulus clouds prevalil, indicate tivaicloud cover scheme has a deficiency
in simulating this type of shallow marine boundary-layesuds. Positive deviations over North
Africa, Antarctica and the North Pole region, however, nigh caused by a systematic underes-
timation of clouds in the MODIS data rather than model etrbecause it is difficult for satellite
instruments to detect clouds in regions which exhibit brmirfaces such as ice, snow or sand.

A marginally better agreement to the observational datauad in the TWP with a relative mean
error of 1.3% referring to MODIS mean of 26.5§ m~2 and an RMS of 3.3%g m~2. In detalil,
the deviation patterns are quite similar to the ones of tha thoud cover. The modeled TWP is
mostly too low over the oceans on the western sides of theénmoms as well as over Indonesia
and Australia, and too high over the central Pacific, SoutticAf Asia and betweef0°S—45°S
over the southern oceans (Hig.]2.5b). These deviations mattbbuted to deficiencies in the
hydrological cycle of the model. The regions in the nortt6@fN and south o60°S as well as
North Africa and Arabia show also positive deviations of TWiR because of the afore-mentioned
uncertainties in the MODIS data, these deviations are dedurom the interpretations of their
origins. However, evaluation of the mean values has beea darlier (e.g. Chen et al., 1996) and
is not of central interest to this study.

The third analyzed quantity, the variance, is globally urdeémated by the model which can be
seen in the large relative mean error of -82% referring taMi&DIS mean of 7.56g> m~—* and
the RMS of 10.15g m—*. Particularly, large differences to the observations ated in the
low latitudes, and over the continents potentially indimgdeficiencies in the turbulence parame-
terization (Fig[2.bd). However, higher deviations tovgatide equator suggests that, additionally,
a humidity related process is not well described or does ravk properly in the cloud cover
scheme. One possible explanation could be that the pratigitprocess removes too much liquid
water out of the clouds resulting in a too low variance. Btifhas to be mentioned that be-
cause of the coupling of variance (distribution width) akedveness (shape-parametgrthrough
Eq. (Z.17), the flawed skewness also contributes to thesofdhe variance (for more details see
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Figure 2.5.: Left column depicts the deviation of modeled annual mean total cloud cover,
TWP and its skewness and variance (T42L19) from MODIS data (white areas mask out
differences not significant at a 0.95 statistical significance level) and the right column shows
the annual mean values derived from MODIS of 2004.
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section Z.4.2). Furthermore, an analysis of the frequefcjood cover in the model experiment
T63L31 indicates that the prognostic equation for variguacstribution width) is applied in 90.3%
of the cases (clear sky or overcast) and diagnosed in orflg 8fthe cases (partly covered). This
suggests that the prognostic equation for variance (biigtoin width) contributes more to the bias
than diagnostic closure of the equation system.

Deviations of the skewness of TWP are geographically diffdy distributed than the quantities
analyzed before. The model strongly overestimates the reé&svin the Tropics and over the
oceans as well as, to a lesser extent, over Europe. It utiteatss the skewness over North
America, South Africa, continental Asia and Australia. piessthe large deviations of skewness
shown in Fig[2.bc, the relative mean error of 5% comparetiadMODIS mean of 0.20 is fairly
low. This results from the positive and negative deviatiahmost compensating for each other.
Accordingly, it is more reasonable to rely on the RMS of 0.4%p to separate the regions with
different signs of deviations. If the analysis is confinedhe region betweef0°S—30°N, the
RMS decreases to 0.40 and the relative mean error increadé8%. One reason for these large
positive errors is certainly that only positive skewnesaliswed in the model whereas the data
derived from MODIS exhibits negative skewness, especialthe Tropics (Figl2J5g). Negative
skewness can be caused by strong convective downdrafth whitsport dry air from upper layers
to lower ones or into the PBL. Neglecting these downdraftd@se in the prognostic equation
for skewness in the model may also contribute to the abovdiomen errors. In general, the
discrepancy between skewness and the observational ditlysto be caused by shortcomings
in the cloud cover scheme’s link to the convection parangstton of the cloud cover scheme.

The results of the evaluation of the higher model resolufi6BT31 are quite similar to the de-

scribed deviations of T42L19 both in the geographic pastermd in its RMS except for the vari-

ance for which RMS is 32.5% lower (Tdb._.1/CC.3). Moreouee, large-scale cloud cover scheme
by Sundqvist et. al (1989), based on a relative humiditystoéd without a prognostic PDF, was
also evaluated and compared with the PDF scheme in termse tdtdi cloud cover and the TWP.

Only marginal differences in the RMS of T42L19 and small cipancies in the relative mean

errors of cloud cover are found in T63L31 resolutions. Tteagieement with the observations of
TWP are slightly lower in the PDF scheme both in the RMS andélative mean errors.

2.4.2. Sensitivity Experiments

Sensitivity experiments were carried out to identify inadthe processes leading to the respective
deviations of modeled variance and skewness of TWP from lisergations and to potentially
improve the agreement. In these experiments diabatic andnoigal processes increasing or
decreasing variance and skewness, as parameterized bykifen{p002), were switched off or
modified (an overview of the experiments can be seen in[Talp. Eurthermore, some runs were
made to reduce the deviation of the variance and skewnessnlyicing the modifications of the
single experiments and, additionally, allowing negatikeveness in the model. Each sensitivity
run compasses a simulation of the first three months of 20@4was compared with MODIS
measurements of the same time period.
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Table 2.1.: Description of the sensitivity experiments

Experiment Description Intention
control standard model setup
vdiff disabled vertical diffusion

of DW of TWP increase of variance
vedd reduced dissipation of DW

caused by vertical eddies

by the factor of 10 increase of variance
hedd reduced dissipation of DW

caused by horizontal eddies

by the factor of 10 increase of variance
rsk calculating skewness of TWP

only for deep convection reduction of skewness
qmin minimum of shape-parameter g

is set to constant equal to 1 allowing negative skewness
pvar shape-parameter p is set

tovaryasp=(¢+1)/(¢ —1) allowing negative skewness

In the first experiment (labeledliff) the vertical diffusion of DW was switched off with the inten
tion to increase the mean variance. This process whichpoarssthe DW vertically is described
in the third term of Eq.[(2.17). However, the impact of dissipn on the variance is very small
which can be seen in the RMS of 10.64> m—* compared to the RMS of 10.86z% m—* for
the control run. Consequently, the spatial pattern of thisameter shows only tiny changes in
this run. A similarly low impact is observed in skewness aading by its RMS (Tak._Cl4) and
its spatial pattern being almost identical to the ones ofrtimewithout modifications (figure not
shown).

The next two experiments analyze the effect of dissipatéursed by horizontal and vertical eddies
on the DW (last term of Eq[.{Z.17)) reducing the influence séhprocesses by a factor of 10. In
the first run hedd, where the dissipation caused by horizontal eddies igatid, the deviation of
the modeled variance from the observations is somewhat lawte an RMS of 10.54cg? m 4,
caused by an increase of variance in the Tropics. No remigrldianges in the spatial pattern
result from this experiment in the skewness whose RMS of 8. ®arginally higher than the one
in the control run. In the second rumedd, in which the dissipation caused by vertical eddies is
reduced, the RMS of the variance decreases by 11.2% tdg7~* induced by an increase of
variance mainly over the oceans and in the Tropics (Fig.)2Bge modification of the dissipation
leads also to an enhancement of skewness over the extiealropeans (Fid._216b) resulting in a
marginally higher RMS of 0.73.

In the next three experiments the cloud scheme was modifiethéopurpose of decreasing the
skewness especially in the Tropics. To achieve this, in tts¢ fin ¢sk) only the detrainment
by high-reaching convection (determined as convectivaddaonsisting of ice rather than liquid
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Figure 2.6.: Left column shows the modeled skewness and the right column the modeled
variance of simulations with different paramterizations for the resolution T42L19 (mean of
three months of 2004). The abbreviations of the experiments are explained in Tab. 211
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water) was allowed to increase the skewness of total watengiratio (first term of Eq.[(2.13)).
Its result shows a strong reduction of skewness in the lotutis and a band of higher positive
values around0° South and North compared to the control run (Eigl 2.6c). Ssighificant
changes in the spatial pattern of skewness, however, hdyeonsequences in the RMS which
decreases only slightly by 4.2% from 0.72 to 0.69, whereasdtative mean error increases from
-31% to -79.3%. This seems curious but it is explained byptiearing of high skewness values
in the low latitudes and thus less cancellation of errorbettomes even more obvious if the area
for calculation of the deviation errors is confined3@S to 30°N. Then the relative mean error
decreases from 333.3% of the control run to -50% in the matlifie and the RMS of 0.44 to 0.30
which is a decline of 31.8%. The impact of the modified caltoteof skewness on the variance is
only weak indicated by a somewhat lower RMS of 10@5 m~* and its retained spatial pattern
(Fig.[2.6h).

Although the pattern of skewness in the experinmshtis closer to the MODIS measurements,
there is a lack of negative values in the modeled skewnessolVe this problem it is necessary
to allow for negative skewness in the model. In the genersg cihis would require an additional
prognostic equation for the shape-paramgtdn order to avoid this, Tompkins (2008) suggests to
let the shape-parametgibe tied tog and vary a® = (¢ + 1)/(q — 1), which allows for relations
of p andq leading to negative skewness. The result of this modifiedrpatrization jjvar) causes

a decline of skewness in regions where already low positalaes exist to negative ones but
the spatial pattern of skewness is maintained (Eigd. 2.6ad)ns€quently, the RMS of skewness
increases to 0.81. A better result shows the RMS of the wegiarfi 9.77kg? m~* induced by
an increase of variance in the low latitudes ([Eig] 2.6i). #eo possibility to generate negative
skewness without adding a further prognostic equation i®dce the lower limit of; to one
enabling cases whegecan be larger thag. However, this experimenti(nin) leads to even lower
negative values keeping the spatial pattern as in the ewpatipvar and increases the RMS to
0.92 (figure not shown).

The RMS of the total cloud cover is almost equal to the one efdbntrol run in the afore-
analyzed experiments (Tdb._C.2). Exceptions are obsenviitkiexperimenpvar with a slightly
higher RMS of 0.18 and a 29.4% higher RMS of 0.22 in the expemigmin The RMS of TWP
decreases in all experiments and reaches its lowest vathe4wiOkg m—2 in the runvdiff. In
these experiments, the largest reduction of RMS could b&wth only in either the modeled
variance or skewness. In a next step, these single expdemame combined to come closer to
the observational data both concerning the variance anskidwgness. Employing the settings of
the experimentsk resulting the lowest RMS as well as a better spatial patteskewness and the
experimenteddhaving the lowest RMS of variance in one rusktvedd together, the deviation
of variance decreases further (Tab.JC.4) and the spati@rpatf skewness is retained (figure not
shown). This combination of modifications has no impact onRd the total cloud cover and a
small one on the TWP whose RMS of 48§ m 2 is even lower than the one in the control run.

In a further experimentré¢k+vedd+pva) the ability to generate negative skewnepsaf) was
added to the previous modifications of the modsk{vedd. However, the skewness exhibits
almost only negative values in this run so that positive siesg has to be increased artificially.
To estimate the proper amount of positive skewness which beuadded, a couple of runs were
carried out upscaling the shape-parametstepwise by up to a factor of 2. The best agreement of
modeled skewness to the observational data is achieveeloptice of a factor of 1.2. The spatial
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pattern of skewness of this rursk+vedd+par+skewis now similar to the observational data and
shows besides positive values also negative ones in thedlitwdes (Figl 2l6e). Consequently,
the RMS of skewness decreases to 0.68 being the lowest viaslleesperiments and if only the
region betweers0°S—30°N is considered, the RMS decreases to 0.32. The RMS of thengi
of 9.35kg? m~* is somewhat lower than in the experimeeddand it is considerably lower than
in the control run. The other two analyzed parameters, tta¢ ¢toud cover and the TWP change
differently in this experiment. Whereas the deviation of PWith an RMS of 5.0g m~2 is even
lower than in the run without modifications, the RMS of totkduzl cover increases by 17.6% to
0.20. Moreover, the relative mean error of total cloud comeerts from 1.6% to -4.7% in this run.

2.5. Summary and Conclusions

The subgrid-scale variability scheme for water vapor armlialcondensate applied in the
ECHAMS climate model was evaluated globally with high regioin satellite data. For this pur-
pose model experiments with two different resolutions (T¥2and T63L31) were carried out
using a prescribed sea surfaces temperature and sea itleutists of 2004. Model simulated
total cloud cover, mean TWP as well as its variance and skeswvere compared with parameters
derived from MODIS and deviations of it were calculated vehstatistically significant at a 95%
significance level.

The results show that the mean total cloud cover and the m@éR dre on average relatively
well simulated. Indeed, a closer look into the spatial pattd total cloud cover indicates an un-
derestimation of clouds on the western sides of the cortSnevhere commonly shallow marine
boundary-layer clouds prevail. The underestimation @&tstumulus clouds in GCMs is a com-
mon problem and was also reported by Medeiros and Stevedd 2T he spatial deviations of
TWP being quite similar to the one of the total cloud covemseeore caused by deficiencies of
the hydrological cycle since the RMSs of the results fromnaugation with the statistical PDF
scheme and the another one with the relative humidity scremmelmost equal to each other.
However, large deficiencies were revealed trough the etrafuéor both variance and skewness
of the PDF. Skewness of the TWP is strongly overestimateldrntopics, and underestimated in
the extratropical regions. The former is mainly caused lgynttodel condition allowing for only
positive skewness compared to the satellite data, whiclwvshegative skewness in particular in
the Tropics. Systematically negative deviations of varéaare found for almost all regions of the
globe. The above described patterns were found for botlyzediresolutions, where the coarser
one exhibits a somewhat smaller RMS of TWP, a somewhat high$ of its skewness, and a
considerably larger RMS of its variance. The RMSs of totalidcover are almost equal in both
resolutions as well as in the PDF scheme and in the relatisgdity cloud scheme.

Moreover, some sensitivity experiments were made to andhg parameterization of atmospheric
processes affecting the variance and skewness, and td #tjysarameterization of these statis-
tical quantities. The results indicate that the DW is insezhby reducing the dissipation caused
by vertical eddies, which has a stronger impact than thepdiien caused by horizontal eddies
or the vertical diffusion of this quantity. Although the maddd variance was improved by these
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adjustments, there is still a negative bias, which couldibbsbe caused by the precipitation pro-
cess removing too much liquid water from clouds within omeetstep. Additionally, the flawed
skewness (shape-paramei@rcoupled with the variance (distribution width) throug jitrognos-
tic equation also contributes to the bias of modeled vagamtowever, the flawed variance also
affects the skewness as demonstrated in the experimentiam we omitted dissipation of DW
caused by vertical eddies increases the skewness. Thelzsijige bias in skewness in the Tropics
is reduced considerably when the skewness was calculakgtbodeep convection indicating de-
ficiencies in the link to the convection parameterizatiothenscheme. In order to obtain a further
reduction of the bias, it is necessary to allow for negatk@nsiess in the model. This was tested
using a relation between the two shape-parameters of theseBgested by Tompkins (2008).
With this modified parameterization, the model is able talpme mean negative skewness mainly
in the high and mid-latitudes, but again positive skewnaghe Tropics. It is possible to exploit
this modification in order to achieve improved results ofaace and skewness together when the
different adjustments of the parameterizations are coatbirl) allowing negative skewness, 2)
calculating skewness increase only for detrainment fragrcntaining deep convection, 3) gen-
erally increasing positive skewness (shape-param@tey 20% and 4) reducing the dissipation of
DW caused by vertical eddies.

Although only MODIS data were selected featuring a high atefce, there are some regions in
the data with bright surfaces, e.g. snow, ice and sand, wherencertainty of the satellite data is
higher. Additionally, the interpolation of missing wateapor data below clouds being a result of
the measurement method of MODIS, has also to be taken intuatanalyzing the deviations of
the MODIS data. Moreover, the vertical integration of medel' WP making the data comparable
to the satellite data introduces biases into the evaluakast, the maximum overlap assumption
for the PDF of the total water mixing ratio has to be named.uAsag maximum overlap results
in maximum variance and skewness for the vertical integrédtal water mixing ratio - a poten-
tial overestimation of the distribution moments compareather overlap assumptions such as
random overlap. However, even for this maximum overlap mgsion it was found that variance
is strongly underestimated by the model. For skewness fb@ate value might be overestimated
due to the overlap assumption, but the qualitative restg.; not enough negative skewness - are
not affected. Thus, for our main conclusions the maximunrlapeassumption is good enough.
However, in future investigations, more elaborate oveasgumptions should be considered, such
as approaches using sub-columns allowing to apply arpitraerlap assumptions (e.g., Raisénen
et al., 2004; Pincus et al., 2005; 2006). A second issue igdHeal integration itself which em-
phasizes the lower troposphere, in particular the PBL, basahot allow to specifically investigate
the free and upper troposphere. However, the vertical iatég the only data currently available
for an evaluation of the PDF scheme at a global scale, sottltdy should be seen as a first step
in the evaluation. It should be noted that simulation resathd observational data are treated
consistently.

This evaluation shows that there is still an urgent needdahér improvements of the subgrid-
scale variability scheme for water vapor and cloud condenda the sensitivity studies varying

the choices in current parameterization, even ones whiale substantially modify the scheme
by e.g., allowing for negative skewness, did not achievdlafireement with the observed PDFs
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2. Evaluation of the Statistical Cloud Cover Scheme in ECHAMS5

of TWP. Specifically, in the current scheme, vertical dovefidy; which transport dry air from the
upper atmosphere in the planetary boundary layer and peodegative skewness, are not taken
into account in the prognostic equation of skewness. Howesgative skewness in the lower
atmosphere can be seen in the satellite data and negatkeMyed distributions of total water
mixing ratio in stratocumulus clouds have also been foundZby and Zuidema (2009), who
analyzed various cloud cases with large eddy simulatiolisSd). Moreover, they revealed that
the variance of moisture and temperature are equally irapbitt controlling subgrid-scale clouds.
Thus, the inclusion of the subgrid-scale variability of arature which is currently neglected
could improve the scheme as well. The next logical step wbeldo exploit the information
of the subgrid-scale variability of cloud condensate pitedi by the scheme in the precipitation
formation such as the autoconversion or the accretion pgoce
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3. Incorporating the Sugbrid-Scale Variability
of Clouds in the Autoconversion

3.1. Introduction

Low level clouds are important regulators in the climatetesysdue to their cooling radiative
effect (Chen and Cotton, 1987; Bretherton et al., 2004). iHukative properties of these so-
called warm clouds (those containing no ice) are defined bysitre distribution of their droplets
and the horizontal and vertical distribution of cloud lidwvater. A decisive physical process in
warm clouds is the autoconversion (coagulation) of clouwmplits determining the precipitation
formation, and consequently cloud liquid water and clougecoMoreover, the autoconversion is
the initiating process which is requisite for the followipgecipitation generating processes such
as accretion (collecting cloud droplets by raindrops) tfraalection of raindrops.

The stochastic collection of cloud droplets, i.e. the gloeftcloud droplets by coalescence, can be
considered in terms of a droplet of masdalling through a cloud with particles of mass. The
probabilistic and discrete feature of this process is agtalifor by regarding the size distribution
of cloud dropletsV (m, t), with N as the number of droplets per volume with masat timet.

A change ofN with respect to time is referred as the stochastic collaatiguation (Houze, 1993)

% :% / K (m — 1h, 1h)N(m — 1, t)N (1, t)dr— (3.1)
0

/ K (m, 1) N (1in, £) N (m, £)dr,
0
with
K(m,m)= A, | V(m) =V (n) | Z (m,1h), where A,, = n(R+ R)%

The first term in Eq.[{(3]1) describes the rate of generatiairapblets of mass: by coalescence of
smaller droplets within the volumén. To prevent counting each collision twice, the factor of one
half was included in the beginning of the equatidi.is the collection kernel which determines
the rate at which the space within which a particle of mads located is swept out by a particle
of massm. The second term expresses the rate of decrease of the nomtheplets of mass
m caused by their coalescence with droplets of masi the volumedr. A,, denotes the
geometrical cross-sectional area swept out by a particmasfsm which is assumed for water
droplets as spherical witR and R as the radii of droplets of mass ands#, respectivelyV is the

fall speed of the droplets of massandin. The collection efficiency . represents the efficiency
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3. Incorporating the Sugbrid-Scale Variability in the Autoconversion

with which a droplet intercepts and collects the dropletviértakes. It depends primarily by the
relative airflow around the falling droplet and on the sizelte# droplet. However, it does not
mean that each collision between two droplets leads to scahee. They may also bounce off
each other or will be divided after a short unification. Thedal#ded stochastic collection process
is commonly used as starting point to derive parameteozatior autoconversion and accretion.

Usually, two approaches are applied to simulate the auteesion process in GCMs. One uses
a threshold mean droplet radius above which autoconversictoud droplets occurs to account
for the strong non-linearity of the coalescence. (Sundg¥®78; Boucher et al., 1995; Rotstayn,
1997). The other approach is a continuous parameterizatiopling the cloud liquid water and
the cloud droplet number concentration directly. This kihdarameterization can be derived from
the stochastic collection equation describing the timdutian of a droplet spectrum (Beheng,
1994; Lohmann and Roeckner, 1996). Another parametarizdtir autoconversion in a large-
eddy simulation (LES) was developed by Khairoutdinov andydo (2000) using a regression
analysis of simulated drop sprectra. Although this fortiatawas derived only for the use in an
LES, Posselt and Lohmann (2008) showed in their work thatatso applicable in a GCM.

The autoconversion as a local process takes place on adidogite, but it is parameterized by

means of grib-box mean values. This introduces a bias sme@nversion is a non-linear pro-

cess. Wood et al. (2002) found that the bias in the autoceimrerate caused by neglecting

the subgrid-scale variability becomes larger the coafserdésolution of the model grid is. Fur-

thermore, these biases become strengthened the largepriHmearity is expressed, e.g. by the
exponents in the equations (Pincus and Klein, 2000). Thesawitoconversion process contributes
to the uncertainty of modeled climate scenarios.

Several approaches were made to reduce the bias causeddxstingghe subgrid-scale variability
of clouds, i.e. by tuning the critical threshold parametexlaich autoconversion begins. Rotstayn
(2000) was able to increase the critical threshold parantete more realistic value by restricting
the occurrence of autoconversion only in the fraction ofdloeidy area determined by a triangular
PDF of total water mixing ratio. A direct incorporation ofhimmogeneity within clouds in the
continuous autoconversion parameterization derived bheBg (1994) was made by Zhang and
Lohmann (2002). They used a PDF of a Gaussian distributiamtrieduce the in-cloud variability
of cloud liquid water in autoconversion process. The nevesahwas implemented and tested in
the Canadian Single Column Model and led to improvemensring of liquid water path in three
analyzed case studies.

Another approach to account for the subgrid-scale variglaf cloud cover and microphysical
properties in stratiform precipitation formation was ddneJess (2010). In this approach, each
model column is divided into independent sub-columns witt+lsoxes in each layer. Then, cloud
cover is distributed depending on the diagnosed fractiahtha maximum-random overlap as-
sumption in the sub-boxes. A prescribed PDF determined @asaorements from aircraft observa-
tions is applied to distribute cloud droplets and ice cigstaer the cloudy sub-boxes. Simulations
with the ECHAMS5 climate model resulted an earlier onset @fcypitation and better agreement
with observations. A more complex description for a warim-raicrophysics parameterization
taking into account the subgrid-scale variability was digwed by Cheng and Xu (2009). For in-
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stance, they derived an analytical expression for aut@sion by integrating an equation for the
autoconversion rate over a joint-double Gaussian PDF aiceéwnelocity, liquid water potential
temperature, total water mixing ratio and perturbationairiwater mixing ratio for simulations in
a single column model (SCM).

The tuning of autoconversion (Rotstayn, 2000) intends tainkrealistic accumulated precipita-
tion in comparison to rain gauge networks or satellite egtiis. In coarse GCMs, this is achieved
by too frequent precipitation of too low intensity. Nam (8)Xound higher frequencies for low
precipitation intensities in the ECHAMD5 climate model caamgd to CloudSat satellite retrievals.
A similar issue was reported from the HIRHAM regional climatodel, whose convection scheme
tends to artificially produce light precipitation (May, )0 The described problems of modeled
precipitation frequencies and intensities can be a re$uleglecting the subgrid-scale variability
of cloud condensate. Replacing the mean cloud liquid watéheé precipitation parameteriza-
tion by a simulated distribution of cloud liquid water forabamodel grid-box may reduces the
afore-mentioned biases. This can be achieved by applyirgFad? total water mixing ratio em-
phasizing isolated areas of cloud liquid water (single d&)u Thus, an increase of occurrence of
higher autoconversion rates and a decrease of lower onegpeeted to obtain.

In this chapter, a revised continuous autoconversion petenmation for warm clouds in a GCM
is presented which accounts for the subgrid-scale vaitialoif cloud liquid water. The new pa-
rameterization combines the autoconversion derived byeBgl{1994) with the statistical PDF
approach described by Tompkins (2002) using an integrdieftitoconversion rate over the sat-
urated part of the PDF. Furthermore, the new scheme is eedlaad compared with the original
autoconversion parameterization using sensitivity satiohs in the ECHAMS climate model. In
detail, the modified autoconversion rate and its impact amedion, vertically integrated cloud
liquid water, total cloud cover, cloud radiative forcingRE) as well as on the total and large-
scale precipitation and their statistics are analyzed. dctiSn[3.2, the new autoconversion pa-
rameterization is introduced and compared with the origicheme. Section 3.3 discusses the
theoretical aspects of the impact of negative skewnesseautoconversion rate. Subsequently,
in Sectior 3.4, the different model experiments and metlasdsell as the observational data are
described. The results of the model simulations are andlyz&ectiori 3.6, and a summary and
outlook closes the chapter in Sectlonl3.6.
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3. Incorporating the Sugbrid-Scale Variability in the Autoconversion

3.2. Introducing the Subgrid-Scale Variability of Clouds

In the current version of the ECHAMS climate model (Roeckeieal., 2003), the autoconversion
rate Q..; derived from the stochastic collection equation given bidw (1994) (in Sl units) is
applied

Qur=a () 3.2
aut—a<5> ()

with

a=m <6 -10%p 717 (1075 3,) (10‘3,0)4'7) %,

where~; is a “tunable” parameter determining the efficiency of theeonversion process, and
hence, cloud lifetimep (= 10) is the width parameter of the initial cloud droplet spectrivpthe
cloud droplet concentratiom, the air densityy; the grid-box mean cloud liquid water aiddthe
cloud fraction in the model grid-box.

To incorporate the subgrid-scale variability of cloud ldjwater into the autoconversion process,
the PDF approach developed by Tompkins (2002) is used. Tim®agh is already employed to
incorporate the subgrid-scale variability of water vapod aloud condensate in the cloud cover
scheme in the model. The scheme uses a beta-function bagedfR@tal water mixing ratio to
calculate the horizontal cloud fraction by an integral & faturated part of a PDF (a description of
the scheme can be found in Chapter 2). Following this stadigaroach, and assuming saturation
within the cloud, the mean cloud liquid watgris written in warm cloud$7" > 0 C°) as

b
7= / (re — )G (ry)dry. (3.3)

Thus, the mean cloud liquid water is equal to the integral over the difference of the total wate
mixing ratior; and the saturation vapor mixing ratig, for the PDF of the beta-functio&' from
the saturation vapor mixing ratio to the maximum of the totater mixing ratio subgrid-scale
horizontal distributiorb. G is defined as

1 (rg—a)P H(b—r)r?

@) =3 (p,q)  (b—aptet 7 34
with
B(p.q) = %, (3.5)

fora < r; <b,p>0,q > 0andl as the gamma functior the beta-functiong the minimum
of the total water mixing ratio subgrid-scale horizontadtdbution as well ag andg the shape-
parameters of the beta-distribution. The constraint tloat(&3) can be only applied for warm
clouds is necessary to exclude the cloud ice from the cloudlensate, which is obtained by
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3.2. Introducing the Subgrid-Scale Variability of Clouds

the integral of the saturated part of the PDF. Replacing thedcliquid water in Eq.[(3]2) by
Eqg. (3.3), the subgrid-scale variability of cloud liquid temis introduced in the autoconversion
process. Consequently, the in-cloud autoconversion uats to the mean value of a grid-box

b
Qaut = 04/ (re — rs) TG (re)dry. (3.6)

To obtain the autoconversion rate inside the cloud, [EQ) {86 to be divided by the cloud fraction
C of the respective grid-box:

aaut
C

The implementation of this revised autoconversion scherttethe existing cloud module of the
model requires an additional algorithm for numerical inétign of the integral in Eq[(3.6) and
the time-integration of the autoconversion rate Eq.l(3.8ictvis described in Appendix]A.

Qaut =

: (3.7)

An overview of the theoretical distribution of the new autneersion rates can be seenin Fig] 3.1a.
It shows in-cloud autoconversion rates for different chsiofq andr, depicted as saturated part of
the PDF. The DW is set to constant for this example (minimunotafl water mixing ratio is set to
0.001 and its maximum to 0.04g kg—'). In-cloud liquid water content, and thus autoconversion
increases with increasing saturated part of the PDF, artul ddtreasing skewness. The white
area is caused by very low cloud fractions  0.001) considered as clear sky in a grid-box
and is equal to the clear sky area in the grid-box (Eig. 3.1bshows high cloud fraction in
the red colored area starting from a symmetric and highlyrated PDF towards a skewed and
completely saturated PDF of total water mixing ratio. Th&tribhution of the amount of the new
autoconversion rates resembles strongly the one of themtrobthe in-cloud liquid water content
in Fig.[3.dc. This makes sense because the autoconverspandie strongly on the amount of
cloud liquid water being converted to raindrops.

For some considerations of the shape-parameded the saturated part of the PDF (respectively at
some autoconversion rates) the entire liquid water is remhowut of the cloud within one timestep.
The area indicating this process for a given timestep of pipfied model resolutionst = 1800s

for T42) is shaded in Fid. 3.1a. The area covers mostly meelenad high autoconversion rates
starting with a symmetric and 15% saturated PDF towards & si@wedd ~ 34) and saturated
PDF.

To compare the new autoconversion rate with the original ¢tme ratio of both is determined
(Fig.[3.1d). For this purpose, the original rate is caladatising the in-cloud liquid water of
the PDF of total water mixing ratio divided by the respectileud fraction for eacly andr;.
The comparison of the new and the original autoconversita shows fundamental differences
concerning the amount. In all configurations of skewnesssaarated part of the PDF, the new
rate is higher, actually in some cases considerably highan the original one. In detail, the
ratio increases up to 55 when the PDF becomes saturated amgcikbut the ratio decreases
strongly when the PDF is entirely saturated, or when the P&feimes symmetric. A main result
is therefore that the new autoconversion scheme produgbsihiates in general, but clearly higher
autoconversion rates in partly skewed-PDF conditions @etpto the original one.
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Figure 3.1.: Dependency of the new autoconversion rate (a), cloud fraction (b), in-cloud
liquid water content (c) and the ratio of the new and the original autoconversion rate (d)
on the shape-parameter ¢ and the saturation vapor mixing ratio depicted as saturated part
of the PDF. The distribution width (DW) is set to constant for simplifications (minimum
of total water mixing ratio is set to 0.001 and its maximum to 0.01 kg kg~!) and the dotted
area in (a) indicates the rates at which the whole cloud liquid water is removed out of the
cloud within one timestep for T42 (At = 1800s).

3.3. Impact of Negative Skewness on Autoconversion

The statistical cloud cover scheme uses a beta-functioedt@BF to describe the distribution of
total water mixing ratio within a grid-box. The shape of thBRPis flexible and determined by
the two shape-parametepsand ¢ (see Fig[:3.2) as well as andb, which change according to
atmospheric processes, e.g. precipitation and turbulemt¢cee PDF. A PDF of total water mixing
ratio exhibits positive skewnesg ¢ p, red curves in Fid. 3]12) when low values of total water
mixing ratio are more likely than high values in a grid-boxidras typically a tail on its right side
towards higher total water mixing ratio values. This siniega depending on the saturation vapor
mixing ratio, the presence of a few thick clouds caused eygvdstically transported moisture
(updrafts and detrainment). A negatively skewed PDF ofl totger mixing ratio § < p, blue
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Examples of the Beta—Distribution

0 0.5 1

Figure 3.2.: Various beta-distributions which depend on different combinations of the
shape-parameters p and ¢. Red curves indicate positively skewed distributions, blue nega-
tively skewed distributions and black a symmetric one.

curves in Fig[3.R2) represents the opposite situation wigim values of total water mixing ratio
are more likely than low values in a grid-box and the PDF hasl @ its left side towards lower
total water mixing ratio values. In this case, the grid-bakibits, depending on the saturation
vapor mixing ratio, more clouds than areas with dry air, wéthout clouds. These areas can be
caused e.g. by downdrafts transporting dry air from the ufipthe lower atmosphere.

In the current version of the statistical cloud cover scheatich provides the information for the
new autoconversion scheme, only positive or zero skewsedlowed due to simplifications of the
prognostic equations. However, the evaluation of thesttedil cloud cover scheme (Chapiér 2)
revealed that the modeled skewness is overestimated averctans, especially in the Tropics,
compared with observational data, which shows also negakewness. To adjust the modeled
skewness of the cloud cover scheme closer to the obserahtiama, it could be reasonable to
introduce also negative skewness into the scheme. Onepitteas made by Tompkins (2008)
who proposed to let the shape-parameteary through the relatiop = (¢ + 1) /(¢ — 1) without
introducing additional prognostic equations into the sebe The distribution of the new auto-
conversion rates applying this parameterization as wethagatio of the new and the original
rate can be seen in Fig._B.3a. Low liquid water content, ameesponding autoconversion rates
occur in combination of either a symmetric and less satdrBt@F or highly skewed and highly
saturated PDF of total water mixing ratio. High rates aredpoed by almost a symmetric and
highly saturated PDF. A direct comparison of the distrimsi of the new autoconversion param-
eterization allowing only positive skewness and the apgraalowing also negative skewness
(Figs.[3.14/3.8a) is not practicable since the cloud liquider determined by the PDF is differ-
ent in these two parameterizations. Large differencesstotiginal autoconversion rate calculated
with this approach (allowing negative skewness) are oleskior highly skewed and less saturated
PDF indicated by ratios up to 60 (Fig._B.3b).
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Figure 3.3.: Distributions of new autoconversion rates (a) and ratio of the new and the
original autoconversion rate (b) using the approach p = (¢ +1)/(¢ —1). The DW is set
to constant for simplifications (minimum of total water mixing ratio is set to 0.001 and its
maximum to 0.01 kg kg~!)
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Figure 3.4.: Distributions of new autoconversion rates (a) and ratio of the new and the
original autoconversion rate (b) fixing the shape-parameter ¢ and varying p. The DW is
set to constant for simplifications (minimum of total water mixing ratio is set to 0.001 and
its maximum to 0.01 kg kg~!)

A broader range of high autoconversion rates is obtainechvamly a symmetric or negatively
skewed PDF of total water mixing ratio is allowed in the pagéenization fixing shape-parameter
q and varyingp (Fig.[3.4a). In this case, high liquid water content and &gponding high rates
occur in combination of a strongly negatively skewed andleeady moderately saturated PDF,
whereas low ones are only produced when the PDF of total wateng ratio is low saturated. A
comparison with the original autoconversion rate showstti@new autoconversion parameteri-
zation allowing only symmetric or negatively skewed PDHsigher in all combinations gf and

rs (Fig.[3.4b). In particular, this is found for close-to syntnieeand low saturated PDFs causing
ratios up to the factor of 8. Altogether, allowing negatikewness in the statistical cloud cover
scheme leads to a broader range of high autoconversionaradedecreases the range of low rates.
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3.4. Methods and Observational Data

3.4.1. Model Experiments

The new autoconversion scheme was implemented in the clardphysics of the ECHAMS cli-
mate model (Roeckner et al., 2003) to analyze the impacteo$tibgrid-scale variability of cloud
liquid water in the autoconversion parameterization aeatiley Beheng (1994). For this purpose,
a one year simulation with an hourly output interval was iedrout with the ECHAM5 model
starting three months earlier to reach an equilibrium fer dboud microphysical processes. Six
different model experiments were made using a horizontdlotion at the equator of about 313
km (model grid T42) and a vertical resolution of 19 levelshwtie uppermost level at IPa. The
observed monthly mean sea surface temperature and sedacef @04 were used as boundary
conditions for the model experiments as in AMIP (Gates etl899).

In the control experiment, the original autoconversiorapaaterization derived by Beheng (1994)
was used as in standard ECHAMS climate model. The new autecsion parameterization was
applied with two different values of the autoconversioniignparametery; in Eq. (3.2). In an
untuned experiment (standard version of the new paramatem), v; was set equal to 15 as
in the standard ECHAMS configuration and, in a tuned an€)( equal to 2 which results in a
balance of the net radiation (sum of SW and LW fluxes) at theofdpe atmosphere (TOA).

Moreover, two additional experiments were carried out @yare the sensitivity of the untuned au-
toconversion scheme to changes in the parameterizatiomodi skewness (shape-parameer

of the PDF employing the results from the evaluation of thadigtically cloud cover scheme
(Tompkins, 2002) in Chaptél 2. In the first experiment latbeledd, the DW was increased re-
ducing the dissipation of the DW caused by vertical eddieshieyfactor of 10. In the second
experimentngx2, the parameterization of the cloud cover scheme is usedhwhis found to
provide the closest results to observational data conugrtie DW and skewness (Chagiér 2).
This can be achieved by increasing the DW (as in the expetimehi), applying skewness in-
creasing from convective detraiment only for deep coneectind allowing for negative skewness
through the relatiop = (¢ + 1)/(¢ — 1) as suggested by Tompkins (2008) as well as an ar-
tificially increased shape-parametgby 20%. In a further experiment labeléd scheme, the
autoconversion parameterization derived by Beheng (1884)replaced by the parameterization
Qaut = 1350(77/C)*4"N~17 developed by Khairoutdinov and Kogan (2000) in order to test
whether the observed impact of the incorporated subgatesa@riability of clouds is restricted to
the original autoconversion parameterization.

3.4.2. Observational Data

The modeled quantities affected by the modified autocoiesarameterization are compared
to ones in the control experiment, but also to various olagenval data measured by satellite and
ground based instruments to assess the achieved improtgehyetine new scheme.
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a) Comparison of the New and Original Scheme b) Sensitivity of the New Scheme
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Figure 3.5.: Distribution of autoconversion rates calculated by the new and original scheme
(a) and by different parameterizations of the sensitivity experiments (b) from all levels of
one year.

Total cloud cover derived from the L2 Joint Product of MODIS the Terra satellite (Platnick
et al., 2003; King et al., 2003) was employed for the year 200#e high spatial resolution
(5 x 5 km?) of the data helps to capture horizontal spatial subgradeseariability of total cloud
cover. To compare the vertically integrated cloud liquidevaimulated by the model, the column
liquid cloud water (LWP) from MODIS (Liquid Water Cloud WatPath: Level-2 QA Weighted
Mean) is used with a horizontal resolution Bf degree grid-cells. LW and SW radiative fluxes
were taken from the EBAF product of CERES (Loeb et al., 200Bictv consists ofi® gridded
five year averages of the TOA LW and SW radiative fluxes undeareland all-sky conditions.

Two different datasets were used to verify the modeled fottipitation (sum of large-scale and
convective precipitation). First, the HOAPS dataset whinbvides two times daily precipitation
over the ocean for the year 2004 (Andersson et al., 2007,)281d) second, the GPCP dataset
which incorporates satellite microwave and infrared dataell as surface rain gauge observations
to estimate daily precipitation both over land and ocearidAet al., 2003; Huffman et al., 2009).
For this evaluation, the product version 2.1 is employediiging precipitation atl® horizontal
resolution for the year 2004.

3.5. Results

3.5.1. Autoconversion Rate

A comparison of the new and the original autoconversionpatarization reveals considerable
differences in the mean autoconversion rates (Tab. C.3heimange of the autoconversion rates
and the distribution of their frequencies (Fig.13.5a). Theamautoconversion rate (averaged over
all cloudy grid-boxes of the entire 3D model domain for onaryat hourly intervals) in the new
scheme is 53.7% lower than the one in the original scheme 5@th 1g kg=! s~!. However,
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in detail, the new autoconversion scheme produces lesd saes (below le-Gig kg=! s~ 1)
and notably more higher rates (between le-6 and40Bg ! s~!) than the original one. Only
autoconversion rates higher than 100kg~! s~! are slightly more often generated by the original
scheme, which is expressed in the mean value. In genemmkesilt seems reliable, because the
introduction of subgrid-scale variability of cloud liquidater should reduce the frequency and
increase the amount of autoconversion compared to the uke gfid-box mean values.

However, the result does not totally agree with the comparaf new and original autoconversion
rate calculated with same PDF integrated cloud liquid watet cloud fraction in Sectidn 3.2,

where the new autoconversion is always higher than thenaligine. The reason for that could be
a feedback of the increased frequencies in the higher antecsion rates producing lower cloud
liquid water.

The impact of modified parameterizations of the new schemebeaseen in the mean values
(Tab.[C.B) and frequency distributions (Hig.]3.5b). In theed version of the schemerg), the
mean autoconversion rate is 72.9% lower than in the origiclaéme due to the decreased tuning
factor from 15 to 2 in the autoconversion Eqg. {3.2). Accogiiinits frequency distribution is
shifted to lower autoconversion rates and the maximum isegdmt lower compared to untuned
version. An increase in the modeled DW of the total water P&d$ to an increase of the mean
autoconversion rate in the experimentid and, therefore to a reduction of the deviation to -18.3%
related to the original scheme. This corresponds to a shifhe right side of the frequency
distribution towards higher values. A further increasecamautoconversion rate being 272.7%
over the one in the original scheme is resulted by a shifteétiitire frequency distribution towards
higher values in the experimentz2. This can be reasoned with increased DW of the total water
PDF and the allowed negative skewness as explained in 8&fio Thekk scheme produces a
mean autoconversion rate which is 14.5% lower related gir@i scheme, and the smallest and
highest frequency distribution of all experiments.

3.5.2. Accretion Rate

The autoconversion process in the model affects also thetamt process which can be seen
in Tab.[C.5 and Fid._3l6a. In the microphysics scheme in thdeiahe accretion raté,..; is
parameterized in two terms (Beheng, 1994):

Tl

Qracl = min(07 Cpr)dl <C

> PTrrain + 'YQPQautAu (38)

with d; = 6 m3 kg~'s™!, 7/C as in-cloud liquid waterp as air density and, as “tunable”
parameter. The first term simulates the falling mass mixitig iof rainr,..;,, into the covered part
C,, of the grid-box and the second one the rain production dutiegtimestepAt by autocon-
version. Consequently, the accretion rate contains thecaaversion rate directly, but it is also
included by the generated raindrops and the decreased ldpigiwater, indirectly.
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a) Comparison of the New and Original Scheme b) Sensitivity of the Accretion Rate
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Figure 3.6.: Distribution of accretion rates affected by the new and original autoconversion
scheme (a) and by different parameterizations of the sensitivity experiments (b) from all
levels of one year.

The mean accretion rate (averaged over all cloudy grid$bmtethe entire 3D model domain
for one year at hourly intervals) is increased by 237.3% qusire new autoconversion scheme
compared to the original scheme. The maximum of the frequeigtribution of the accretion
is slightly shifted to lower rates, but the maximum is morermunced and covers the broader
range of values (also to higher values). Moreover, a reduadf the occurrence of low rates
occur applying the new autoconversion scheme. These fiandiag be explained by the increased
occurrence of high autoconversion rates represented iseit@nd term of Eg[(3.8). The fact that
the tuned experiment(2) shows a quite similar distribution of accretion rates (Eigb) with
higher mean cloud liquid water (see Secfion 3.5.3) implies the collection process of cloud
droplets by falling raindrops plays only a secondary rolbug; the second term of the accretion
parameterization leads to the observed distribution afedion rates in general.

Changes in the mean rate and the frequency distributioneohtieretion rate can also be seen
in the modified parameterizations of the new autoconversaireme (Fid._3]16b). The maximum
frequency of accretion rates in the tuned version of thersehgr2) is somewhat lower and the
left side of its distribution tends towards lower rates cangol to the untuned one. As a result,
the mean rate is only 129.3% higher than the one in the ofigot®me. In the experimentdd,
the right side of the frequency distribution is shifted tos&higher rates as well as its maximum
being also higher than the untuned version. Hence, the noeaeten rate increases as well and is
371.7% above the original one. Similar changes in the mdas emnd the frequency distributions
can be observed in thiek scheme and the experimenyz2. Whereas thé&k scheme exhibits
a higher frequency maximum than the untuned version and thel\teft side of the frequency
distribution is shifted towards higher rates, the expenmeyz2 shows the highest frequency
maximum and the entire distribution shifted towards highecretion rates. Both experiments,
nqx2 and thekk scheme, simulate higher mean rates with 463.6% and 362.6% &e mean of
the original scheme.
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Figure 3.7.: Comparision between the zonal annual mean of vertically integrated cloud
liquid water simulated by the original autoconversion, and the untuned (“new scheme”)
and tuned (“new scheme ¢r2”) version of the new autoconversion scheme as well as the
column liquid cloud water derived from MODIS.

3.5.3. Cloud Liquid Water

A modification of the autoconversion process in the modebhdisect impact on the bulk of cloud

liquid water, but also the accretion process modified agaié autoconversion of cloud droplets
affects the cloud liquid water as explained in the Sedti&nZ3before. Increasing the cloud lig-
uid water turnover in both processes decreases the liqaitdolvater, but the autoconversion is
generally more important one since it initiates the preatjn process in warm clouds. Further-
more, it has to be mentioned that the precipitation gerarati convective clouds (including also
mixed-phase and ice clouds) has also a small impact on thd Gjuid water.

In the experiment using the untuned version of the new aut@sion scheme, the mean verti-
cally integrated cloud liquid water is 18% lower than the applying the original scheme with
61g m~2. This seems curious since the mean autoconversion raspislatreased in this experi-
ment. However, at the same time, the mean accretion raterisaised by 230% overcompensating
the reduction in the autoconversion. A different resultbtamed when the autoconversion is fur-
ther decreased as in the tuned experimer)( In this one, the mean vertically integrated cloud
liquid water is increased by 34.4%, whereas the mean acorgdie is lower than in the untuned
one and increased only by 130% compared to the control erpati This implies that at a certain
amount of autoconversion, the accretion process does wet)(@mpensate the reduction of the
autoconversion anymore.

The zonal mean distribution of the vertically integratedud liquid water simulated by the new
autoconversion scheme is always lower than the one by thmarischeme, except for the region
around60°N where the new scheme retains more cloud liquid water in tin@sphere (Fid._317).

A general increase of cloud liquid water in all regions carobserved in the tuned experiment,
which gives a better fit to the MODIS derived column liquidudiovater compared to the original
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a) Total Cloud Cover of the Untuned Scheme b) Total Cloud Cover of the Tuned Scheme
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Figure 3.8.: Deviation of total cloud fraction in the untuned (a) and tuned (b) experiment

from the control experiment. Grid-boxes having clear sky or being overcast are assigned

to the bins labeled zero or one, respectively. Other bins have equal bin width containing

grid-boxes with cloud fraction larger equal to the labeled bin, except for the bin labeled as

larger than zero.

scheme. The unrealistically high LWP in the polar regiormshin the observational data seems
more a result of the specific measurement methods of MODISwaard reported by Seethala
and Horvath (2010). However, the tuned new autoconversibierae overestimates the cloud
liquid water somewhat aroun@D°N. The fact, that both untuned and the tuned version of the
new scheme show higher values of cloud liquid water ar@@itll than in the control experiment
might indicate deficiencies in the parameterization of tineutated PDF of total water mixing
ratio over land.

3.5.4. Total Cloud Cover

Cloud cover is determined by the presence of cloud condersaisisting of liquid cloud droplets
and cloud ice. Therefore, the cloud cover is influenced byatliteconversion process (but also
by accretion) through removing liquid cloud droplets, aa b& seen in the total cloud cover
(Tab.[CH). The untuned version of the new autoconversibarse decreases the total cloud cover
by 3.8% related to 0.63 cloud cover in the control experim@ntesponding to the decreased
cloud liquid water (see Sectién 3.5.3). The opposite effantbe observed when the tuned scheme
(cr2) is applied. In this experiment, the total cloud cover iages by 1.6% which is due to higher
amount of the cloud liquid water in the atmosphere. Howetre, increase of cloud cover is
much lower than the increase of cloud liquid water compaoditie case when the cloud cover is
decreased by the untuned scheme.

A deviation of total cloud fraction related to the originaheme is observed as well. The untuned
scheme simulates about 9% more cloud free grid-boxes anat &%% less grid-boxes being
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Figure 3.9.: Comparison between the zonal annual mean total cloud cover simulated by
ECHAMS5 with the original autoconversion as well as the untuned (“new scheme”) and
tuned (“new scheme c¢r2”) version of the new autoconversion scheme, and the cloud cover
derived from MODIS.

overcast (Fig_318a). Furthermore, the number of grid-bdxaving lower than 0.5 cloud fraction
increases, whereas the number of them equal to or higherOtbatlecreases. However, this re-
verses in the tuned experiment), where number of the grid-boxes having lower than 0.6 cloud
fraction decreases and the one higher or equal to this thicegicreases (Fid. 3.8b). This effect
may be a result of the shift of autoconversion rates to lowa@iras as well as more lower accretion
rates in the tuned experiment, in which smaller amountsafctliquid water are removed within
one timestep from the cloud leaving more of cloud liquid wate

The zonal mean distributions of total cloud cover affectgdhe original autoconversion scheme,
the untuned and tuned version of the new scheme as well abtiteeaover derived from MODIS
are depicted in Fid._319. The untuned autoconversion schemaas to a slightly lower total cloud
cover in all regions except arou6d®N compared to the control experiment. Somewhat lower total
cloud cover is also simulated by the use of the tuned schertireimner Tropics and higher one
betweent5°S—25°S and25°N as well as fromt5°N towards the North Pole. Equal amount of total
cloud cover are modeled around®&in the tuned and the control experiment. The overestimatio
of total cloud cover fromi5°N towards the North Pole and underestimation aroBefts of all
model experiments (including the original scheme) are aibbb caused by deficiencies in the
cloud cover scheme (see Chapter 2). Improvements compatkd MODIS derived cloud cover
are achieved betweets°S—25°S and25°N using the tuned autoconversion scheme.

The western parts of the continents are of special intenesé dow level clouds (stratocumulus
clouds) prevail in these regions and commonly, the GCMs atable to simulate these clouds
properly (Medeiros and Stevens, 2011). A direct comparisween the tuned version of the new
scheme and the original autoconversion scheme revealthaffueduction of total cloud cover in
those regions (Fig._3.10). Consequently, no improvemeastachieved when the tuned autocon-
version scheme is applied because the cloud cover is altgadiyrestimated in those regions by
the standard configuration.
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Figure 3.10.: Deviation of total cloud cover simulated in the tuned experiment from one
using the original autoconversion scheme.

3.5.5. Cloud Radiative Forcing

The difference between the radiation budget for all-skyditioms and cloud-free conditions is
labeled as CRF with respect to the net solar (shortwave)tandritted terrestrial (longwave) ra-
diation. As shown in the previous section, the modified autwersion parameterization changes
the total cloud cover, and affects therefore also the CRF.

Applying the untuned version of the new scheme, the mean SWiS€&ecreased by 13%, whereas
the tuned versionc(2) increases the forcing by 1.5% relative to the one in therobekperiment
with -49.3 Wm~2 (Tab.[C5). These results can be explained with the dedgasel slightly
increased mean total cloud cover in the respective expatam@ee Section 3.5.4). However,
the changes of the CRF are regionally different in both patanrations of the new scheme
(Fig.[3.11a). Compared to the old autoconversion expetintea SW CRF is in some parts con-
siderably lower (up to -11.5Vm—?2) betweern50°S—60°N in the untuned experiment, and higher
between60°S—25°S and50°N—65°N in the tuned one. Moreover, lower forcing is observed in
the inner Tropics {5°S—15°N) when the tuned version of the new scheme is used. In general
a systematically better simulation of SW CRF related to tBRES EBAF measurements is not
achieved applying both the untuned and tuned version oféiaeautoconversion scheme.

Smaller changes in the LW CRF are caused by the new auto@onescheme. The untuned ver-
sion of the new scheme decreases the mean forcing by 0.8%gagthe tuned one increases it by
1.4% relative to the control experiment. As for the SW CREsthresults can be explained by the
change in total cloud cover. Regional differences in the LRF®f the experiments are depicted
in Fig.[3.11b. The untuned version of the scheme leads torltaveing around;0°S, 15°S, 10°N

as well as betweeB5°N—60°N and higher around®S compared to the control experiment. Fur-
thermore, higher LW CRF is simulated in the tuned experiraeotind30°S/N and60°S/N. Slight
improvements related to the CERES EBAF measurements ai@/adraround0°S and10°S by
the untuned and arourd°S/N by the tuned version of the the new scheme.
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a) Shortwave CRF b) Longwave CRF
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Figure 3.11.: Comparison between the zonal annual mean CRF for SW (a) and LW (b)
spectra simulated by ECHAMS5 with the original autoconversion as well as the untuned
(“new scheme”) and tuned (“new scheme ¢r2”) version of the new autoconversion scheme,
and the CRF derived from CERES EBAF satellite observations.

3.5.6. Large-Scale Precipitation

The autoconversion of cloud droplets to raindrops in waffim>( 0°C) and mixed phased clouds
(—35°C < T < 0°QC) is the crucial process for generating large-scale pretipn. On the one
hand, it produces raindrops being the prerequisite for toeetion process (collection of cloud
droplets by falling rain) and, on the other hand, it decrsatieectly the amount of cloud liquid
water. The autoconversion also indirectly affects theetammal growth of falling snow by collect-
ing cloud droplets. This microphysical process contribwkso to the large-scale precipitation.

The untuned version of the new autoconversion parametierizeimulates almost the same mean
large-scale precipitation rafé as the original one with.047 mm h~!, whereas the tuned version
(cr2) causes a small reduction by -2.1%. Actually, the mean pitation rate in the untuned ex-
periment is slightly lower by).0005 mm h~!, but it can be seen due to the rounding effect. To
analyze the changes in large-scale precipitation ratdseimodel domain, the rates are roughly
classified in five categories which are explained exemplatithe hand of the control experi-
ment on a global scale (Fig._3]12a). The first category costtdie grid-boxes having rates larger
than zero and smaller than001 mm h~'. Its high percentage of 49.6% is a result of fact that
ECHAMS5 produces artificially very small precipitation ratéown to10~'°> mm h~! all the time

in hourly model output (which means that there is almost rid-gox where the precipitation
rate is exactly zero). A similar problem is observed in sitiohs of the HIRHAM regional
climate model, whose convection scheme tends to artifici@bduce light precipitation (May,
2008). The second category with 15.4% contains grid-boxeinh precipitation rates between
0.001 < P < 0.01 mm h~! being below the value of 0.0thm h~! at which precipitation is
considered as measurable (Glickman, 2000). Although betgories contribute only 0.1% and
1.1%, respectively, to the total amount of precipitation year (Fig[3.1Rb), they are investigated
here in order to asses these artificially-produced very loeeipitation rates in the model. Low
precipitation rates considered @91 < P < 0.1 mm h~! have an occurrence of 24.5% and a
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Figure 3.12.: Global large-scale precipitation: (a) occurrence of precipitation rates by cate-
gories in the control experiment [%], (b) contribution of categories to the total amount [%)]
and deviation of occurence [%] in the untuned (c) and tuned (d) experiment from the

control experiment.

contribution to total accumulated precipitation of 16.58¢thhe model. Vali et al. (1998) were
able to measure precipitation rates as small.as mm h~! at the cloud base derived from radar
instruments mounted on an aircraft. They label such lowipitation rates drizzle. Moderate
precipitation rates classified iyl < P < 1.0 mm h~! contribute the most of all categories
to accumulated precipitation with 56%, but have only a fezgny of 9.7%. The lowest occur-
rence with 0.7% and a contribution of 26.2% to total preeipin has the category labeled as high
precipitation rates containing grid-boxes with rates kigiian1.0 mm h~".

Applying the new autoconversion scheme, low precipitatiates are decreased moderately by
-3.5% in the untuned experiment and considerably, by -11i6%he tuned one (Fig._3.12c/d).
In both experiments, an increase of the artificially produead non-measurable precipitation
(categories one and two) is observed. The stronger inclieage tuned experiment may be
the result of more cloud liquid water in the atmosphere (seeti@[3.5.8). Furthermore, in the
tuned experiment, the frequency of occurrence of high pitation rates is increased by 1.3% in
comparison to the control experiment. The reduction of loecjpitation rates and the increase
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Figure 3.13.: Large-scale precipitation in temperate zones: (a) occurrence of precipitation
rates by categories in the control experiment [%], (b) contribution of categories to the total
amount [%| and (c) deviation of occurence [%] in the tuned experiment from the control
experiment.

of the high ones in the tuned experiment result from the sliithe autoconversion frequency
from lower to higher values (see Sectlon 315.1). Becauskeoimportance of the autoconversion
process in warm clouds which accounts for more than 70% ofaimeoccurrence in the Tropics
(Lau and Wu, 2003) and also in temperate zones dominatedobyafrsystems, the impact of
the tuned version of the new autoconversion parametesizatn the large-scale precipitation is
analyzed for these regions separately in the followingicect

In temperate zones considered as the regions beté@e-30°S and30°N—60°N, the con-
trol experiment exhibits in the first two categories, camitay the artificially produced and non-
measurable precipitation, frequencies of 43.4% and 12Higp[B.13a) which are lower than the
global mean (Fid._3.12a). In the low, moderate and high pi&tion categories the frequencies of
27.6%, 14.9% and 1.6% are higher in the temperate zoneshtbadbal mean (Fig._3.13a). Thus,
the contribution of low precipitation rates to the total ambis lower and the one of high rates
higher in the temperate zone (Fig._3.13b). The tuned autersion scheme causes a clear reduc-
tion of low precipitation rates by -11%, a strong increas2lofi% of the non-measurable ones and
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a) Large-Scale Precipitation in the Tropics
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Figure 3.14.: Large-scale precipitation in the Tropics: (a) occurrence of precipitation rates
by categories in the control experiment [%], (b) contribution of categories to the total
amount [%| and (c) deviation of occurence [%] in the tuned experiment from the control
experiment.

a slight increase of the moderate and high precipitatiossrabmpared to the control experiment
(Fig.[3.13c). Altogether, the global trend of the shift afduencies from low precipitation rates to
high rates is also found in the temperate zones.

In the Tropics, defined as region betwekiS/N, the control experiment exhibits artificially pro-
duced precipitation of 74.9% being considerably highenthmathe temperate zones, and non-
measurable rates of 9.2%, being lower than the global magn3H4a) . The occurrence of low,
moderate and high precipitation rates are also lower wéhuencies of 11.9%, 3.7% and 0.3%,
respectively. Note that in the Tropics, most precipitatiorms due to convection. Noticeable
changes in the contribution of the categories in this regimmpared to the global mean are ob-
served in the low, moderate and high precipitation rateg.[Ei4b). Low rates contribute more,
moderate and high rates less to the total amount of large-peacipitation. Applying the tuned
autoconversion scheme, the low, moderate and high pratitrates are all decreased compared
to the control experiment. Against the global trend, the enaté and high rates are clearly lower
with -17.5% and -11.2%, respectively (Fig._-3.14c). This mimy caused by the decreased LWP
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Figure 3.15.: Comparison between the zonal annual mean of total precipitation [mm day !]
over land (a) and ocean (b) simulated by ECHAMS with the original autoconversion as
well as the untuned (“new scheme”) and tuned (“new scheme c¢r2”) version of the new
autoconversion scheme, and HOAPS and GPCP data.

(and consequently decreased total cloud cover) in theostratulus regions in the western parts
of the continents (see Fig. B.1) producing most of the lacge precipitation in the Tropics. The

artificially produced and non-measurable precipitatiadegahow only slight changes compared to
the control experiment. The decrease in accumulated faadm is compensated by convective

precipitation (figure not shown).

3.5.7. Total Precipitation

A comparison of the changes in large-scale precipitatiadh wlservational data on a global scale
is only possible by considering the total precipitation ethincludes the convective precipitation
as well. Furthermore, the comparison is divided into a lamti@cean analysis since the reference
satellite dataset, HOAPS, provides only precipitationadater the ocean, whereas the GPCP
dataset contains both land and ocean data.

The untuned version of the new scheme leads to a slight rieduof the global mean total
precipitation by -0.8% and the tuned version by -1.7% redatd the control experiment with
0.121 mm h~!. Whereas, the reduction of the global mean total precipitain the tuned ex-
periment is caused by both large-scale and convectivegit&tibn, the reduction in the untuned
experiment is caused only by large-scale precipitationes€hfindings may be a result of the
slightly decreased occurrence of autoconversion causdaehyew parameterization.

The total precipitation over land simulated in the untunegegiment is mostly somewhat higher
than in the control experiment, except @25°N—50°N where it is lower (Figl-3.15a). In the
tuned experimentc{2), the total precipitation is higher betwess’ S—45°S and around5°S and

55°N, but considerably lower in the inner TropicE5¢S—15°N) and somewhat lower between
25°N—50°N. In detail, the reduction of the total precipitation in theer Tropics is more caused
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by modeled convective than by the large-scale precipiigftag.[B.2a/b). However, both kinds of
precipitation over land depend, apart from the local evagpam, on the humidity advection from
the ocean which is decreased so that more precipitation delad over the ocean rather than over
land at the equator in the tuned experiment. Small improwesneompared to the observational
GPCP data are achieved aroBidS and30°N in the tuned experiment.

The modeled total precipitation in the untuned and tunecexent over the ocean shows only
small differences compared to control experiment (EighB)1 In the untuned experiment, the
total precipitation is mostly slightly lower, except beere50°S—30°S and around°S where it

is higher. The tuned experiment simulates somewhat higital precipitation aroun@0°S/N

as well as at the equator and lower one betw&&15°S. The assessment of improvements
compared observational data over the ocean is quite difSawe both datasets are often different.
However, the total precipitation in the untuned and tunqueerent are closer to both datasets in
small regions betweelb°S—5°S and aroun@0°S.

3.6. Summary and Conclusions

A revised continuous autoconversion parameterizationvéom clouds in a GCM accounting for
the subgrid-scale variability of cloud liquid water was gated. The new parameterization com-
bines the autoconversion by Beheng (1994) with the stedistipproach developed by Tompkins
(2002) using an integral of the autoconversion rate ovesdterated part of the PDF of total water
mixing ratio. The new scheme was implemented and applidteiECHAMS5 climate model in or-
der to evaluate the impact of subgrid-scale variabilitylofid liquid water on the autoconversion
process. For this purpose model experiments with a hoateesolution of T42 and 19 vertical
levels were carried out using the prescribed sea surfacpetature and sea ice distribution of
2004. Results obtained by the new autoconversion scheme apenpared with the ones by the
original parameterization considering the autoconversate and the affected quantities accre-
tion rate, vertically integrated cloud liquid water, totéud cover, CRF, large-scale precipitation
and total precipitation. Moreover, total cloud cover antuom liquid cloud water derived from
MODIS, CRF from CERES EBAF satellite instruments and priéafiopn measurements from the
HOAPS and GPCP datasets were used to asses the simulatdidiegian

The results show that accounting for subgrid-scale vditialoif cloud liquid water in the autocon-
version process leads to an increase of occurrence in hagit@conversion rates and to a reduction
of lower ones compared to the parameterization using thenrolead liquid water. This can be
explained with the applied PDF of total water mixing ratimalating the distribution of cloud
liquid water in a model grid-box more realistically, i.e. phasizing specific areas of cloud liquid
water (single clouds). An analysis of the ratio of the new anginal autoconversion rates reveals
that the new autoconversion produces higher rates in aiguoations of skewness and saturated
parts of the PDF. In particular in cases with low cloud fractithe new autoconversion rate can
be up to 55 times higher than the original scheme.
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Moreover, theoretical aspects of negative skewness affetihe new autoconversion rate were
discussed considering the various configurations of thpeshbarameterg and ¢ and the satu-
rated parts of the PDF. Although in the current version ofdtieeme only symmetric or positive
skewness is allowed, in the future, it could be necessaoytalallow negative skewness to obtain
results being closer to observations (Chapter 2). A neglgtskewed PDF simulates, depending
on the saturation vapor mixing ratio, more clouds than avédsdry air, i.e without clouds, in

a model grid-box. Also in that case, the new autoconversanarpeterization generates higher
amounts of cloud liquid water, and consequently higher@neersion rates, which increases the
more the PDF is skewed and saturated.

Additionally, the sensitivity of the new autoconversiomeme was tested varying the tuning factor
in the autoconversion equation as well as the DW and skewd®samining the shape of the PDF.
To obtain a balanced net radiation flux at the TOA, the tunigjdr could be decreased from
15 to 2 being actually closer to the factor 1 of original antoersion parameterization derived
by Beheng (1994). An increased DW leads to somewhat lowquénecies, but to a further shift
of autoconversion rates to higher values. This finding caregarded as important because the
DW of the PDF is currently underestimated by the cloud cogbeme in the model related to
observational data (Chapfér 2). Therefore, a shift of thecmmversion to higher values will be
likely when the deficiencies in the parameterization of D\ eorrected.

Based on the fact that the skewness of the PDF is also flaveedt is clearly overestimated by
the model, especially in the Tropics, the parameterizaifdhe cloud cover scheme is used which
was found to provide the closest results to observation@ cancerning the DW and skewness.
This can be achieved by allowing negative skewness, regubmm dissipation of DW caused by
vertical eddies, calculating skewness increase only fraohement from ice-containing deep con-
vection and general increasing of positive skewness (spapeneter) by 20% (Chapter]2). With
this parameterization, the occurrence of higher autoasiose rates is considerably increased and
shifted to higher rates. Although all sensitivity experitteeproduce some different distributions of
autoconversion rates, they are clearly distinct comparete one of the original autoconversion
scheme. The observed increase of frequencies in highecawersion rates is not restricted to
the parameterization by Beheng (1994). Similar resultswlitln a further increase of occurrence
and a shift to higher autoconversion rates, were achievplyiag the statistical approach to the
parameterization developed by Khairoutdinov and Koga®@20

The modified autoconversion parameterization causes atbargge in the distribution of accre-
tion rates resulting from the coupling of both processese fiéw distribution of the accretion
rates resembles the one of the autoconversion rates withcegaise of occurrence of higher rates
and a decrease of lower ones compared to the original paiaatetn. Both autoconversion and
accretion process affect directly the amount of cloud tquater in the atmosphere. Applying the
untuned version of the autoconversion scheme, the globahmertically integrated cloud liquid
water is decreased by -18% compared to the original schetheésivi m~—2. However, the tuned
autoconversion scheme leads to an increase of 34.4% in thedAMised by the reduction of the
tuning factor from 15 to 2. In the untuned experiment, theat@amnual mean of LWP is lower in
all regions except arounéD°N compared to the control experiment. A general increase/dP L
in all regions is obtained in the tuned experiment, whiclegia better fit to the MODIS derived
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column liquid cloud water compared to the original schemeweler, the LWP is somewhat over-
estimated around0°N by the tuned version of the new scheme compared to MODI&vats.
Furthermore, a reduction of LWP is caused in the stratocusntggions on the western parts of
the continents relative to the control experiment in bottsiems of the new scheme. This has of
course an impact of total cloud cover in these regions bdsmraduced.

On the global scale, the mean total cloud cover is decreasegl 206 when the untuned autocon-
version scheme is applied and increased by 1.6% using tled wersion compared to the original
scheme with a mean total cloud cover of 0.63. These findingsbeaexplained with a change
similar to the one in LWP by the modified autoconversion psscd& he occurrence of total cloud
fractions is also altered by the new autoconversion pamization. An increase of total cloud
fraction being lower than 0.5 and a decrease of fraction wlsdigher or equal to 0.5 are simu-
lated in the untuned experiment compared to the control Bhe .opposite effect is obtained in the
tuned experiment. Small differences of the zonal annuahnoétotal cloud cover are caused by
both tuned and untuned autoconversion schemes relatives toriginal parameterization. How-
ever, in the Tropics, the cloud cover is somewhat lower iruthieined experiment. Improvements
compared to the MODIS derived cloud cover are achieved lBive® S—25°S and25°N using
the tuned autoconversion scheme.

The modified total cloud cover leads also to a change of SW Gitglb13% lower in the untuned
experiment and increased by 1.5% in the tuned one compar#uketoontrol experiment with
-49.26 W m~2. Regional differences can be seen in the zonal annual medre W CRF.
It is somewhat decreased betwediS—60°N, but considerably decreased in the inner Tropics
(15°S—15°N) in the untuned experiment and somewhat increased arafiland60°N in the
tuned experiment compared to the control one. In generaist@matically better simulation of
SW CRF related to the CERES EBAF measurements is not achépging either the untuned
or the tuned version of the new autoconversion scheme. Om glifferences in the LW CRF
with -0.8% and 1.3% relative to the control experiment véithd7 W m~2 are obtained in the
untuned and tuned experiment, respectively. Consequently slight improvements related to
the CERES EBAF measurements are achieved ar60f8 and10°S in the untuned and around
30°S/N in the tuned version of the the new scheme.

Simulated large-scale precipitation by the untuned aumem@ion parameterization is almost
equal to the global mean rate of the original parametednatvith 0.047 mm h~'. The tuned
version of the new parameterization causes a reductioneofatlye-scale precipitation rate by
-2.1% associated with a cooling of the land surfaces duedeased cloud cover. An analysis
of the large-scale precipitation rates (hourly values) easied out by considering five different
categories of intensities. Because of the fact that there@ugrid-boxes in the control experiment
being exactly zero, the first category encompasses allagrieis having large-scale precipitation
rates up td.001 mm h~!. This category is regarded as artificially produced préaiioin. It has
an occurrence of 49.6%, but only a small contribution (0.1&6the annual accumulated large-
scale precipitation in the control experiment. The nex¢égaty, encompassing the rates between
0.001 < P < 0.01 mm h~!, has an occurrence of 15.4% and also a very low contribufict®4g)

to accumulated annual precipitation. Applying the new aenmwersion parameterization (untuned
and tuned version) increases the rates in both categoniesafter one more then the former).
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Low precipitation rates being still measurable, for insiarby radar instruments (Vali et al.,
1998), are characterized by the category with rates bet@gdn< P < 0.1 mm h~!, which
have an occurrence of 24.5% and contribute 16.5% to the adeted annual mean large-
scale precipitation in the control experiment. Moderatecipitation, defined as rates between
0.1 < P < 1.0 mm h™!, and high precipitation rates, larger equal tHah mm h~!, have an
occurrence of 9.7% and 0.7%, respectively and contribat@h56% and 26.2% in the control
experiment, respectively. The tuned version of the newacauneersion parameterization causes
a reduction of -11.6% in the occurrence of low precipitatrates and an increase by 1.3% of
high rates compared to the original parameterization. Natderates are slightly decreased by
-0.8%. Similar results are obtained by the untuned exparijexcept for the high precipitation
rates being also slightly decreased by -0.6%. These findiag$e explained by the shift of oc-
currence from low to higher autoconversion rates. The saemal t(shift from low to high rates)
in large-scale precipitation rates are observed in the éeatp zones30° — 60°S/N) in the tuned
experiment. In the Tropics3(°S—30°N), against the global trend, the moderate and high rates
are clearly lower with -17.5% and -11.2% in the tuned experitnrespectively. This is mainly a
result of the decreased LWP (and consequently decreasddlimid cover) in the stratocumulus
regions in the western parts of the continents producingrbst large-scale precipitation in the
Tropics.

A comparison of the changes in large-scale precipitatiadh wlservational data on a global scale
was carried out regarding the total precipitation inclgdaiso the convective precipitation. For
this purpose, the HOAPS dataset providing precipitatida daer the ocean and the GPCP dataset
containing both land and ocean data are used. The untunsidverf the new scheme leads to a
marginal reduction of the global mean total precipitatign®8% and the tuned version by -1.7%
compared to the original scheme withi21 mm h~!. As expected, since the surface temperatures
are held fixed, these changes are very small.

Small differences in zonal annual mean total precipitatimulated by the new autoconver-
sion scheme relative to the original one are observed ovel, laxcept for the inner Tropics
(15°S—15°N) where precipitation is substantially lower in the tunegberiment. The reduction
of the total precipitation in the inner Tropics is more a tesfithe modeled convective than of
the large-scale precipitation. Small improvements negtib the observational GPCP data are ob-
tained around®5°S and30°N in the tuned experiment. Over the ocean, the simulatioroofk
annual total precipitation with the new scheme resemblesotie of the original scheme. An
assessment of the achieved improvements is quite diffiodeghe two observational datasets
over the ocean differ often. However, the total precipitatin the untuned and tuned experiment
are closer to both datasets in small regions betwé&eB8—5°S and aroun@0°S compared to the
control experiment.

The incorporation of subgrid-scale variability of clouguid water into the autoconversion param-
eterization for warm clouds causes a shift of occurrencarielscale precipitation from lower to
higher rates. This result may lead to a reduction of the djEmcies between the occurrence of
precipitation rates derived from CloudSat satellite estls and the modeled rates being overes-
timated for lower rates and underestimated for higher ridesd by Nam (2010). The overly
frequent occurrence of artificially-produced large-sqadecipitation in ECHAMS is probably a
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result of deficiencies in the autoconversion parametéoizeand should therefore be further in-
vestigated. A formulation of the autoconversion dependena threshold may be solution here.
Based on the knowledge that there are still differencesdmtvthe modeled moments determining
the PDF of total water mixing ratio and observations whicheh® be reduced, it is likely that the

results achieved in this work will change in future. In pautar, an increase of the DW of the PDF
and allowing negative skewness in the model will cause &duarshift to higher autoconversion

rates, and potentially to higher large-scale precipitatites.
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4.1. Summary

In this thesis, the representation of the subgrid-scal@biity of total water in a GCM, and its
impact on cloud microphysical processes such as formafictoods and precipitation formation
in warm clouds, i.e. autoconversion of cloud droplets, wasstigated. The main focus in this
work was set on the statistical PDF approach developed apbbimented by Tompkins (2002)
in the ECHAMS5 climate model to take into account the horizabrsubgrid-scale variability of
total water within a model grid-box. The subgrid-scale ahility scheme is used to calculate the
horizontal cloud cover by integrating a beta-function lbaB®F of total water mixing ratio from
the saturation vapor mixing ratio to the maximum of the tetater mixing ratio. The temporal
evolution of DW and skewness, varying the shape of the PR psessed in terms of atmospheric
processes such as convection, turbulence or precipitairomation.

In the first part of this thesis, the statistical cloud coweresne was evaluated on the global scale
by means of high-resolved satellite data. To achieve thesptean variance and skewness in the
GCM grid-box was derived for the TWP from retrievals by the BIS satellite instrument. A
one year simulation for two different model resolutions ZL49 and T63L31) with prescribed
sea surface temperature and sea ice of 2004 were carriedVogieled total cloud cover, mean
TWP as well as its variance and skewness were compared weittetipective quantities derived
from MODIS retrievals.

The findings show that the mean total cloud cover and the m&#@R @re on average relatively
well simulated. Differences were revealed in the spatiafritiution of total cloud cover being
underestimated by the model in the stratocumulus regioes ttxe oceans off the western sides
of the continents. The deviations of modeled TWP from theeplaions resemble the ones of
the total cloud cover and seem to be caused by deficiencidw dfyidrological cycle rather than
by the cloud cover scheme. This is indicated by the RMSs in TevBimulations by ECHAMS
with the statistical PDF scheme and relative humidity badedd scheme (Sundgqvist et al., 1989),
which were found to be almost equal to each other. Howewvge ldeficiencies were found by the
evaluation for both variance and skewness of the PDF. Skemafel WP is strongly overestimated
by the model in the Tropics, and underestimated in the espaial regions. The main source of
these discrepancies can be attributed to the model réstriathich allows only symmetric or
positively skewed PDFs, whereas the satellite data shavguéntly also negative skewness, in
particular in the Tropics. Systematically negative dewizd of variance were analyzed for almost
all regions of the globe. This may possibly be caused by tlgent of negative skewness, or
by the precipitation process removing too much liquid wdtem clouds within one timestep.
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The afore-mentioned patterns exist for both analyzed wésol, where the coarser one has a
somewhat smaller RMS of TWP, a somewhat higher RMS of its skew;, and a considerably
larger RMS of its variance. The RMSs of total cloud cover dneoat equal in both resolutions
as well as in ECHAMS5 configurations applying the PDF baseddalscheme and applying the
optional relative humidity based cloud scheme.

For improvements of the statistical cloud cover schemeath@spheric processes affecting the
variance and skewness were analyzed. For this purpose, samsitivity experiments were made
to adjust the parameterization of these statistical gtiestvarying the strength of dissipation and
modifying the calculation of the temporal evolution of skegs. The strongest increase of vari-
ance is achieved by reducing the dissipation of DW causeattical eddies. A smaller impact on
variance was found for the dissipation of DW caused by hoteoeddies and the vertical diffu-
sion of DW. The large positive bias in the modeled skewnesisarTropics could be considerably
reduced when the increase in skewness by convective dewairwas calculated only for deep
convection revealing deficiencies in the link to the conegcparameterization in the scheme. A
further reduction of the bias in this region could be obtdiadowing for negative skewness in
the scheme using a relation between the two shape-paranoétbe PDF suggested by Tompkins
(2008). Applying this modification, the model is able to pmod mean negative skewness mainly
in the high and mid-latitudes, but still positive skewnesdhe Tropics. However, the closest
results of modeled skewness and variance to observatianbecachieved in combination of al-
lowing negative skewness, calculating skewness increagdar detrainment from ice-containing
deep convection, generally increasing positive skewrssspe-parameter) by 20% and reduc-
ing the dissipation of DW caused by vertical eddies. Theltesihow that the statistical PDF
approach applied in the cloud cover scheme works in priecimlt its parameterization has to be
further improved in the future.

In the second part of the thesis, the impact of the subgiateseariability of cloud liquid water
on the autoconversion process was analyzed. For this pyrplos statistical PDF approach by
Tompkins (2002) was used to incorporate the subgrid-scaiability of cloud liquid water in the
continuous autoconversion parameterization derived bheBg (1994). The revised autoconver-
sion parameterization was implemented in the cloud modutkeoECHAMS climate model. It
now calculates the autoconversion process by an integthkeadutoconversion rate over the satu-
rated part of the PDF of total water mixing ratio. For the gsil, a one year simulation with the
model resolution T42L19 was carried out using the presdritia surface temperature and sea ice
distribution of 2004. The two different autoconversion esties were compared considering the
autoconversion rate as well as the affected quantities asictcretion rate, vertically integrated
cloud liquid water, total cloud cover, CRF, large-scalecfpitation and total precipitation. To
evaluate the simulated quantities, total cloud cover amdnwo liquid cloud water derived from
MODIS, CRF from CERES EBAF satellite data and precipitatiosasurements from the HOAPS
and GPCP datasets were utilized.

It was found that the introduction of the subgrid-scale afaitity of cloud liquid water into the
autoconversion process causes an increase of occurrehigher autoconversion rates and a re-
duction of lower ones compared to the original parametgozaising the mean cloud liquid water.
This result can be explained by the applied PDF of total waiging ratio which emphasizes spe-
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cific areas of cloud liquid water (single clouds). In genetiaé new autoconversion rate is for all
configurations of the shape-paramejemnd saturated part of the PDF higher than the original one,
especially in cases with low cloud fraction, by a factor up%$o

For improvements of the statistical PDF scheme, it couldddpftl to allow also negative skew-
ness in the scheme. In that case, the new autoconversiomgi@rization would produce higher
amounts of cloud liquid water, and consequently higherarteersion rates, which increases the
more the PDF is skewed and saturated.

In line with sensitivity experiments, it was shown that theriing” factor in the autoconversion
parameterization can be decreased from 15 to 2 to obtairead®d net radiation flux at the TOA,
and that an increased DW leads to a shift of autoconversi@s ta higher values compared to
the original one. Moreover, the parameterization of théstieal cloud cover scheme producing
the closest results to observational data concerning thersss and DW increases considerably
the occurrence of higher autoconversion rates and movastithaigher rates. A further increase
of occurrence in autoconversion rates is simulated wheouhrent autoconversion formulation is
replaced by the one developed by Khairoutdinov and Koga@QR0rhis shows that the observed
effect of the incorporated subgrid-scale variability ofud liquid water is not restricted to the
autoconversion parameterization derived by Beheng (1994)

The modified autoconversion process also causes an indreaseurrence of higher accretion
rates and a decrease in lower ones due to the coupling betivegmarameterizations. Simu-
lated vertically integrated cloud liquid water, and acdogty the total cloud cover, are slightly
increased by the untuned autoconversion parameterizatidrdecreased by the tuned one com-
pared to the original scheme. However, both versions of #ve autoconversion scheme lead
to a reduction of LWP and total cloud cover in the stratocuaukgions over the ocean off the
westerns sides of the continents. A better fit of zonal meaR lad a small improvement of the
zonal mean total cloud cover compared to observations daéneld in the tuned experiment. SW
and LW CRF changed through the altered total cloud cover stight improvements compared
to observations applying the new autoconversion parainatiems.

The increase in occurrence of higher autoconversion rawgghee reduction of lower ones cause
globally a shift from lower large-scale precipitation €6.01 < P < 0.1 mm h~!) to higher
ones (.0 mm h~! < P). This trend was mainly found in the temperate zor38s (- 60°S/N),
but not in the Tropics30°S—30°N) where the occurrence of higher precipitation rates is dés
creased. The reduction in this region can be attributeddaltitreased LWP (and consequently
decreased total cloud cover) in the stratocumulus regioried western sides of the continents
producing the most large-scale precipitation in the Trepiartificially produced very light pre-
cipitation in the model was not reduced by the new autocaimerparameterization, but even
slightly increased. A comparison between modeled totaipitation (large-scale and convective
precipitation) of the new and original autoconversion sebend observations shows only small
improvements. The considerably decreased precipitatidime Tropics in the tuned experiment is
more a result of the modeled convective than the large-gcaldpitation.
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In summary, the incorporated subgrid-scale variabilitglotid liquid water in the autoconversion

process provides the expected shift of occurrence in Isggée precipitation from lower to higher

rates and works basically. However, a further shift to higgngtoconversion rates, and to higher
large-scale precipitation rates, will be likely when thdidencies in the parameterization of the
PDF of total water mixing ratio are fixed.

4.2. Outlook

To achieve a better agreement of the modeled varianceilfdigtn width) and skewness of TWP
with observational data, the prognostic equations of tlgsatities should be revised, and the
assumed beta-function based PDF could be replaced (e.ghibyodal or triangular PDF). In the
current parameterization, vertical downdrafts trangpgriry air from the upper atmosphere in the
PBL and producing negative skewness, are not taken intauat@o the prognostic equation of
skewness. The presence of negatively skewed distributibtegal water mixing ratio in stratocu-
mulus clouds was proved in various cloud cases with LESs lwafil Zuidema (2009) consistent
with the observation-based findings in this thesis. Funttwee, Zhu and Zuidema showed that the
variance of temperature can be equally important in cdimigpbubgrid-scale clouds. Therefore,
the introduction of negatively skewed PDFs and the inclusibthe subgrid-scale variability of
temperature being currently neglected may potentiallyrowg the scheme.

Based on the fact that the existing statistical PDF schem@uges different results depending on
the model resolution, investigations should be pursuedteldp a scale-independent parameter-
ization for a statistical PDF scheme. For this purpose, mtdvased measurements (e.g. usage of
LIDAR instruments) and high-resolved model experimentstiwused to describe the influence of
the various atmospheric processes on skewness and vabiettereor even find a more suitable or
simpler PDF to apply. Finally, it also seems to be reasontbtievelop a statistical PDF scheme
which accounts for the vertical subgrid-scale variabitiflouds being often neglected in GCMs.
Since radiation is sensitive to cloud subgrid-scale vditghit would be valuable to continue in-
vestigations on the application of the cloud subgrid-swaléability scheme for radiative transfer
(e.g. Raisanen and Jarvinen, 2010) and thus improving ®@isimulations.

The revealed deficiencies in the current statistical PDEmehaffect also the new autoconversion
parameterization, which exploits the PDF of total wateringxratio to calculate the autoconver-
sion rate. Implementing the suggested modifications listaalve in the cloud cover scheme, a
further shift of occurrence in autoconversion and theeefalso in large-scale precipitation from
lower to higher rates will be likely. The changes in the frexgey of intensities in precipitation
rates achieved in this study as well as the ones that will keiredd by future modifications should
be compared with precipitation rates derived from Cloud@#llite retrievals using the method
by Nam (2010).

As analyzed in this work, the ECHAMS5 climate model has an lgvigequent occurrance of very
low artificially-produced large-scale precipitation, whiis probably a result of the applied con-
tinuous autoconversion parameterization in this modele @wssible solution to avoid this effect
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can be the application of an autoconversion parametarizasing a threshold to suppress the low
artificially-produced precipitation.

The precipitation formation has also a major effect on theceatration of aerosols in the atmo-
sphere. Aerosols are washed out when cloud droplets cargaaerosol particles as condensation
nuclei grow to raindrops or they are removed when colleciethlting raindrops. Thus, the new
autoconversion parameterization, and consequently taeedlfrequencies in large-scale precipi-
tation, will probably also cause changes in simulated atncentrations. This can be investi-
gated in large-scale climate models containing speciasaémodules (e.g. HAM for ECHAMS).
Another aspect being worth to analyze is the impact of theifieodautoconversion parameteri-
zation on the climate sensitivity. This could be done withgderm model experiments using
disturbed sea surface temperatures and evaluation ofshking change of the global mean sur-
face temperature. After introducing the subgrid-scaléatality of clouds in the cloud formation
and autoconversion process (indirectly also in the aanrgirocess), the next logical step would
be to implement the statistical PDF approach also in the tirgnocesses of snow (aggregation of
ice crystals, collecting ice crystals and cloud droplets).
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A. Notes on Implementation of the New
Autoconversion Scheme

The autoconversion process is implemented in the cloud tapdinere cloud microphysics such
as condensation and evaporation is determined. Thesesgexchave strong impact on the bulk of
cloud liquid water affecting the autoconversion rate. 8ititese processes are calculated before
the autoconversion rate is computed, the in-cloud wateotig@nymore consistent with skewness
and DW of TWC and cloud fraction. Consequently, there is alneeecompute these quantities
to obtain consistency for the use in the autoconversionnsehe

Moreover, in the original autoconversion scheme, the ¢aticon of the autoconversion rate and
the time-integration are implicitly solved. Both proceésihad to be separated using the Runge-
Kutta method third-order for the time-integration befdne tmplementation could be carried out.
The third-order of the Runge-Kutta method was chosen becaugives the closest results to
the formerly applied implicit time-integration compareal the first and second-order method.
Subsequently, the model was fine-tuned using the consttaihtit most 90% of the cloud liquid
water can be converted to precipitation in one timestep tdhgesame results as with the original
model parameterizations.

A crucial point was to find an applicable integration methatijch was easy to implement into

code and had low computational costs. The Simpson'’s rulenisthod for a numerical integration

approximating a definite integral. Some tests of this methal different shapes of the PDF

resulted a good approximation with an error lower than 1%gi400 supporting points. Because
of the third-order Runge-Kutta time-integration, the gregion of the saturated part of the PDF
of TWC has to be calculated three times. After each cal@natit is hecessary to re-estimate
the defining quantities (TWC, its maximum and its skewne$ghe PDF using the equations

introduced by Tompkins (2002). A change of cloud condendat& due to the autoconversion

process results a change of the maximum of TWC

) AFmic
A = Zle () (A.1)
Te
with
AT =Tl — Tom's (A.2)

whereb is the maximum of TWCy, the saturation mixing ratio (always equal higher to the
minimum of TWCa in cloudy situations considered here) andthe cloud condensate. The
index 1 below r™ represents the new mean cloud condensate after the firsirttegration.



A. Notes on Implementation of the New Autoconversion Scheme

Afterwards,Ab™ and the new TWG, . are used to calculate the new shape-paramgter

b+ Ab™C —a)p
Gn+1 = ( - ) -p. (A.3)
Ttn+1 — Q

p is the shape-parameter being set constant equal 2 tinedquantity containing the value before
the time-integration. Then, the néy,; can be estimated

)p+Qn+1

» + a. (A.4)

anrl = (Ft,nJrl —a

After the last time-integration, the autoconversion ratdivided by cloud fraction of the respective
grid-box to relate the rate to the cloud.
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B. Supplementary Figures
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Figure B.1.: Deviation of vertically integrated cloud liquid water, simulated in the tuned
experiment, from the control experiment [kg m~2|.
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Figure B.2.: Comparison between the zonal annual mean of large-scale (a) and convective
(b) precipitation [mm day '] over land simulated by ECHAMS5 with the original autocon-
version as well as the untuned (“new scheme”) and tuned (“new scheme cr2”) version of the
new autoconversion scheme.
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C. Supplementary Tables

Table C.1.: First order moments of the statistical PDF scheme compared to the ones of
the relative humidity scheme (model minus observation)

Total Cloud Cover TWP [kg m_z]
Experiment Bias RMS Rel. Err. Bias RMS Rel. Err.
T421.19 PDF 0.02 0.14 32% 034 3.34 1.3%
T42L19 rel. hum. 0.02  0.13 32% 0.68 3.46 2.6%
T63L31 PDF 0.03 0.13 48% 048  3.43 1.8%
T63L31 rel. hum. 0.02 0.13 32% 0.69 3.44 2.6%

Table C.2.: First order moments of the statistical PDF scheme in different sensitivity
experiments (model minus observation)

Total Cloud Cover TWP [kg m_2]
Experiment Bias RMS Rel. Err. Bias RMS Rel. Err.
control 0.01 0.17 1.6% -0.39  5.39 -1.5%
vdiff 0.02 0.17 31% -0.04 4.40 -0.2%
vedd 0.00 0.17 0.0% -0.44  4.52 -1.7%
hedd 0.01 0.17 1.6% -0.02 4.54 -0.1%
rsk 0.02 0.17 31% -0.09 4.74 -0.4%
qgmin -0.09 0.22 -14.1%  -0.31  4.98 -1.2%
pvar -0.02  0.18 -3.1% -0.36 5.19 -1.4%
rsk-+vedd 0.00 0.18 0.0% -0.54 4.96 -2.1%
rsk-+vedd+pvar -0.09 0.24 -14.1%  -0.91  5.23 -3.6%
rsk+vedd+pvar+skew -0.03  0.20 -4.7% -0.39  5.06 -1.5%
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C. Supplementary Tables

Table C.3.: High order moments of the statistical PDF scheme in different model resolutions (model minus observation)

Skewness Skewness (30°S-30°N)  Variance kg m™*]
Experiment Bias RMS Rel. Err. Bias RMS Rel. Err.  Bias RMS Rel. Err.
T42L19 PDF  0.01  0.49 50% 0.23 040 460.0% -6.20 10.15 -82.0%
T63L31 PDF  0.00 0.41 0.0% 019 0.35 316.7% -4.07  6.85 -78.3%

Table C.4.: High order moments of the statistical PDF scheme in different sensitivity experiments (model minus observation)

Skewness Skewness (30°S-30°N)  Variance [kg? m™*]
Experiment Bias RMS Rel. Err.  Bias RMS  Rel. Err.  Bias RMS Rel. Err.
control -0.09  0.72 -31.0% 020 0.44 333.3% -6.03 10.66 -82.9%
vdiff -0.08  0.73 -27.6% 022 0.45 366.7% -6.05 10.64 -83.2%
vedd -0.04  0.73 -13.8% 025  0.47 416.7% -4.45  9.47 -61.2%
hedd -0.07  0.73 241% 023 047 383.3% -5.94 10.54 -81.7%
rsk -0.23  0.69 -79.3% -0.03  0.30 -50.0% -5.38 10.05 -74.0%
qmin -0.49  0.92  -169.0% -0.15  0.50 -250.0% -5.76 10.39 -79.2%
pvar -0.23  0.81 -79.3%  0.10  0.47 166.7% -4.70  9.77 -64.6%
rsk+vedd -0.23  0.69 -79.3% -0.04  0.30 -66.7% -3.34 8.84 -45.9%
rsk+vedd+pvar -0.48  0.80 -165.5% -0.32  0.44 -533.3% -3.74  9.11 -51.4%
rsk+vedd+pvar+skew -0.16  0.68 -55.2%  0.00 0.32 0.0% -4.11 9.35 -56.5%
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