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[1] Ocean biogeochemistry is a novel standard component of fifth phase of the
Coupled Model Intercomparison Project (CMIP5) experiments which project future
climate change caused by anthropogenic emissions of greenhouse gases. Of particular
interest here is the evolution of the oceanic sink of carbon and the oceanic contribu-
tion to the climate-carbon cycle feedback loop. The Hamburg ocean carbon cycle
model (HAMOCC), a component of the Max Planck Institute for Meteorology Earth
system model (MPI-ESM), is employed to address these
challenges. In this paper we describe the version of HAMOCC used in the CMIP5
experiments (HAMOCC 5.2) and its implementation in the MPI-ESM to provide a
documentation and basis for future CMIP5-related studies. Modeled present day dis-
tributions of biogeochemical variables calculated in two different horizontal resolu-
tions compare fairly well with observations. Statistical metrics indicate that the model
performs better at the ocean surface and worse in the ocean interior. There is a tend-
ency for improvements in the higher resolution model configuration in representing
deeper ocean variables; however, there is little to no improvement at the ocean surface.
An experiment with interactive carbon cycle driven by emissions of CO2 produces a
25% higher variability in the oceanic carbon uptake over the historical period than the
same model forced by prescribed atmospheric CO2 concentrations. Furthermore, a
climate warming of 3.5 K projected at atmospheric CO2 concentration of four times
the preindustrial value, reduced the atmosphere-ocean CO2 flux by 1 GtC yr21.
Overall, the model shows consistent results in different configurations, being suitable
for the type of simulations required within the CMIP5 experimental design.
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1. Introduction

[2] As atmospheric concentrations of carbon dioxide
(CO2) rise, questions regarding the evolution of the oce-
anic carbon sink and climate-carbon cycle feedbacks
receive augmented public and scientific attention. The
design of the fifth phase of the Coupled Model Inter-
comparison Project (CMIP5) includes, inter alia, simu-
lations of ocean biogeochemistry and its role in Earth’s
climate and requires reporting seawater biogeochemical
data to the project’s standard database Earth system

grid (ESG). The ultimate objective of this activity is to
address climate-related scientific demands in the prepa-
ration of the Fifth Assessment Report (AR5) of the
Intergovernmental Panel on Climate Change (IPCC).
Together with ESMs from other modeling groups, the
Earth system model of the Max Planck Institute for
Meteorology (MPI-ESM) (M. Giorgetta et al., Climate
change from 1850 to 2100 in MPI-ESM CMIP5 simula-
tions, submitted to Journal of Advances in Modeling
Earth Systems, 2012, hereinafter referred to as Gior-
getta et al., submitted manuscript, 2012) takes part in
the CMIP5 climate model experiment. Ocean biogeo-
chemistry in MPI-ESM is represented by the Hamburg
Ocean Carbon Cycle (HAMOCC) model. HAMOCC,
embedded into the MPI’s Ocean General Circulation
Model (MPIOM) (J. Jungclaus et al., Characteristics of
the ocean simulations in MPIOM, the ocean compo-
nent of MPI-Earth system model, submitted to Journal
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of Advances in Modeling Earth Systems, 2012, herein-
after referred to as Jungclaus et al., submitted manu-
script, 2012), simulates the oceanic cycles of carbon and
other biogeochemical elements. It has first been used
with interactive carbon cycle in the coupled ocean-
atmosphere-land system stands for community earth
system models (COSMOS) [Friedlingstein et al., 2006;
Jungclaus et al., 2010).

[3] HAMOCC has been initially developed to study
the role of oceanic transport and storage of carbon in
the climate system in the original work by Maier-Reimer
[1984] and Maier-Reimer and Hasselmann [1987]. The
modeling concept in this approach was to transport
inorganic carbon with a three-dimensional (3-D) flow
field calculated by the large scale geostrophic (LSG,
Maier-Reimer et al. [1993]) ocean general circulation
model (OGCM). Further milestones in HAMOCC de-
velopment involved incorporation of the first-order bio-
logical processes including phosphate and the oxygen
cycle [Bacastow and Maier-Reimer, 1990; Maier-Reimer,
1993]. Later, the marine food web has been defined by
nutrients, phytoplankton, zooplankton, detritus (an
extended NPZD-type approach) and dissolved organic
matter (DOM) as described in Six and Maier-Reimer
[1996]. In its current version, colimitation by major mac-
ronutrients and micronutrients, i.e., phosphate, nitrate,
and dissolved iron, is considered. The model has been
expanded with the cycles of other biogeochemical trac-
ers, such as species of nitrogen (including the greenhouse
gas N2O) and dimethylsulfide (DMS, an aerosol precur-
sor) [Kloster et al., 2006, 2007; Six and Maier-Reimer,
2006]. Additionally, a sediment module has been
designed to address the biogeochemistry of pore-water
tracers and solid constituents in the upper bioturbated
sediments [Heinze et al., 1999; Heinze and Maier-Reimer,
1999]. In this way, HAMOCC describes cycles of bio-
geochemical elements in the ocean water column and
sediment; it also calculates fluxes of tracers between
these two compartments and at the air-sea interface.

[4] The major focus of the model development has
been on the role of ocean biogeochemistry in the Earth’s
climate over timescales ranging from seasons to thou-
sands of years. As such, a good representation of large-
scale tracer gradients was brought into focus of the
modeling effort, rather than details of surface ocean eco-
system processes, as for instance the temporal variation
of chlorophyll concentrations. The modeling strategy
aimed at reproducing the distributions of biogeochemi-
cal parameters without regional tuning or temporal
adjustments toward observations, solely depending on
the numerical description of the biogeochemical proc-
esses and the oceanic flow field. HAMOCC has served
as a prototype for other global ocean biogeochemical
models, such as the model PISCES [Aumont et al., 2003]
and has been employed with other OGCMs, e.g., the
isopycnic ocean model MICOM as used in the Norwe-
gian Earth system model [Assmann et al., 2010; Tjiputra
et al., 2012]. HAMOCC has been used in a number of
pioneering studies on the ocean carbon cycle [e.g., Wing-
uth et al., 1994; Maier-Reimer and Hasselmann, 1987;
Heinze, 2004; Wetzel et al., 2005; Kloster et al., 2006,

2007; Ilyina et al., 2009, 2010]. The model participated
in major model intercomparison initiatives which inves-
tigated different aspects of the carbon cycle and climate-
carbon cycle feedbacks [e.g., Orr et al., 2005; Friedling-
stein et al., 2006; Najjar et al., 2007; Schneider et al.,
2008; Steinacher et al., 2010; Le Clainche et al., 2010;
Roy et al., 2011; Duteil et al., 2012].

[5] This paper aims at providing users of MPI-ESM
CMIP5 data with a documentation of the employed
biogeochemistry model HAMOCC, a first comparison
with present-day observations and first results from
selected experiments. More general, it gives some
insights into the particular requirements when using the
biogeochemistry model as a component of an Earth sys-
tem model. A detailed technical description of the
model version HAMOCC 5.1 is given in Maier-Reimer
et al. [2005], and single components of the model that
have been updated since then are described in the
papers cited above and in the following sections. This
current HAMOCC version is referred to as HAMOCC
5.2. In sections 2 and 3 of this paper, we update the
model description with a focus on the operation of
HAMOCC 5.2 as a component of the MPI-ESM as
used in CMIP5 experiments. In section 4, we then assess
model performance by comparison with present-day
observations for the historical experiments (from prein-
dustrial up to present day) and describe the impact of
the two different model resolutions on the representa-
tion of the present-day ocean biogeochemistry. In fur-
ther sections of the paper, we describe the performance
of HAMOCC in a subset of CMIP5 experiments. In
section 5, we compare two experiments, one with pre-
scribed atmospheric pCO2 and one with an interactive
(free) carbon cycle forced by emissions. As part of
CMIP5, historical runs and idealized projection runs
(1% per year increase in atmospheric CO2 concentration
up to 4 times the preindustrial concentration and an ab-
rupt quadrupling of atmospheric CO2 content) have
been performed. In section 6, we analyze model behav-
ior in response to idealized greenhouse gas (GHG) pro-
jections, and we conclude in section 7.

2. Model Description

[6] Ocean biogeochemistry as part of the Earth system
controls the uptake of atmospheric CO2 and storage of
carbon in the ocean on the timescale from days to millen-
nia. The longest timescales of the marine carbon cycle are
related to sediment and weathering processes. Hence, in
this model description we divide processes simulated by
HAMOCC into three major categories. These are biogeo-
chemistry of the water column (including organic and
inorganic carbon cycle processes), sediment biogeochem-
istry, and interactions with the atmosphere. The key com-
ponents of the model HAMOCC are given in Figure 1.
The model in the configuration described here has 17
state variables calculated prognostically in the water col-
umn (listed in Table 1) and 12 state variables in the sedi-
ment. Modifications in the model version HAMOCC 5.2
following the technical report by Maier-Reimer et al.
[2005] which are incorporated in the CMIP5 experimental

ILYINA ET AL.: THE MODEL HAMOCC WITHIN MPI-ESM IN CMIP5

2



design are described in the following sections. These
include: correction of temperature fit in air-sea exchange
[Gröger and Mikolajewicz, 2011], temperature-dependent
photosynthesis, sulphate reduction, iron as pore water
tracer (in the sediment module), remineralization in the

euphotic layer, compensation of loss of shell material (sili-
cate, alkalinity, and dissolved inorganic carbon) to sedi-
ment during long spin-up runs, changes in alkalinity
during denitrification and nitrogen fixation, and output
routines to address CMIP5 requirements.

2.1. Water Column Biogeochemistry

[7] All biogeochemical tracer concentrations are dis-
tributed by the 3-D flow field computed in the OGCM
MPIOM (section 3.1). Freshwater fluxes from river run-
off and precipitation (evaporation) decrease (increase)
the concentration of biogeochemical tracers in the same
manner as for salinity. Additionally, tracer concentra-
tions vary due to biogeochemical processes and, for
selected tracers, also due to air-sea exchanges. Changes
in tracer concentrations are described by the differential
equation of transport.

@Ci

@t
1VrCi2DCi5RkW

i
k Ck;C

i
� �

1Wair-sea 1Wsedflux ;

(1)

where V is the 3-D advection vector, D the diffusion op-
erator, and W refers to the source and sink operators

Figure 1. A schematic overview of the global ocean biogeochemistry model HAMOCC.

Table 1. List of State Variables Treated Prognostically in the

Model HAMOCC

Acronym Name Unit

TCO2 Dissolved inorganic carbon kmol C m23

TA Total alkalinity kmol C m23

PO4 Phosphate kmol P m23

NO3 Nitrate kmol N m23

Si Silicate kmol Si m23

Fe Dissolved bioavailable iron kmol Fe m23

O2 Dissolved oxygen kmol O2 m23

Phy Phytoplankton kmol P m23

Zoo Zooplankton kmol P m23

DOM Dissolved organic matter kmol C m23

Det Detritus kmol P m23

Opal Opal shells kmol Si m23

CaCO3 Calcium carbonate shells kmol C m23

Dust Terrigenous material kg m23

N2 Dinitrogen kmol N m23

N2O Dinitrous oxide kmol N m23

DMS Dimethylsulfide kmol S m23
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for biogeochemical processes, fluxes across the air-sea
interface, and interactions with the sediment. In the fol-
lowing, we describe the processes summarized by W in
equation (1) without considering the term for advection
and diffusion. All parameters and rates used in the
model are given in Table 2.

2.1.1. Organic Carbon Cycle
[8] Marine biology dynamics in HAMOCC is based

on an extended NPZD model (as described in Six and
Maier-Reimer [1996]), which connects biogeochemical
cycles and trophic levels through the uptake of nutrients
and remineralization of organic matter. The NPZD

Table 2. List of Constants in the Model HAMOCC

Symbol Variable Value Units

Phytoplankton
a Initial slope of P versus I curve 0.02 d21 (W m22)21

kr Mean light attenuation coefficient of water for m< 580 nm 0.35 m21

kw Mean light attenuation coefficient of water for m� 580 nm 0.03 m21

kc Light attenuation coefficient of chlorophyll 0.04 m21 (kmol P m23)21

r Dividing PAR domain at 580 nm 0.4
lphy Growth rate 0.6 d21

RC:Chl C:Chl ratio of phytoplankton 60 g C g Chl21

Phymin Min. concentration of phytoplankton 1E-11 kmol P m23

kphy Mortality rate 0.008 d21

bphy Exudation rate 0.03 d21

Zooplankton
lzoo Max. grazing rate 1 d21

Kzoo Half-saturation constant for grazing 4 E-8 kmol P m23

Zoomin Min. concentration of zooplankton 1E-11 kmol P m23

12�zoo Fraction of grazing egested 1–0.8
xzoo Assimilation efficiency 0.6
kzoo Mortality rate 3E6 d21 (kmol P m23)21

bzoo Excretion rate 0.06 d21

12�can Fraction of carnivores grazing egested 1–0.95
wdet Sinking speed of detritus 5 d21

Nutrients
KPO 4

Half-saturation constant for PO4 uptake 1E-8 kmol P m23

KNO 3
Half-saturation constant for NO3 uptake 1.6 E-7 kmol N m23

KFe Half-saturation constant for Fe uptake 0.0036 nmol Fe m23

Rdust Ratio of bioavailable iron in Dust 6.26 E-6 kmol Fe kg21

kFe Complexation rate for Fe d21

Fecrit Critical Fe concentration of complexation 0.6 nmol L21

lcyan N2 fixation rate 0.005 d21

Rdenit Ratio of mol N consumed per mol P in detritus being denitrified 137.6 kmol N kmol P21

O2crit Critical O2 concentration of remineralization 0.5 mmol L21

kdet Remineralization rate 0.025 d21

kN Denitrification rate 0.005 d21

kS Sulphate reduction rate 0.005 d21

kN2O Denitrification rate for N2O 0.01 d21

rN2O Mol N produced per mol O2 at N2O remineralization 1E-4 kmol N kmol O21
2

RN2O Mol N consumed per mol P in detritus denitrified by N2O 344 kmol N kmol P21

Dissolved Organic Matter
kdom Remineralization rate 0.004 d21

Shell Material
KSiO Half-saturation constant for Si(OH)4 uptake 1E-6 kmol Si m23

RSi:P Opal:P uptake ratio 25 mol Si mol P21

RCa:P CaCO3:P uptake ratio 20 mol C mol P21

wopal Sinking speed of opal shells 30 d21

wcalc Sinking speed for calcite shells 30 d21

kopal Opal dissolution rate 0.01 d21

kcalc Calcite dissolution rate 0.075 d21

Dimethyl Sulfide (DMS)
cphoto Photodestruction 0.0075 (W m22)21 d21

cbac Temperature-dependent bacterial consumption rate 0.0096 �C21 d21

cc Production by calcifiers 0.1345 kmol S (kmol C)21 d21

cd Production by silicifiers 0.0137 kmol S (kmol C)21 d21

kdms Microbial half saturation 1E-8 kmol S m23
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module consists of seven compartments being nutrients
(phosphate, nitrate and iron), phytoplankton, zoo-
plankton, DOM, and sinking particulate organic matter
(detritus). All organic compounds have identical nutri-
ent and oxygen composition following the Redfield
ratio concept [Takahashi et al., 1985] with the constant
elemental stoichiometric ratio for carbon (C:N:P:O2 5
122:16:1:2172) and the micronutrient iron (Fe:P 5 366
E-6:1).

[9] HAMOCC5.2 has only one phytoplankton state
variable as basis for marine primary production. Plank-
ton concentration is then subdivided into opal - and cal-
cium carbonate-producing fractions as basis for shell
production (see section 2.1.3 for details). While captur-
ing the most relevant features of the effects of biology
on the ocean carbon cycle (i.e., the export flux of organ-
ically fixed carbon out of the euphotic zone), such
parameterization may underestimate the turnover rates
of the biological system in the euphotic zone (i.e., gross
primary production). These turnover fluxes, however,
have only local (in space and time) influences on the
upper ocean properties and are poorly known on the
global scale. The relatively good agreement between
simulated and observed global nutrient distributions
shown in previous [e.g., Six and Maier-Reimer, 1996;
Schneider et al., 2008] and in this study (section 4) gives
us confidence in our approach. Furthermore, Six and
Maier-Reimer [1996] showed a good agreement even
between simulated and observed seasonality for the sur-
face ocean pCO2 using this formulation of biological
production.

[10] Phytoplankton growth Gphy in HAMOCC
depends on temperature, light, and nutrient availability
following Michaelis-Menten kinetics. Light absorption
is a function of water depth, and the local absorption
coefficient includes clear water absorption for visible
light and self-shading by phytoplankton [Zielinski et al.,
2002]. The growth rate is limited by the least available
nutrient, i.e., nitrate, phosphate, or iron, with the half-
saturation constants (KX; Table 2) proportional to the
used Redfield ratios.

@Phy

@t
5Gphy 2Fpz 2Mphy 2Ephy ;

Gphy 5J I ;Tð Þ X

KX 1X
Phy with

X5min PO 4;
NO 3

RN:P
;

Fe

RFe:P

� �
;

Fpz 5lzoo

Phy 2Phy min

KZoo 1Phy
Zoo;

Mphy 5kphy Phy 2Phy minð Þ;
Ephy 5bphy Phy 2Phy minð Þ:

(2)

[11] Mortality of phytoplankton (Mphy) and exudation
to DOM (Ephy) are calculated using mortality and exuda-
tion rates kphy and bphy, respectively. A minimum phyto-
plankton concentration (Phymin) represents spores
floating around to ensure potential phytoplankton

growth at any location. The growth rate (J(I, T)) depends
on light I(z) and temperature T [see Jassby and Platt,
1976] following the light-saturation curve formulation by
Smith [1936].

J I ;Tð Þ5 g I zð Þð Þf Tð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g I zð Þð Þ21f Tð Þ2

q ;

g I zð Þð Þ5aI0

rexp 2zkrð Þ1 12rð Þexpð2zkw2kchl

ðz

0

RC:Chl Phy Þ
� �

;

f Tð Þ5lphy 1:066 Tð Þ: (3)

[12] I0 is the daily-mean photosynthetically active
fraction of incoming solar radiation at sea surface
(PAR); a is the initial slope of the photosynthesis versus
irradiance curve; kr and kw are mean absorption coeffi-
cients of seawater for the red and blue spectral domain
of PAR (divided at about 580 nm as given by r).
Absorption coefficient for chlorophyll kchl is taken
from observational data [Zielinski et al., 2002]. The
temperature dependency of growth f(T) follows the
Eppley curve [Eppley, 1972].

[13] Zooplankton grazing on phytoplankton (Fpz) is
parameterized by a Monod equation with the half-satu-
ration grazing constant (KZoo) and the maximum graz-
ing rate (lzoo). Grazing is limited by the minimum
phytoplankton concentration that remains ungrazed.
Only a part of the grazed bulk phytoplankton portion
(xzoo �zoo ) leads to zooplankton growth Gzoo, the
remaining fraction is either egested as fecal pellets or
recycled as dissolved nutrients. Natural senescence and
carnivorous consumption of zooplankton (Mzoo) is rep-
resented by a quadratic formulation to slow down this
consumption at low zooplankton concentrations. Simi-
lar to phytoplankton, this loss is restricted to a mini-
mum concentration (Zoomin) to ensure zooplankton
existence at any location. For zooplankton, part of the
carnivores activity leads to immediate release of dis-
solved nutrients and carbon, while the rest is considered
as detritus (fecal pellets).

@Zoo

@t
5Gzoo 2Mzoo 2Ezoo ;

Gzoo 5xzoo �zoo Fpz ;

Mzoo 5kzoo Zoo 2Zoo minð Þ2;
Ezoo 5bzoo Zoo 2Zoo minð Þ:

(4)

[14] The production of DOM (considered as a semila-
bile form of DOM with a half lifetime of about 3 months)
by zooplankton due to sloppy feeding and metabolic
activities (Ezoo) is calculated with the rate bzoo. It is remin-
eralized with the rate kdom as long as oxygen is available.

@DOM

@t
5Ephy 1Ezoo 2kdom DOM : (5)
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[15] Detritus is formed of dead cells of phytoplankton
and zooplankton and of fecal pellets from zooplankton
and carnivores activity.

@Det

@t
5Mphy 1 12�zooð ÞFpz 1 12�canð Þ

Mzoo 2
@wdet Det

@z
2Fdet ;

with

Fdet 5 12CO2
ð Þkdet Det 1CO2

kN1kS1kN2Oð ÞDet

with CO2
5

1 if O2 < O2crit ;
0 else :

�
(6)

[16] Particles are exported out of the euphotic zone
into the ocean interior with a constant settling velocity
(wdet). Detritus is remineralized throughout the whole
water column, depending on seawater oxygen concen-
trations (determined by a threshold value O2crit 5 0.5
lmol L21), either by aerobic remineralization with a
constant rate kdet or by denitrification and sulphate
reduction (within oxygen minimum zones) with rate
constants kN, kN2O, and kS, respectively.

[17] Macronutrients phosphate and nitrate as well as
micronutrient dissolved iron are consumed by phyto-
plankton during photosynthesis and are released during
detritus remineralization, zooplankton excretion, and
bacterial degradation of DOM.

@PO 4

@t
52Gphy 1�zoo 12xzooð ÞFpz 1�can Mzoo

1kdom DOM 1Fdet :

(7)

[18] For nitrate, sources and sinks of biological proc-
esses are basically identical to equation (7). Only
denitrification, where nitrate provides oxygen for remi-
neralization in oxygen depleted zones, acts as an addi-
tional sink for nitrate (DNO 3

). At the air-sea interface
atmospheric N2 is fixed by bacteria such as cyanobacteria
which adds nitrate to the system (Fcyan). Nitrogen fixation
occurs only in areas where the ratio of nitrate to phos-
phate is lower than RN:P. Rdenit is the ratio of mol nitrate
consumed per mol phosphate in organic matter which is
degraded by denitrifying bacteria. In a stationary ocean,
denitrification and nitrogen fixation are balanced.

@NO 3

@t
5 2Gphy 1�zoo 12xzooð ÞFpz 1�can Mzoo

�
1kdom DOM 1Fdet ÞRN:P 2DNO 3

1Fcyan ;
with

DNO 3
5CO2

Rdenit kNDet;
Fcyan 5lcyan RN:P PO 42NO 3ð Þ only for NO 3 < PO 4:

(8)

[19] Analogous to equation (7), transformations of
dissolved iron are given by the equation below.

@Fe

@t
5 2Gphy 1�zoo 12xzooð ÞFpz 1�can Mzoo

�
1kdom DOM 1Fdet ÞRFe:P 1Fair 2Flig ;

(9)

with

Fair 5 Rdust Dust only at sea surface and
Flig 5 kFe max(0, Fe 2 Fecrit).

[20] For iron, there is an aeolian source (Fair) follow-
ing the present-day dust deposition climatology (Dust;
Mahowald et al. [2006]) and the assumption of a con-
stant fraction of bioavailable iron content (Rdust). At
dissolved iron concentrations larger than Fecrit 5 0.6
nmol L21, iron complexation by organic substances
(ligands; Flig) is assumed and dissolved iron is removed
from the water column with a fixed rate (kFe) [Parekh
et al., 2005; Archer and Johnson, 2000].
2.1.2. Marine Oxygen and Dinitrous Oxide Cycle

[21] Some biological processes, such as photosynthesis
or remineralization also effect the oxygen concentration.
Oxygen changes are related to changes in phosphate
with a constant stoichiometric ratio RO2:P . Oxygen is
produced during photosynthesis and is consumed during
organic matter decay in an aerobic environment.

@O2

@t
5 Gphy 2�zoo 12xzooð ÞFpz 2�can Mzoo

�
2kdom DOM 2 12CO2

ð Þkdet Det ÞjRO2:P j:
(10)

[22] The aerobic remineralization of nitrogen in or-
ganic material occurs in a stepwise oxidation of its con-
tent to dissolved nitrate. The climate relevant gas
dinitrous oxide (N2O) is a side product of this nitrifica-
tion. For simplification, the production of N2O is
linked to the consumption of oxygen during reminerali-
zation of organic material.

@N2O

@t
5rN2ORO2:P �zoo 12xzooð ÞFpz 1�can Mzoo

�
1kdom DOM 1kdet Det Þ2DN2O;with

DN2O5CO2
RN2OkN2ODetð Þ:

(11)

[23] Following Broecker and Peng [1982], we assume
that for every 104 mol O2 consumed one mol N2O is
produced (rN2O). We neglect any aeolian deposition of
N2O. As we assume complete denitrification, i.e., ni-
trate and dinitrous oxide are reduced to dinitrogen,
RN2O denotes the ratio of mols N2O consumed to
degraded 1 mol PO4 of organic material.
2.1.3. Production of Planktonic Shell Material

[24] Aside from the production of organic material,
most plankton species build skeleton structures from
silicate or calcium carbonate (CaCO3). Despite the sin-
gle phytoplankton-type approach for primary produc-
tion (see section 2.1.1), we separate two plankton
fractions of detritus, as being opal- and calcium carbon-
ate-producing, to reproduce observed distributions of
silicate and alkalinity in the water column and the sedi-
ments. As indicated by well-documented plankton
successions in blooms [e.g., Lochte et al., 1993], opal-
producing species (i.e., diatoms) show dominant abun-
dance in the early blooming phases. Accordingly, we
attributed the export flux of organic carbon to silicate
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consumption: as long as silicate is available, opal pro-
duction (Gopal) takes place. In silicate-depleted sea-
water, CaCO3 production (GCaCO 3

) is assumed to be
dominant. The good performance of this approach has
been shown in previous studies [Heinze et al., 2003;
Heinze, 2004; Ilyina et al., 2009; Ilyina and Zeebe, 2012].
Shell material is sinking with its distinct settling veloc-
ities (wopal and wcal; different from that of detritus). Dis-
solution of opal is temperature dependent and is
calculated with a rate coefficient (kopal) in the entire
water column.

@Opal

@t
5Gopal 2kopal Opal 2

@wopal Opal

@z
;

with

Gopal 5RSi:P

Si

KSi 1Si
Mphy 1 12�zooð ÞFpz

�

1 12�canð ÞMzoo Þ;

(12)

where KSi is the half-saturation constant for silicate
uptake. Accordingly, changes in silicate are given by:

@Si

@t
52Gopal 1kopal Opal : (13)

[25] Dissolution of calcium carbonate (DCaCO 3
; note

that only calcite is considered in the CMIP5 model ver-
sion) is the product of the degree of undersaturation with
respect to carbonate ion [CO 22

3 ], a dissolution rate con-
stant (kcal), and the available solid material (CaCO3).

@CaCO 3

@t
5GCaCO 3

2DCaCO 3
2
@wcal CaCO 3

@z
;

with

GCaCO 3
5RCa:P

KSi

KSi 1Si
Mphy 1 12�zooð ÞFpz

�

1 12�canð ÞMzoo Þ;

(14)

DCaCO 3
5kcal CaCO 3 max 0;

SCa

Ca 21
2 CO 22

3

� 	� �
; (15)

where SCa is the apparent solubility product of calcite
and Ca21 is the calcium ion concentration (assumed to
be constant at 10.3 mmol kg21).
2.1.4. Inorganic Carbon Chemistry

[26] Inorganic carbon chemistry in HAMOCC mainly
follows Maier-Reimer and Hasselmann [1987] with a re-
vised calculation of chemical constants (based on Goyet
and Poisson [1989]). The two prognostic tracers consid-
ered in the model are total dissolved inorganic carbon
(TCO2) and total alkalinity (TA). TCO2 is the sum of
carbonic acid [H2CO3], bicarbonate ion [HCO 2

3 ], and
carbonate ion [CO 22

3 ], i.e., TCO 2½ �5 H2CO 3½ �1
HCO 2

3

� 	
1 CO 22

3

� 	
. TA in the model is the sum of car-

bonate and borate alkalinities, and water dissociation
products, i.e., TA½ �5 HCO 2

3

� 	
12 CO 22

3

�
�1 B OHð Þ24
� 	

1 OH 2½ �2 H1
� 	

:

[27] Carbonate species can be diagnostically deter-
mined by applying the classical mass action law for dis-
sociation reaction, which is based on temperature,
pressure, and salinity [e.g., Goyet and Poisson, 1989].
Similar to other state variables, TCO2 and TA are
transported with the 3-D flow field. Additionally, they
are modified by several biogeochemical processes.
Uptake of atmospheric CO2 by seawater (section 2.2)
increases TCO2 without changing TA. The seasonal
growth of phytoplankton results in a drawdown of
TCO2 and produces an increase in TA. Aerobic remi-
neralization of organic matter has the reversed effect
(section 2.1.1). TA and TCO2 are consumed during
planktonic production of CaCO3 and released during
its dissolution (section 2.1.3). Finally, TA changes occur
in the processes of nitrogen fixation by algae and con-
sumption of inorganic nitrogen during anaerobic remi-
neralization (the reduction of [NO 2

3 ] increases TA; see
Zeebe and Wolf-Gladrow [2001] and section 2.1.1 for
details). These processes are summarized in the two
equations below.

@TCO 2

@t
5RC:P 2Gphy 1�zoo 12xzooð ÞFpz 1�can Mzoo

�
1kdom DOM 1Fdet Þ2GCaCO 3

1DCaCO 3
;

(16)

@TA

@t
52RN:P 2Gphy 1�zoo 12xzooð ÞFpz 1�can Mzoo

�
1kdom DOM 1Fdet Þ1CO2

Rdenit 1RN2Oð ÞknDet

2Fcyan 22 GCaCO 3
1DCaCO 3

ð Þ:
(17)

2.1.5. Marine Sulfur Cycle
[28] HAMOCC includes a simplified marine sulfur

cycle described and evaluated in previous studies [Klos-
ter et al., 2006, 2007; Six and Maier-Reimer, 2006]. It
comprises production, bacterial consumption, photoly-
sis, and sea-air gas exchange of DMS. We restrict the
sulfur cycle to DMS and do not include the precursor
of DMS, dimethylsulfoniopropionate (DMSP), or oxi-
dized compounds, such as dimethylsulfoxide (DMSO).
In the ocean, DMSP is produced within the cells of ma-
rine phytoplankton for physiological functions such as
osmolyte, antioxidant or cryoprotectant, but these are
hitherto not fully understood. After a disruption of the
plankton cell membrane by senescence or due to viral
attack and zooplankton grazing intracellular DMSP is
released into seawater and rapidly converted to DMS
by enzyme systems of bacteria. It is known that the in-
tracellular production of organic sulfur compounds
varies between different species of phytoplankton. In
general, phytoplankton-producing shells from CaCO3

tend to have much higher sulfur to carbon cell ratios as
opal building phytoplankton. Therefore, we relate DMS
production to the production of shell material which
itself is related to detritus production (see section 2.1.3).
We include a temperature dependency, as intercellular
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sulfur-to-carbon ratios of many species are higher in
colder waters. Accordingly, a temperature dependency
with Ta 5 T 1 3[�C] allows for a slightly higher DMS
production in cold water.

@DMS

@t
5 11

1

T2
a

� �
cdGopal 1ccGCaCO 3

� �

2 cphoto

g I zð Þð Þ
a

1cbac Ta
DMS

KDMS 1DMS

� �
DMS :

(18)

[29] Sulfur-to-carbon ratios in opal- and calcite-pro-
ducing plankton are cd and cc, respectively. The photoly-
sis of DMS depends on the rate cphoto and the available
solar radiation, as calculated in photosynthesis. There is
no influx of DMS from the atmosphere (see section 2.2).
Bacterial consumption is temperature dependent and fol-
lows Monod kinetics with a half-saturation constant
KDMS. The different values for c are taken from litera-
ture and adjusted within the observed range to achieve
an optimal fit with observations [Kloster et al., 2006].

2.2. Interactions With the Atmosphere

[30] Fluxes between the ocean and the atmosphere
are computed for gaseous tracers such as CO2, O2,
DMS, N2O, and N2 (Figure 1). Atmospheric concentra-
tions of these tracers may be provided by the atmos-
pheric model (e.g., for CO2 in MPI-ESM), prescribed as
being either time varying or assumed to be constant
(e.g., for O2), or set to zero (e.g., for DMS). Air-sea flux
of a given gas Y in the upper model layer is calculated
as the deviation from the thermodynamic equilibrium
given by the difference in concentrations across the air-
sea interface (Yair 2 Ysea), multiplied by a kinetic pa-
rameter represented by the exchange rate for a given
gas (vY) calculated using the temperature-dependent
Schmidt number and piston velocity [Wanninkhof,
1992]. As this temperature dependency fit is only
defined in the temperature range from 0 to about 30�C,
calculated values for seawater concentrations at temper-
atures above 30�C (projected locally in the coming
greenhouse world) may be biased (the fit gets negative
above 42�C). Hence, HAMOCC 5.2 employs the revised
temperature dependency of air-sea flux parameters for
CO2 and DMS following Gröger and Mikolajewicz
[2011]. For CO2, the partial pressure is calculated as the
ratio between the actual seawater concentration and the
solubility (pCO25CO2=SCO 2

); the values of SCO 2
are

given by Weiss [1974]. For O2, the Schmidt number is
computed according to Keeling et al. [1998], and the solu-
bility is a function of temperature and salinity according
to Weiss [1970]. The atmospheric partial pressure of O2 is
assumed constant and remains at the preindustrial level.
While O2 is consumed in the atmosphere during the com-
bustion of fossil fuel, the resulting changes in atmospheric
O2 concentrations are assumed to be small and therefore
neglected. For N2 and N2O, we apply the same piston ve-
locity as for oxygen. The atmospheric N2 concentration is
set to a constant value. For N2O the corresponding
atmospheric content is its seawater saturation value.

2.3. Sediment Biogeochemistry

[31] The sediment module in HAMOCC is described
in Heinze et al. [1999] and essentially computes the
same processes between dissolved tracers (TCO2, TA,
PO4, NO3, O2, Fe, Si, and N2) in pore water and solid
sediment constituents (detritus, CaCO3, opal, and ter-
rigenous material) as in the water column (Figure 1).
The sediment module has 12 biologically active layers
and a diagenetically consolidated burial layer. The frac-
tion between pore water and solid sediment is preset
and fixed for each sediment layer. At the water-sedi-
ment interface pelagical sedimentation fluxes of detrital
and shell material (CaCO3 and opal) are added to the
sediment and diffusive processes exchange dissolved
compounds between pore water and the overlaying
ocean water. Within the sediment, remineralization of
organic material is described as in the water column:
aerobic remineralization occurs as long as oxygen is
available in pore water. At low oxygen levels (� 0.5
lmol L21), denitrification and sulfur reduction further
reduces organic matter concentration. For opal and cal-
cite we essentially apply the same dissolution processes
as in the seawater (section 2.1.3): shell material is
degraded depending on the degree of saturation and a
constant dissolution rate. For opal we assume a silicate
saturation concentration of 1 mmol Si L21 [Heinze
et al., 1999]. The carbonate concentration is calculated
from pore water TCO2 and TA, taking dissociation
constants from the overlaying ocean water. Sediment
accumulation, resulting from detrital and shell material
deposition, might lead to a higher than prescribed frac-
tion of solid constituents within a sediment layer. In
this case, the sediment column is redistributed by shift-
ing the surplus of solid compounds of the correspond-
ing layer deeper into the sediment; thereby it can finally
reach the burial layer.

3. Experimental Design

3.1. Implementation of HAMOCC Into MPIOM and
MPI-ESM

[32] The model HAMOCC needs an ocean flow field
to describe the transport and mixing of its tracers. Com-
putation of advection and diffusion of biogeochemical
parameters is the same as in an OGCM (MPIOM) for
temperature and salinity. Effects of unresolved eddies in
MPIOM are included into parameterizations of diffusive
mixing of tracers along isopycnals, as well as in the verti-
cal eddy viscosity and diffusion (details are given in
Jungclaus et al. [2006] and references therein). In this
way, the distribution of ocean biogeochemical and
ocean circulation components is consistent. In the setup
presented here, HAMOCC runs as a subroutine of
MPIOM (Jungclaus et al., 2012, in press). The ocean
model therefore determines HAMOCC’s spatial and
temporal resolutions (described in section 3.3).
HAMOCC takes distributions of temperature and salin-
ity from MPIOM to compute carbonate chemistry con-
stants and transformation rates (section 2.1). The wind
speed at 10 m height above sea level is used in the gas
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exchange parameterization (section 2.2). Information on
sea ice cover from MPIOM is used to modify light avail-
ability for phytoplankton growth and air-sea gas
exchange. Technical details on the coupling of the two
models are given in Maier-Reimer et al. [2005].
HAMOCC is conceptually designed for use with other
OGCMs and has already been successfully implemented
in other models (see section 1). The ocean and atmos-
phere components in MPI-ESM are coupled daily with-
out flux corrections (Giorgetta et al., submitted
manuscript, 2012).

3.2. CMIP5 Experiment Categories

[33] The general experimental design of CMIP5 simu-
lations is given in Taylor et al. [2011]. In the following
we discuss only those CMIP5 experiment categories
that are evaluated and analyzed in this study. A sum-
mary of model scenarios is given in Table 3. In all
CMIP5 simulations, MPIOM and HAMOCC are com-
ponents of MPI-ESM (Giorgetta et al., submitted
manuscript, 2012). Ocean biogeochemistry is addressed
in two different types of simulations that serve different
purposes:

[33] (a) Most CMIP5 simulations were performed
with prescribed atmospheric CO2 concentrations. These
experiments are essential to evaluate the forced climate
response and to compare the various CMIP5 models.
The experiments of this type can be also used to diag-
nose a range of emissions of anthropogenic CO2 which
result in a projected warming in a given scenario. Also
in all idealized experiments (referred to as 1% p.a. and
abrupt 4 3 CO2; Table 3), the atmospheric CO2 concen-
trations are prescribed.

[33] (b) A limited number of CMIP5 experiments
have been performed with the fully coupled (interactive)
carbon cycle and forced by greenhouse gas emissions.

[34] Simulations of category (a) with prescribed
atmospheric pCO2 were performed for the historical pe-
riod (1850–2005), three future projections (RCP2.6,
RCP4.5, and RCP8.5 as described in Moss et al. [2010];
not analyzed here) and idealized experiments (Table 3).
Simulations of category (b) were performed for the his-
torical period (esmHist) and only one future projection
(RCP 8.5). In both setups, the carbon fluxes are diag-
nosed between the ocean and land reservoirs and the
atmosphere respectively, but only in esmHist and

esmRCP8.5 they influence atmospheric concentrations
of CO2. These experiments include feedbacks between
carbon cycle and climate as represented by MPI-ESM
(section 5). The idealized experiments (esmFixclim and
esmFdbk; Table 3) can be used to separate the effects of
climate change and rising CO2 concentrations on the
uptake and storage of carbon in the ocean. In esmFix-
Clim the atmospheric pCO2 rises by 1% per year, but
the radiation scheme is not influenced by this rise so
that the climate remains at preindustrial level. In
esmFdbk the same rise of atmospheric pCO2 is pre-
scribed, but the carbon cycle does not respond to
(‘‘see’’) this increase (section 6).

3.3. Geometry

[35] As a subroutine of the ocean model MPIOM,
HAMOCC has the same spatial configuration. MPIOM
uses either a bipolar grid with poles over Antarctica
and Greenland, or a tripolar spherical coordinate sys-
tem with two poles in the Northern Hemisphere located
over Canada and Siberia (for details see Jungclaus
et al., submitted manuscript, 2012). In current CMIP5
experiments, the model runs on both grid configura-
tions: a relatively coarse bipolar grid referred to as
MPI-ESM-LR (GR15; about 1.5� horizontal resolu-
tion) and a finer tripolar ‘‘eddy-permitting’’ grid MPI-
ESM-MR (TP04; about 0.4� horizontal resolution). In
the vertical direction, both LR and MR model configu-
rations have 40 layers of varying thickness increasing in
the bottomward direction. Horizontal resolution of the
atmospheric model ECHAM6 (B. Stevens et al., The
atmospheric component of the MPI Earth system
model: ECHAM6, submitted to Journal of Advances in
Modeling Earth Systems, 2012, hereinafter referred to
as Stevens et al., submitted manuscript, 2012) is T63
(1.875�) for LR and MR configurations. In the vertical,
ECHAM6 has 47 and 95 levels in LR and MR versions,
respectively. Note that due to computational limita-
tions, the LR model configuration was used for the ma-
jority of MPI-ESM CMIP5 experiments.

3.4. Initialization

[36] Originally, HAMOCC is initialized from globally
uniform mean concentrations of ocean and pore water
tracers. Such initialization requires a very long spin-up
time (tens of thousands of years); it has been performed
previously using a HAMOCC standalone version and

Table 3. Summary of CMIP5 Experiments (Following Taylor et al. [2011]) for Which Performance of the Model HAMOCC is

Analyzed

CMIP5 Experiment Time Period CO2 Forcing

Control 1850 1 500 yrs Simulations with preindustrial CO2 (and climate).
Hist 1850–2005 Historical concentrations of CO2; simulations with prescribed atmospheric CO2

concentrations.
esmHist 1850–2005 Historical emissions of CO2; interactive carbon cycle.
Abrupt 4 3 CO2 1850 1 140 yrs Instantaneous quadrupling of atmospheric CO2 concentrations, kept constant

thereafter.
1% p.a. 1850 1 140 yrs Increase of atmospheric pCO2 by 1% per year until 4 3 CO2. Both climate and

carbon cycle respond to CO2 forcing.
1% p.a. esmFixClim 1850 1 140 yrs Same as 1% p.a. but only the carbon cycle responds to CO2 forcing.
1% p.a. esmFdbk 1850 1 140 yrs Same as 1% p.a. but only climate responds to CO2 forcing.
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used to initialize the spin-up simulations of the MPIOM/
HAMOCC. Within CMIP5, MPIOM/HAMOCC was
spun-up for several thousands of years forced by clima-
tological data sets and assuming a preindustrial atmos-
pheric CO2 concentration of 278 ppm. The resulting
tracer fields were transferred into the MPI-ESM, and the
spin up was continued in the coupled ocean-atmosphere
mode for 1900 years (for details on the spin up proce-
dure, see Jungclaus et al., submitted manuscript, 2012).

[37] During the initial phase of CMIP5 experiments,
CO2 fluxes in MPI-ESM were tuned to achieve consis-
tency between land, atmosphere and ocean model com-
ponents with respect to preindustrial atmospheric CO2

concentrations. This was done with the purpose of
reducing the spin-up time of model integrations.
Throughout this process, weathering fluxes and CaCO3

content in sediments have been increased, which led to
elevation of TA (see section 4.2). This would have
occurred naturally, without leading to excess TA, had
the biogeochemistry model been given a long-enough
spin-up time to equilibrate its sediments. However,
along with this increase in TA also TCO2 increased
(with the molar ratio 2:1) so that the proportional over-
estimation of this pair maintained the correct pCO2. In
an earlier study [Ilyina et al., 2009], we showed that TA
agreed well with observations in the HAMOCC stand-
alone configuration in which the model was span up
over several tens of thousands of years.

[38] All resulting distributions are evolving from the
simulated physical and biogeochemical processes. There
is no data restoring to observed values in HAMOCC
and all chemical constituents (e.g., carbon, phospho-
rous, nitrogen or silica) are mass conserving within
computational precision. This procedure makes the
model particularly suitable for CMIP5 type of experi-
ments where the future distribution of tracers is
changing.

3.5. Forcing

[39] The main external forcing in the CMIP5 experi-
ments is the rising atmospheric pCO2, either from pre-
scribed atmospheric values or from emissions (section
3.2). Additionally, external forcing for biogeochemical
tracers in HAMOCC includes weathering fluxes and
dust deposition. Riverine fluxes of carbon and nutrients
are not considered in the CMIP5 suite of simulations
(although a mechanism to include them exists in other

HAMOCC versions). The aeolian iron forcing is fixed
in all CMIP5 experiments (section 2.1.1).

[40] Despite a relatively long spin-up run of MPI-
ESM (section 3.4), the time constants related to sedi-
mentary processes are so large that a quasi-stationary
equilibrium of the solid sediment constituents in the
burial layer is not yet achieved [Heinze et al., 1999;
Archer et al., 1993]. Especially with regard to CaCO3,
the remaining permanent small flux of carbonate affects
the alkalinity and, thus, the oceanic carbon cycle. To
account for the carbonate and silicate loss of the water
column, we analyzed the fluxes into the sediment over
the last 300 years of the spin-up runs and prescribed a
globally uniform weathering input for silicate, alkalin-
ity, and dissolved inorganic carbon (Table 4). Note that
even small differences in ocean circulation in various
model configurations affect sediment fluxes. Hence,
they had to be diagnosed separately in MR and LR
models. In the MR configuration, for instance, there
was a flux of silicate out of the sediment (indicating
that the model was not yet in a fully stationary state) so
that the weathering flux of silicate was set to zero.

4. Evaluation of Present-Day Model Results

[41] In the following, we evaluate the biogeochemistry
model performance in the experiment Hist (Table 3)
against observations (listed in section 4.1). First, we
compare horizontal distributions of modeled present
day ocean pCO2, TCO2, TA, oxygen, nitrate, phos-
phate, and silicate at the sea surface and also at 100,
500, 1000, and 3000 m (except for pCO2) computed in
the LR and MR model configurations with observa-
tions (Figures 2–12). Additionally, globally integrated
values of biogeochemical parameters are summarized in
Table 4 to aid in evaluating model performance. To bet-
ter show the improvement of model results in the higher
resolution experiment (MR), we subtract the absolute
difference between the model and observations in the
MR runs from that of the LR runs (i.e., the differences
between abs(ModelLR 2 Obs) and abs(ModelMR 2 Obs)
in the bottom portion in Figures 2–8). Any improve-
ment of model results with respect to observations due
to the resolution increase will show up as regions of
positive values. We also evaluate the model using Tay-
lor diagrams [Taylor, 2001] in Figure 15 and quantita-
tive statistical metrics as suggested by Allen et al. [2007],

Table 4. Globally Integrated Values of Biogeochemical Parameters Calculated in the Model HAMOCC in Different Experi-

ments and Spatial Resolutions for the Year 1850

Units Hist LR Hist MR esmHist LR

Primary production GtC yr21 61.58 55.83 61.63
CaCO3 production GtC yr21 0.90 0.87 0.92
Opal production Tmol Si yr21 127.64 103.09 125.36
Export production at 90 m GtC yr21 9.07 8.23 9.07
N2 fixation Tmol N yr21 14.89 11.25 15.48
Denitrification Tmol N yr21 14.53 12.13 14.77
Weathering rates for CaCO3 Tmol C yr21 28.42 31.58 28.42
Weathering rates for Si Tmol Si yr21 6.32 6.32
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Figure 2. Comparison between model and observations for seawater pCO2 (ppm): Upper left portion shows cli-
matological annual mean pCO2 from Takahashi et al. [2009]; upper middle and left portions from the historical
runs in LR and MR model configurations, respectively. Lower left and middle portions show differences between
model and observations for LR and MR configurations; and the right portion shows the differences of differences
so that values> 0 indicate an improvement toward the MR model configuration.

Figure 3. Same as Figure 2 but for surface TCO2. Observations are annual mean fields from the GLODAP
database.
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Figure 5. Same as Figure 2 but for surface oxygen. Observations are annual mean fields from WOA.

Figure 4. Same as Figure 2 but for surface TA. Observations are annual mean fields from the GLODAP
database.
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Figure 7. Same as Figure 2 but for surface phosphate. Observations are annual mean fields from WOA.

Figure 6. Same as Figure 2 but for surface nitrate. Observations are annual mean fields from WOA.
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Stow et al. [2009], and Bhattacharyya [1943] (summar-
ized in Table 5).

4.1. Observational Basis

[43] We employed several observational databases for
the evaluation of model results: A climatological mean
distribution of the surface ocean pCO2 compiled by
Takahashi et al. [2009] was used to assess the model per-
formance with respect to spatial patterns of pCO2.
Three dimensional distributions of ocean carbonate
chemistry (TA and TCO2) gridded onto 1� 3 1� are
available through the Global Data Analysis Project
(GLODAP; Key et al. [2004]). Data from the World
ocean atlas (WOA) [Locarnini et al., 2010; Garcia et al.,
2010a, 2010b] was used to evaluate modeled distribu-
tions of phosphate, silicate, nitrate, and oxygen.

4.2. Comparison Between Modeled and Observed
Spatial Distributions of Biogeochemical Variables

[44] Modeled pCO2 is averaged over the years 1999
and 2001, which yields a slightly better match with
observations than comparing to the year 2000 only (the
reference year in Takahashi et al. [2009]). Other ocean
biogeochemical tracers are averaged over the time peri-
ods corresponding to observations (spanning the years
1972–1990 for TCO2 and TA; 1950–2008 for nitrate;
1933–2008 for phosphate and silicate; and 1921–2008
for oxygen). Note that the historical CMIP5 experi-
ments ran only until the year 2005, limiting the averag-
ing time period accordingly. Due to the sparse
observational database for iron, we don’t compare its
modeled and observed distributions.

[45] Spatial distribution of the annual mean pCO2 is
in fairly good agreement with observations (Figure 2)
given the limitations of both model formulations and
the compilation of observations. The simulated annual
global flux of CO2 into the ocean is roughly 2 Pg C yr21

in the 1990s (see section 5), being in agreement with ob-
servation based estimates of Takahashi et al. [2009]. The
model overestimates the spatial extent of high pCO2

values in the equatorial Pacific Ocean. The atmospheric
model is known to overestimate convection over the Pa-
cific warm pool and hence, trade winds are too strong
(Stevens et al., submitted manuscript, 2012), resulting
in a too strong upwelling at the eastern ocean bounda-
ries in the model. This appears to be a common phe-
nomenon in most state-of-the-art ESMs [Roy et al.,
2011]. The model also underestimates surface ocean
pCO2 in the Southern Ocean as a result of the inability
of the ocean model to produce the correct water mass
property in the Antarctic Circumpolar Current (ACC)
system. Largest positive biases in SST are also produced
in the Southern Ocean and in the North Atlantic (with
values below 1 degree; see Jungclaus et al., submitted
manuscript, 2012, for details). Additionally, uncertain-
ties in the parameterization of sea ice (D. Notz et al.,
The sea ice model in the MPI-ESM, submitted to Journal
of Advances in Modeling Earth Systems, 2012, hereinafter
referred to as Notz et al., 2012, in press), particularly due
to accumulation and release of the respiratory CO2 from
under the sea ice [Takahashi et al., 2002], might contrib-
ute to the Southern Ocean pCO2 bias in the biogeochem-
ical model. There is no visible improvement with
resolution, i.e., in the eddy-permitting MR model

Figure 8. Same as Figure 2 but for surface silicate. Observations are annual mean fields from WOA.
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compared to its lower resolution counterpart (see discus-
sion in the following sections). Likewise, only minor
improvements in the model capability to reproduce SST
are attributed to the MR configuration (Jungclaus et al.,
submitted manuscript, 2012).

[46] The model also captures the spatial patterns of the
observed surface TCO2 and TA (Figures 3 and 4), repro-
ducing higher values in the subtropical gyres (similar to
surface salinity distribution patterns) and, for TCO2 also
in the Southern Ocean. The absolute values of both
TCO2 and TA are overestimated in the CMIP5 experi-
ments. Since TA affects the capacity of the ocean to take

up and store atmospheric CO2, it was tuned during the
spin up simulation to achieve a consistent representation
of the oceanic CO2 sink within MPI-ESM (section 3.5).
Changes in TA are accompanied by changes in TCO2 so
that an overestimation in the TA and TCO2 pair main-
tains a correct pCO2 field. Largest overestimations in TA
and TCO2 are produced in the western equatorial Pacific.
The overestimation of TCO2 and TA persists throughout
the water column and increases with depth (Figures 9
and 10), reaching 200 mmol kg21 at a depth of 3000 m.

[47] Modeled oxygen at the ocean surface (Figure 5)
reflects temperature distribution and captures the cold

Figure 9. TCO2 at different depth horizons. Observations are annual mean fields from the GLODAP database.
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and oxygen-rich areas in the Arctic and the Southern
Ocean and warmer and lower oxygen concentration
areas elsewhere. This indicates that the solubility effects
determine the distribution of oxygen at the ocean sur-
face. In the deeper model layers (Figure 11), the promi-
nent oxygen minimum zones (OMZ) in the eastern
equatorial Pacific and in the eastern tropical Atlantic
(EEP and ETA, respectively), as well as in the Arabian
Sea and the Bay of Bengal are reproduced. The model
overestimates the size of the OMZ in the EEP and off

the coast of Namibia and produces lower than observed
oxygen concentrations in these areas (see Figure 11 at
500 m). Such pattern is common in the global ocean
biogeochemistry models, owing to their coarse resolu-
tion and simple globally tuned parameterizations of ver-
tical fluxes of organic matter [Cocco et al., 2012;
Andrews et al., 2012]. Low oxygen areas spread along
the eastern Pacific coasts of both Americas in the model
at 1000 m, occupying areas larger than observed. On
the contrary, the model produces higher than observed

Figure 10. Same as Figure 9 but for TA. Observations are annual mean fields from the GLODAP database.
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oxygen concentrations in the ACC system and in the
Arctic Ocean due to intensive ventilation of these ocean
areas (Jungclaus et al., submitted manuscript, 2012).
Below the thermocline, i.e., at 3000 m (Figure 11; lower
portion), modeled and observed values match quite well
in the Pacific and Atlantic Ocean basins; the model
overestimates oxygen concentrations in the Southern
Ocean. According to visual analysis of Figure 11, the
MR model configuration seems to better capture the
details of the spatial patterns than the LR model at all

depths. This is however not confirmed by quantitative
metrics (see Table 5 and discussion in section 4.3).

[48] The concentrations of nitrate are slightly under-
estimated in the model in the Southern Ocean both at
the surface (Figure 6) and at depths (Figure 12). They
are overestimated in the surface Arctic Ocean. The
model produces lower than observed nitrate concentra-
tions in the EEP and ETA, and in the northern Indian
Ocean (Figure 12; at 500 m). This is consistent with the
overestimated size of the OMZs in the model (see

Figure 11. Same as Figure 9 but for oxygen. Observations are annual mean fields from WOA.
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above) and indicates too strong denitrification in the
model which occurs in oxygen depleted areas. Conse-
quently, too low nitrate concentrations are spread
throughout the water column, more pronounced in the
LR than in the MR model configuration. Moreover,
the formulation of nitrogen fixation is rather simple in
this model version (cf. section 2.1). N2 fixation simu-
lated in the model (Table 4) is consistent with the
observed abundances of nitrogen-fixing organisms (e.g.,
compiled in Monteiro et al. [2010]) in the tropics, the

North Atlantic Ocean and in the Arabian Sea. A too
strong N2 fixation is present in the EEP where the
model produces an upwelling of water strongly depleted
in nitrate versus phosphate.

[49] High phosphate values at the surface in the
Southern Ocean and phosphate-depleted areas in the
subtropical Pacific, Atlantic, and the Indian Ocean
(Figure 7) are reproduced in model results. Similar to
nitrate, the model tends to underestimate surface phos-
phate in the ACC and in the North Pacific, likely due to

Figure 12. Same as Figure 9 but for nitrate. Observations are annual mean fields from WOA.
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too low iron limitation. Phosphate is overestimated at
the surface in the Arctic Ocean and at depth in the EEP
(Figure 13). Note that during denitrification nitrate is
consumed and phosphate is remineralized. This
explains the mismatch in distributions between the two
nutrients in the EEP. There is a tendency for improve-
ments in the surface phosphate concentrations in the
higher resolution model configuration (Table 5): the
model-observations mismatch is slightly less in the MR
runs compared to the LR, especially in the Southern
and the Arctic Oceans (positive values in the bottom
right portion in Figure 7).

[50] Unlike the concentrations of the nutrients phos-
phate and nitrate, silicate is overestimated in the ACC
system (Figure 8). This overestimation slightly
decreases with depth (Figure 14). Lower than observed
concentrations are modeled at the surface over the vast
areas of the tropical and subtropical ocean. Similar to
phosphate, also silicate concentrations are overesti-
mated in the EEP at 1000 m depth. At 3000 m the
model computes higher than observed silicate concen-
trations, especially in the Pacific Ocean basin. Geo-
graphical distributions of silicate also indicate the
commonly observed gross patterns of the opal export
production [Heinze et al., 2003, 1999]: high production

rates are located in the areas of high vertical velocities
(and thus elevated vertical supply of silicic acid to the
surface ocean) such as in the tropical upwelling zones
and in the Southern Ocean. Accordingly, little amount
of opal is produced in the large oligotrophic mid latitu-
dinal gyres.

4.3. Model Skill Assessment Based on Quantitative
Statistical Metrics

[51] We use statistical metrics following Allen et al.
[2007] and Stow et al. [2009] to evaluate the skill of
HAMOCC 5.2 to reproduce the observations (sum-
marized in Table 5). These metrics allow us to deter-
mine which variables are better represented in the
model and, eventually, to compare the model’s per-
formance with that of other models. Beside the metrics
suggested by Allen et al. [2007] and Stow et al. [2009],
we also include a measure of the similarity between the
probability density functions of observations and
model output, i.e., the Bhattacharyya distance (BD);
Bhattacharyya [1943]. This allows comparing the simi-
larity of patterns in model and observations even if
they do not have the same geographical distribution,
e.g., if minima and maxima are not located at the same
positions.

Table 5. Metrical Comparison of MPI-ESM-LR and -MR Outputs With Observations

Depth Variable

Correlation
Coefficient

(R)

Ratio of
Standard

Deviations
(RSD)

Model Efficiency
(ME)

Percentage Model
Bias (MB)

Root-Mean-
Square Error

(RMSE)
Bhattacharyya
Distance (BD)

LR MR LR MR LR MR LR MR LR MR LR MR

Surface pCO2 0.66 0.68 1.09 1.14 0.11 0.10 2.13 2.27 0.06 0.06 0.02 0.16
TCO2 0.92 0.93 1.09 1.09 0.61 0.01 1.72 3.34 0.02 0.04 0.33 0.36
TA 0.79 0.79 1.21 1.26 20.09 22.11 1.50 3.28 0.02 0.04 0.84 0.69
Oxygen 0.99 0.99 1.02 1.02 0.97 0.98 0.66 0.26 0.04 0.04 0.11 0.09
Nitrate 0.87 0.87 0.78 0.80 0.75 0.74 22.62 22.97 0.66 0.68 0.04 0.04
Phosphate 0.95 0.94 0.75 0.77 0.78 0.76 223.31 227.17 0.41 0.43 0.04 0.05
Silicate 0.79 0.81 1.71 1.78 20.45 20.45 70.89 62.01 1.85 1.85 0.17 0.14

100m TCO2 0.89 0.89 1.31 1.34 0.17 20.82 2.01 3.60 0.03 0.04 0.17 0.09
TA 0.86 0.89 1.08 1.12 20.20 23.34 1.60 3.41 0.02 0.04 0.11 0.12
Oxygen 0.91 0.89 1.11 1.06 0.77 0.76 21.77 22.08 0.13 0.14 0.07 0.08
Nitrate 0.93 0.92 0.89 0.94 0.85 0.84 8.46 8.07 0.33 0.35 0.09 0.08
Phosphate 0.91 0.92 0.90 0.94 0.83 0.83 25.10 28.33 0.29 0.29 0.08 0.04
Silicate 0.79 0.81 1.45 1.52 0.05 0.05 48.46 40.59 1.30 1.30 0.09 0.05

500m TCO2 0.64 0.76 2.43 1.97 24.23 23.10 3.25 4.04 0.06 0.06 0.17 0.15
TA 0.15 0.25 2.88 2.19 218.81 228.39 3.10 4.55 0.04 0.05 0.21 0.28
Oxygen 0.92 0.93 1.14 1.11 0.79 0.84 21.43 23.79 0.21 0.19 0.10 0.08
Nitrate 0.74 0.89 0.77 0.88 0.12 0.42 222.99 221.54 0.33 0.27 0.05 0.18
Phosphate 0.76 0.87 1.48 1.29 0.05 0.47 24.92 212.04 0.37 0.28 0.11 0.12
Silicate 0.83 0.86 0.92 0.97 0.65 0.71 17.26 6.48 0.53 0.48 0.22 0.18

1000m TCO2 0.66 0.76 2.97 2.69 27.04 26.45 3.75 4.67 0.07 0.07 0.32 0.24
TA 0.46 0.52 3.21 3.08 217.31 226.80 3.34 4.79 0.05 0.06 0.32 0.37
Oxygen 0.92 0.95 1.21 1.22 0.75 0.82 0.88 22.08 0.24 0.21 0.23 0.16
Nitrate 0.73 0.82 0.80 0.94 20.43 20.12 227.24 224.65 0.33 0.29 0.05 0.35
Phosphate 0.76 0.83 1.74 1.61 20.41 20.02 24.78 29.67 0.36 0.31 0.40 0.29
Silicate 0.90 0.90 0.93 0.88 0.79 0.82 9.89 2.83 0.29 0.27 0.15 0.14

3000m TCO2 0.94 0.94 1.62 1.42 20.31 21.09 2.11 3.30 0.03 0.04 0.17 0.43
TA 0.92 0.92 1.74 1.47 22.60 25.08 2.43 3.47 0.03 0.04 0.32 0.24
Oxygen 0.95 0.95 1.36 1.26 0.72 0.80 2.93 3.18 0.14 0.12 0.13 0.10
Nitrate 0.92 0.95 1.13 1.10 0.56 0.63 211.54 211.40 0.15 0.14 0.40 0.36
Phosphate 0.91 0.93 1.15 1.13 0.53 0.56 211.49 212.44 0.16 0.16 0.25 0.38
Silicate 0.87 0.91 1.66 1.34 21.04 20.03 47.18 35.96 0.62 0.45 0.17 0.18
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[52] The correlation coefficient (R) indicates the cor-
relation between observations and model taken geo-
graphically one to one: If a variable changes from
position (i,j) to position (i,j11) in the same way in
model and observations, R is close to 1, suggesting that
the model reproduces well the variable’s spatial distri-
bution (valleys and hills in a 3-D plot look similar in
model and observations, though they can have different
amplitudes). Note that R close to 1 indicates that the

changes from a point to the neighboring one in model
and observations are similar (both increase or both
decrease), but R does not indicate the magnitude of the
spatial variations (the height of the valleys and hills in a
3-D plot). Because of this, the ratio of standard devia-
tions (RSD) between model and observations is used.
An RSD close to one indicates that the model has a spa-
tial variability similar in magnitude to the observations’
one. Note also that R provides no information on how

Figure 13. Same as Figure 9 but for phosphate. Observations are annual mean fields from WOA.
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good the model reproduces the mean state of the vari-
able. For this the model efficiency (ME) and also the
percentage model bias (MB) are used. One expects from
a model to be able of reproducing observations in the
range of natural variability of the corresponding pro-
cess. Hence, the ME is defined as 1 minus the ratio
between model error and observed variability. If the
deviation between model and observations is larger
than the observed variability, the ME is close to zero or
is negative. Therefore, values less than 0.2 are catego-

rized as poor [Allen et al., 2007; Mar�echal et al., 2004]
and the model is ‘‘perfect’’ if ME equals 1. MB indicates
whether the model is systematically underestimating or
overestimating the observations. MB is calculated as
the ratio of the sum of deviations of model and observa-
tions relative to the sum of the observations on a per-
centage basis. Small absolute values of MB (less than
40; Mar�echal et al. [2004]) indicate a good performance
of the model. Root-mean-square error (RMSE) is a
measure of the general deviation of the model from the

Figure 14. Same as Figure 9 but for silicate. Observations are annual mean fields from WOA.

ILYINA ET AL.: THE MODEL HAMOCC WITHIN MPI-ESM IN CMIP5

21



observations, or a model bias with the small value con-
sidered as ‘‘good,’’ and a large value as ‘‘bad,’’ thereby
complementing the ME and MB. The Bhattacharyya
distance (BD) is a measure of the similarity between the
probability density functions (pdfs) of observations and
model output, where the pdfs are obtained from sam-
pling the observations and model results at equidistant
intervals for a common data range.

[53] We first estimate the model performance with
respect to the ocean surface values: R (Table 5) and
RSD of almost all properties are close to 1, indicating
that the model reproduces well the observed spatial dis-
tributions. The largest deviations here correspond to
pCO2 (R 5 0.66, i.e., indicating deficiencies in the repre-
sentation of the spatial distribution) and silicate
(RSD 5 1.71, i.e., lacking representation of the spatial
variance). R for phosphate is 0.95, considerably better
than the correlation of about 0.8 for the four models
tested by Schneider et al. [2008]. ME is less than 0.2 for
pCO2, TA, and silicate, indicating that the model error
is larger than the observational spatial variability for
half of the tested variables. MB indicates an overestima-
tion of silicate and underestimation of phosphate (con-
firmed by the visual analysis of Figures 7 and 8 with the
strongest differences in the Southern Ocean). While
pCO2 has a poor R and ME in comparison to other var-
iables, its BD is the smallest one, suggesting a good rep-
resentation of the observed pattern.

[54] Quantitative metrics for depth levels 100, 500,
1000, and 3000 m (Table 5) indicate that 21 of 36 met-
rics at the 100 m depth improve in comparison to the

surface, suggesting a general better representation of
observations at this depth. The levels deeper than 100 m
show generally a larger deviation of the model results
from observations. The deepest level (3000 m) performs
better than the 500 and 1000 m depth levels, particu-
larly with regard to R. This indicates better representa-
tion of the spatial distribution of the variables closer to
the ocean bottom. This improvement could be due to
topographic constraints and homogenization of the var-
iables. The horizontal area where the variables can
spread reduces a lot at 3000 m depth and the variables
are more homogeneously distributed or mixed at depth
in the absence of major sources and sinks, presenting
less structure or spatial variability than at the surface.
Metric analysis also allows comparing the match of
simulated variables with observations at the various
depth levels: variables better represented at 100 m depth
than at the surface are TA, nitrate, phosphate, and sili-
cate, while at the deeper levels only silicate is better rep-
resented than at the surface.

4.4. Sensitivity of Model Performance to Different
Spatial Resolutions

[55] We compare the two spatial model resolutions
(LR and MR) using quantitative metrics in Table 5. At
the ocean surface, there is little to no improvement in
the representation of model parameters in the finer
resolved model configuration. This is a consequence of
the same horizontal resolution of the atmospheric
model and the same coupling frequency between ocean
and atmosphere in LR and MR configurations. A little

Figure 15. Taylor diagrams of several key ocean biogeochemistry diagnostics (represented by different colors) in
CMIP5 experiments. Observational database is given in section 4.1. Modeled values are from the historical MPI-
ESM-LR (shown by circles) and MPI-ESM-MR (shown by crosses) experiments.
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improvement in silicate is achieved in the MR version.
The MR model, however, improves considerably in the
deeper levels compared to the surface in comparison to
LR. At 100 m depth and below most model variables
(except for TA) perform better in MR than in LR con-
figuration. Also Taylor diagrams (Figure 15) for vari-
ous variables at the surface, 100 m, 500 m, 1000 m, and
3000 m depth, for LR (circles) and MR (crosses) con-
firm this conclusion. In a Taylor diagram, the observa-
tions are represented by a standard deviation and
correlation of 1. Any deviations from 1 for either stand-
ard deviation or correlation represent a mismatch of
modeled variables from observations. The larger the
deviation, the worse is the model performance. Com-
parison of the circles and crosses indicates that while
the performance at the surface is almost identical, the
model bias in MR is smaller than in LR at depth. This
is particularly true for intermediate depths (500 and
1000 m), where the crosses are clearly closer to 1 than
the circles. Furthermore, Taylor diagrams also show
that most model variables (for instance TCO2, TA, oxy-
gen, and nitrate) perform better at the surface or below
3000 m than at intermediate depths for both resolu-
tions. These findings are in agreement with those of
Schneider et al. [2008] and are confirmed by other statis-
tical metrics (Table 5). Also indicated by the Taylor dia-
grams and the metrical analysis is that one of the better
represented variables at the surface is O2. While silicate
seems to be the only variable that improves at interme-
diate depths it shows somewhat worse performance at
the surface (with R 5 0.8 and RMS51 at the surface
and R 5 0.9 and RMS50.5 at 1000 m depth).

[56] The influence of the resolution change on the
model capability to represent spatial patterns can be
demonstrated if we subtract the absolute difference of
the model and observations in the MR runs from the
LR runs (Figures 2–8). This identifies the regions with a
better match with observations due to the resolution
change. Changes in pCO2 with resolution are patchy,
and a concluding remark is difficult. However, there
seems to be a general improvement in the tropics and
southern subtropics, consistent with the improvements
in the MR version of MPIOM (Jungclaus et al., submit-
ted manuscript, 2012). MR seems to be counterproduc-
tive in the northern Atlantic and the northern Pacific.
Note, however, that we are comparing a bipolar and a
tripolar grid with no homogeneous grid size, which
means that there are regions, e.g., around Greenland
which actually have a slightly higher resolution in the
LR (bipolar grid) than in the MR (tripolar grid) model
version (Jungclaus et al., submitted manuscript, 2012).
Distinct improvements in surface concentrations of ox-
ygen (Figure 5), nitrate (Figure 6), phosphate (Figure
7), and silicate (Figure 8) in the MR resolution are in
the ACC system (especially in its Indian Ocean sector),
indicating a potential significance of eddies in this
region. Analogous to statistical metrics, visual analysis
also indicates that the MR improves the match with
observations at depth rather than at the surface, partic-
ularly at 500 m and below and mostly for the eastern
boundary in the tropical Pacific and Atlantic Oceans.

Note that the improvement at depth is due to horizontal
(and not vertical) resolution. The improvement of the
model at depth in the eastern boundary regions is also
confirmed by comparing data and observations at verti-
cal transects at 5�E and 85�W (not shown). This could
indicate a better representation of coastal Ekman
pumping (and therefore of upwelling) at the equator in
the MR model configuration.

5. Internal Model Variability in the Simulations
With Prescribed and Interactive Atmospheric CO2

[57] Comparison of simulations with and without cli-
mate change performed within the Coupled Climate
Carbon Cycle Model Intercomparison Project (C4MIP)
[Friedlingstein et al., 2006] demonstrated that the ocean
and land carbon sinks noticeably decrease under global
warming due to climate-carbon cycle feedbacks. Posi-
tive feedbacks between climate change and the carbon
cycle lead to a higher airborne fraction of anthropo-
genic CO2 emissions, and therefore to an acceleration
of global warming [Cox and Jones, 2008]. Hence, simu-
lations with the interactive carbon cycle belong to the
set of standard experiments within CMIP5. Different
sets of experiments with an interactive (free) carbon
cycle have already been performed with the MPI-ESM
precursor Earth system model COSMOS revealing a
good reproduction of historical data [Roeckner et al.,
2011] and a stable interactive carbon cycle over the last
millennium (Junglcaus et al., 2010). This model has also
been used to study responses of the global carbon cycle
(Brovkin et al., 2010) and ocean biogeochemistry
(Segschneider et al., 2013) to large-scale volcanic erup-
tions. Here we discuss MPI-ESM CMIP5 simulations
for the historical period (1850–2005) forced by (see
details in section 3.2) prescribed atmospheric pCO2 and
by anthropogenic emissions of CO2, referred to as
experiments Hist and esmHist, respectively (Table 3).
Only in experiment esmHist fluxes of carbon between
ocean and atmosphere and between land reservoirs and
atmosphere have a direct impact on the atmospheric
CO2 concentration and, hence, on climate. Note that
simulations with interactive atmospheric CO2 concen-
trations were performed only in LR model
configuration.

[58] As a result of different forcing, atmospheric CO2

concentration is not a globally uniform value in experi-
ment esmHist. The near-surface (1000 hPa) atmospheric
CO2 concentrations in esmHist are higher than in Hist,
especially over the continental regions of the Northern
Hemisphere where the main sources of anthropogenic
CO2 emissions are located. The largest differences in
atmospheric near surface pCO2 over the ocean are
found in the Arctic, northwestern Atlantic, and in the
Pacific (Figure 16a). The global mean atmospheric CO2

concentration at 1000 hPa in esmHist is about 3.5 ppm
higher than in experiment Hist in the last 10 years of
the twentieth century.

[59] Consistent with the higher atmospheric CO2 con-
centration, also the global mean oceanic surface pCO2

is slightly higher in most regions in esmHist. The
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differences between esmHist and Hist in the ocean sur-
face pCO2 (Figure 16b) show more local structures than
for atmospheric pCO2 with largest positive anomalies in
the North Atlantic and the North Pacific. This may
imply a somewhat smaller CO2 uptake by the ocean
given smaller sea-air pCO2 difference in the interactive
CO2 simulation in these regions. However, this cannot
be generalized for the whole ocean, since in the high
pCO2 regions such as the EEP and the southern tropical
Atlantic, the differences are only weakly positive or
even negative. As expected, the difference pattern is

patchy in the Southern Ocean where internal variability
is large.

[60] The nonuniform distribution of atmospheric
pCO2 in esmHist (Figures 16a and 16b) may trigger a
different land-sea thermal contrast by trapping more
long wave radiation over land, resulting in different
atmospheric and oceanic circulation and climate state.
The interactive CO2 simulation produces higher SST in
the tropical Pacific, northeastern Pacific, and most
regions of the Southern Ocean; SST is lower in the mid-
latitudes of the North Atlantic, northwestern Pacific,

Figure 16. Differences of esmHist and Hist experiment calculated as the mean of the years 1991–2000 for (a)
atmospheric CO2 concentration at 1000 hPa level, (b) oceanic surface pCO2, and (c) sea surface temperature.
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and some regions of the Southern Ocean (Figure 16c).
The global mean SST is slightly (0.05K) higher in the
interactive CO2 simulation. These relatively small dif-
ferences are dominated by the different phasing of the
model variability. Various realizations of the esmHist
and Hist experiments initialized from different years of
the control run (not shown) produce a somewhat differ-
ent spatial pattern in SST anomalies and in their global
mean values (ranging from 10.07K to 20.06K in the
different ensemble members, i.e., in the same range as
for the difference between esmHist and Hist). Addition-
ally, separate spin-up runs had to be performed for
experiments esmHist and Hist leading to slightly differ-
ent initial conditions in the two historical simulations.
Slightly higher temperature in esmHist also leads to an
increased soil respiration and net primary production
on land providing a positive feedback on atmospheric
pCO2 [Reick et al., 2010] (R. Schneck et al., The land
contribution to natural CO2 variability on time scales
of centuries, submitted to Journal of Advances in Model-
ing Earth Systems, 2012, V. Brovkin et al., Evaluation
of vegetation cover and land-surface albedo in MPI-
ESM CMIP5 simulations, submitted to Journal of
Advances in Modeling Earth Systems, 2012). Neverthe-
less, CO2 forcing during the historical time period is
insufficient to override the internal model variability.

[61] The interactive CO2 simulation (esmHist) pro-
duces a slightly higher oceanic surface pCO2 through-
out the most of the twentieth century beginning around
1940s (Figure 17), with a maximum difference of about
10 ppm in the 1960s. The atmospheric CO2 concentra-
tions in the CMIP5 historical forcing file show nearly
constant values around 310 ppm from 1940 to 1950
(not shown) whereas the emissions used to force esmH-
ist rise from 1.34 to 1.58 GtC yr21 over this period.
This makes the difference in forcing (rather than the cli-
mate-carbon cycle feedbacks) the more likely cause for
the deviations between esmHist and Hist. Quite large
uncertainties exist in the quantification of these feed-
backs. The third Hadley Centre coupled ocean-atmos-
phere model (HadCM3) for instance produced
atmospheric CO2 concentration about 50 ppm higher in
an interactive CO2 simulation by 2000 [Cox et al.,
2000]. Fung et al. [2005] reported a 2 ppm higher atmos-
pheric CO2 concentration in an interactive CO2 simula-
tion by the end of the twentieth century using the
National Center for Atmospheric Research-Climate
System Model 1 coupled carbon-climate model (NCAR
carbon-CSM1.4).

[62] The globally integrated atmosphere to ocean
CO2 flux shows a positive trend as the atmospheric CO2

concentration increases. The interannual variability is
more prominent in the interactive CO2 simulation: it
produces a 25% larger standard deviation than the pre-
scribed atmospheric pCO2 simulation after removal of
the 10 year running mean. This indicates higher vari-
ability of the model with the free atmospheric pCO2.
However, as of today, no evaluation concerning the
degree of realism of this variability is available. The
ocean takes up more CO2 in the prescribed atmospheric
pCO2 simulation in most of the twentieth century

except for the years from 1940 to 1970 when the atmos-
pheric pCO2 is much lower in Hist than in esmHist. The
cumulative oceanic CO2 uptake through the whole his-
torical simulation period from year 1850–2005 is 2.59
Pg C larger in the prescribed atmospheric pCO2

simulation.
[63] In summary, the comparison between the

esmHist and Hist simulations indicates that the former
produces slightly higher near surface atmospheric CO2

concentration and hence a different global temperature
and corresponding climate responses. Given the small
magnitude of the differences in pCO2 it is, however, dif-
ficult to disentangle the changes arising from internal
variability of the two simulations, climate-carbon cycle
feedbacks, or changes in the forcing.

6. Ocean Carbon Cycle in Idealized Experiments

[64] We also evaluated components of the ocean car-
bon cycle in the idealized CMIP5 experiments (Table 3)
including an abrupt 4 3 CO2 scenario (in which the
atmospheric pCO2 is instantaneously set to four times
the preindustrial value, i.e., 1138.9 ppm corresponding
to a release of 1811 GtC into the atmosphere and kept
at this level for 140 years) and a 1% p.a. scenario (in
which the atmospheric pCO2 increases by 1% p.a. until
it has reached 4 3 CO2, i.e., also 140 years). The main
purpose of these experiments within this and earlier
CMIPs is to diagnose transient (1% p.a.) and equilib-
rium (4 3 CO2) climate sensitivity, respectively. These

Figure 17. Temporal evolution of the (a) global mean
oceanic surface pCO2 and (b) surface downward CO2

flux calculated in the experiments esmHist and Hist.
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experiments can also be used to evaluate the marine car-
bon cycle dynamics for a very rapid and a more steady
increase in atmospheric pCO2. Furthermore, we discuss
the idealized experiments esmFixClim and esmFdbk to
give an estimate of the climate- and the pCO2-driven
changes in oceanic CO2 uptake, respectively.

[65] Consistent with the experiment setup, the CO2

flux into the ocean is very large at the beginning of the
experiment (around 100 GtC yr21) due to the large dif-
ference in atmospheric and oceanic pCO2 in the abrupt
4 3 CO2 run (hereafter a43; Figure 18, middle). Al-
ready in the second year, the oceanic uptake of carbon
is reduced to about 40 GtC yr21, and it drops further
over the following 20 years as the oceanic pCO2

increases toward the atmospheric value of 1138.9 ppm.
This weakening is additionally enhanced due to
increased SST (Figure 18). Oceanic uptake of carbon
slowly decreases further being 3 GtC yr21 at the end of
the experiment (after 140 years). Note that the response
in a43 is to some extent similar to that of a pulse of
CO2 in the Earth system but also that it is different in
particular for the tail end as the atmospheric pCO2 is
kept at 4 3 CO2 level.

[66] The time-dependent atmospheric pCO2 concen-
tration is used to force three further experiments (Fig-
ure 18): In experiment 1% p.a., both climate and carbon
cycle are forced by increasing pCO2. In experiment esm-
FixClim, only the carbon cycle is forced by increasing
pCO2, and in experiment esmFdbk only the climate sys-
tem is forced by increasing pCO2. In experiment 1%
p.a., global CO2 uptake is small at the beginning and
increases with time in accordance with the faster rising
atmospheric pCO2 towards the end of the experiment.
In experiment esmFixClim, where the climate is kept
constant at preindustrial level, the uptake rate is larger
than in experiment 1% p.a. by about 1 GtC yr21 at the

end of the experiment. Finally, in experiment esmFdbk,
the change of ocean-atmosphere carbon flux for prein-
dustrial atmospheric pCO2 due to climate change as it
would occur under a 1% p.a. increase in atmospheric
pCO2 (shown here as increase in global mean SST, Fig-
ure 18 bottom) is estimated as an outgassing of about 1
GtC yr21.

[67] Strictly speaking this set of experiments cannot
be used to evaluate the climate-carbon cycle feedback,
since in none of the experiments the feedback of the cli-
mate-induced reduction of oceanic uptake on the
atmospheric pCO2 and hence climate is considered. The
set of experiments, however, allows quantifying and
separating the impact of climate change and atmos-
pheric pCO2 on oceanic carbon uptake. In the above
experiments, the atmospheric pCO2 change alone would
result in an uptake rate of about 7 GtC yr21, which is
reduced by about 1 GtC yr21 due to climate warming,
resulting in a combined uptake rate of 6 GtC yr21.

[68] The global values of the integrated primary pro-
duction over the euphotic zone (INTPP) and the export
production at 90 m (EP100) are roughly 61.5 and 9 GtC
yr21, respectively (not shown). The internal variability
is about 5 GtC yr21 for INTPP and 1 GtC yr21 for
EP100. In experiment esmFixClim INTPP and EP100
show no trend over the 140 yrs of the experiment, as the
climate is kept constant. In experiment 1% p.a. and
esmFdbk, INTPP and EP100 decrease almost linearly
in time to a value of 50 GtC yr21 (INTPP) and 7.3 GtC
yr21 (EP100). In experiment a43 the decrease of
INTPP and EP100 occurs more quickly over the first 25
years: INTPP decreases from 61.5 to about 48 GtC
yr21, and EP100 from 9 to 7 GtC yr21. After 25 years,
the global integrals of INTPP and EP100 show no fur-
ther trend. Overall, temporal evolution of INTPP and
EP100 in all idealized experiments reflects that of SST
(Figure 18) more closely than it does for the CO2 flux.

7. Summary and Conclusions

[69] In this paper we evaluate the performance of the
global ocean biogeochemistry model HAMOCC as
component of the MPI-ESM in the framework of dif-
ferent CMIP5 experimental realizations (model version
HAMOCC 5.2). HAMOCC 5.2 in CMIP5 experiment
‘‘historical’’ (Hist; Table 3) captures the general
observed present day distribution of biogeochemical
variables fairly well compared to the available observa-
tional database and based on quantitative metrics. The
skill of the model to reproduce observations decreases
with depth in both configurations (LR and MR) as
indicated by quantitative metrics and the Taylor dia-
grams. An improved horizontal resolution (MR) has a
positive impact on model performance in the deeper
layers, while the performance at the surface remains
almost unchanged. The improvement in the deep layers
of the eastern boundary regions in the tropical Pacific
and Atlantic in MR indicates a better representation of
the interior water mass properties, as well as a better
representation of the ocean current systems, i.e., the
Agulhas and Equatorial current system (Jungclaus

Figure 18. (upper) Atmospheric CO2; (middle) CO2

flux into the ocean (note the reversed vertical axis), and
(bottom) sea surface temperature in idealized experi-
ments in 1% p.a. CO2 increase and abrupt quadrupling
of CO2 concentrations see Table 3 for details.

ILYINA ET AL.: THE MODEL HAMOCC WITHIN MPI-ESM IN CMIP5

26



et al., submitted manuscript, 2012). The similarities
between the surface values in the MR and LR model
configurations indicate shortcomings of the atmos-
pheric model, e.g., the overestimation of convection
over the warm pool in the tropical Pacific (Stevens
et al., submitted manuscript, 2012) and/or the insuffi-
cient coupling frequency between the ocean and the
atmosphere (once a day; Giorgetta et al., submitted
manuscript, 2012). The ACC system tends to produce
large deviations between model and observations due to
a combination of insufficient representation of the mod-
eled interior water masses (Jungclaus et al., submitted
manuscript, 2012) and deficiencies of the ice model
(Notz et al., submitted manuscript, 2012). Furthermore,
shortcomings due to simple globally tuned formulations
of ecosystem processes, vertical fluxes, and oxygen cycle
which are common in existing global ocean biogeo-
chemical models [Schneider et al., 2008; Steinacher
et al., 2010; Roy et al., 2011; Cocco et al., 2012; Andrews
et al., 2012] still persist in HAMOCC regardless of its
horizontal resolution.

[70] We also compared the experiment Hist (see Table
3) forced by prescribed atmospheric CO2 concentra-
tions to the experiment forced by CO2 emissions (inter-
active carbon cycle; esmHist). This comparison
indicates that while being consistent in the representa-
tion of the historical evolution of the ocean carbon
cycle components, the interactive carbon cycle simula-
tion results overall in slightly higher SST (0.05K),
higher (by about 3.5 ppm) atmospheric pCO2 (espe-
cially over the Northern Hemisphere), and (up to 10
ppm) higher oceanic pCO2 relative to the experiment
forced by prescribed atmospheric CO2 concentrations.
These differences are due to different phasing in the in-
ternal model variability and lead to only indiscernible
variations in the pattern of the oceanic uptake of CO2

between the two experiments over the twentieth cen-
tury. Additionally, our analysis indicates a 25% higher
variability in the CO2 uptake in the free carbon cycle
experiment.

[71] On the contrary, the rate at which atmospheric
CO2 concentration increases in idealized experiments
(i.e., transient versus abrupt) affects the oceanic carbon
sink evolution significantly. While in the transient
increase experiment, uptake of atmospheric CO2 by the
ocean gradually increases over time, it decreases in the
abrupt atmospheric CO2 increase experiment after a
sharp initial rise. With regard to the impact of climate
warming on the oceanic uptake of CO2, for a 1% p.a.
increase in atmospheric pCO2 over 140 years, the
induced climate change at the end of the experiment
would result in a 1 GtC yr21 smaller flux of carbon into
the ocean at preindustrial atmospheric pCO2.

[72] Overall, the model HAMOCC 5.2 performs well
as the MPI-ESM’s ocean biogeochemistry component.
The distribution of model variables and behavior of the
modeled processes are consistent between the different
model configurations with respect to spatial resolution
and the CO2 forcing, being suitable for the type of nu-
merical experiments required within the CMIP5
framework.
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