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ABSTRACT

Based on research showing that in the case of a strong aerosol forcing, this forcing establishes itself early in

the historical record, a simple model is constructed to explore the implications of a strongly negative aerosol

forcing on the early (pre-1950) part of the instrumental record. This model, which contains terms representing

both aerosol–radiation and aerosol–cloud interactions, well represents the known time history of aerosol

radiative forcing as well as the effect of the natural state on the strength of aerosol forcing.Model parameters,

randomly drawn to represent uncertainty in understanding, demonstrate that a forcing more negative

than21.0Wm22 is implausible, as it implies that none of the approximately 0.3-K temperature rise between

1850 and 1950 can be attributed to Northern Hemisphere forcing. The individual terms of the model are

interpreted in light of comprehensive modeling, constraints from observations, and physical understanding to

provide further support for the less negative (21.0Wm22) lower bound. These findings suggest that aerosol

radiative forcing is less negative and more certain than is commonly believed.

1. Introduction

A perturbation to the composition of Earth’s atmo-

sphere can be quantified through the degree to which it

disturbs the radiative balance at the top of the atmo-

sphere, its radiative forcing. This radiative forcing is a

motive force for climate change as (at least for small

perturbations) Earth’s globally averaged surface tem-

perature is expected to change proportionally with the

forcing (e.g., Myhre et al. 2013a; Sherwood et al. 2015).

More than 20 years ago Charlson et al. (1992) used

simple physical arguments to raise the specter of a rel-

atively large but negative (22.3Wm22) radiative

forcing by tropospheric aerosols resulting from human

activities. Although subsequent assessments (e.g.,

Boucher et al. 2013) have suggested that the present-

day radiative forcing by the tropospheric aerosol (Faer)

is somewhat smaller (20.9Wm22), the specter of a

large forcing lingers as uncertainty (ranging from 20.1

to 21.9Wm22 for a 90% confidence interval) arises

from a poor understanding of how clouds respond to

aerosol perturbations.

One important implication of a strongly negative

aerosol forcing is that Earth’s globally averaged surface

temperature must be very sensitive to greenhouse gas

forcing to have risen at all over the instrumental record.

Another implication is that if Faer fails to intensify apace

with the positive greenhouse gas forcing, for instance

because of efforts to reduce pollution, Earth’s surface

temperatures will rise more rapidly (Charlson et al.

1991; Brasseur and Roeckner 2005).

The complexity of the processes leading to an aerosol

forcing is daunting, and understanding remains rudi-

mentary. The scale of the processes controlling the

lifetime and composition of the aerosols and their in-

teraction with clouds is far below what can be resolved

by a large-scale model. So even if these processes were

well understood, it would be far from trivial to represent

with any quantitative fidelity their collective effects on

the scales of motion representable by a global model. So

it is not surprising that Earth systemmodels constructed

to estimate Faer through an incorporation of aerosol

processes remain sensitive to a large number of poorly

constrained assumptions (Boucher et al. 2013; Hoose
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et al. 2009; Golaz et al. 2011). Even in the modern pe-

riod, during which aerosols have been relatively well

observed by networks of ground stations, advanced

surface remote sensing, numerous airborne measure-

ments, and a constellation of satellite sensors, Earth

system models do not agree as to whether radiative

forcing1 has been increasing, decreasing, or not changing

at all (Shindell et al. 2013; Kühn et al. 2014; Carslaw
et al. 2013).

For these reasons, I believe there is little foundation

for the expectation that comprehensive modeling alone

can provide a basis for reducing uncertainty in esti-

mates of Faer or that somehow these models encapsu-

late uncertainty in understanding. Fortunately, even

for very complex problems, simple-minded ap-

proaches, when targeted to a particular aspect of the

problem, can sometimes provide surprising insights.

The present lower bound for Faer is a case in point, as it

stems from the realization that a more negative forcing

would be incompatible with the observational record

since 1950 (Murphy et al. 2009). In this paper I argue

similarly, but instead combine an understanding of the

temperature record before 1950 with physical reason-

ing and insights arising from the robust response of

comprehensive models to make the case for a sub-

stantially less negative lower bound for Faer

(21.0Wm22). When combined with an upper bound

derived from the more recent observational record

(Murphy et al. 2009) this implies an uncertainty range

in aerosol forcing between 20.3 and 21.0Wm22, re-

ducing by nearly a factor of 3 the uncertainty in this

important quantity.

Mymain arguments are developed in three parts. First, I

develop and motivate a simple model designed to repre-

sent the time history of Faer, and through which a revised

lower bound of its present-day value is derived. Second, I

interpret this model in light of present understanding of

aerosol processes, and show that this understanding is

consistent with a less negative lower bound on Faer. Third,

through an analysis of simulations conducted as part of

phase 5 of the Coupled Model Intercomparison Project

(CMIP5; Taylor et al. 2012), I argue that a smaller forcing

is implied when one compares the response of the models

to available observations. At the end of themanuscript the

implications of my findings are discussed. In a series of

appendixes further theoretical justification is given for the

simple model used to interpret the historical aerosol

forcing. In addition, the methods, models, and a more

complete description of primary data sources are

presented.

2. A simple model for the time history of aerosol
forcing

The central idea developed in this paper is that if

aerosol forcing arising from the interactions between

aerosols and clouds increases sublinearly with emissions,

for instance logarithmically as is suggested both by

physical understanding and comprehensive modeling

(Charlson et al. 1992; Carslaw et al. 2013), then a dis-

proportionate amount of the forcing would be expected

to arise early in the instrumental record. Put another

way, one unit of emissions in a pristine atmosphere can

be expected to introduce a larger radiative forcing than

one unit of emissions in an atmosphere already bur-

dened by substantial anthropogenic emissions. The im-

plication is that during the early part of the industrial

period aerosol forcing will have increased dispropor-

tionately compared to greenhouse gas forcing, and

hence it might be informative to look to this period to

help disentangle the effect of the radiative forcing of

aerosols from other anthropogenic forcings.

To take advantage of this line of thought one requires

a model capable of resolving the temporal evolution of

aerosol forcing. In principle a climate–chemistry model

could be used for this purpose. In practice the most

comprehensive models are usually run for short time

periods with preindustrial climate forcings, and again for

the present day, with relatively little regard to what

happens in between. Simulating the entire history of the

industrial period with a comprehensive model is com-

putationally expensive, but not prohibitively so; but as-

sessing and sampling the uncertainty space of such a

model is another story (cf. Carslaw et al. 2013). To cir-

cumvent this difficulty, I posit a functional form for the

aerosol forcing whose time dependence is carried solely

by the global emission history of sulfur dioxide (SO2),

which I denote by Qa.

Parameterizing Faer as a function of Qa has a long his-

tory, most notably dating back to the seminal work of

Charlson et al. (1992). For readers unfamiliar with such an

approach it may be helpful to review the material in ap-

pendixes A and B where the physical justification for re-

lating Faer to Qa is developed more systematically.

Parameterizing Faer as a function of Qa is attractive be-

cause emissions of SO2 from the combustion of fossil fuels,

biomass, and metal smelting are reasonably well known as

summarized by Smith et al. (2011) (see Fig. 1). Because

emissions are bounded by the available sulfur in the fuel

1Here and throughout radiative forcing defined as a global

quantity. Although there is clear evidence of regional changes in

emissions of aerosols and aerosol precursors during the modern

period, the available evidences suggests that these have at most

a regional imprint (e.g., Murphy et al. 2009; Stevens and Schwartz

2012; Murphy 2013; Bengtsson and Schwartz 2013).
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(or ore) they are relatively well constrained2 as compared

to some other by-products of combustion (Smith

et al. 2011).

In the remainder of this section the twomain premises

of the simple model for Faer are outlined in more detail,

after which the implications of aerosol forcing varying as

predicted by the simple model are explored and from

which a new lower bound on aerosol forcing is derived.

a. Scaling aerosol forcing by SO2 emissions

As a first approximation I simply assume that Faer can

be expressed as a function of Qa As an empirical state-

ment my assumption is well supported by available data

and modeling as illustrated by Fig. 2.

To demonstrate the form of the relationship between

Faer and Qa in Fig. 2, three sources of information have

been compiled and normalized: calculations from the

model intercomparison study of Shindell et al. (2013) are

shown as the black-filled circles, calculations from the

modeling study of Carslaw et al. (2013) are shown by the

blue-filled circles, and values tabulated in Annex II of

the Intergovernmental Panel on Climate Change (IPCC)

Fifth Assessment Report (AR5) (Prather et al. 2013) are

shown as smaller gray-filled circles. Because Carslaw

et al. only estimate the forcing from aerosol–cloud in-

teractions (Faci), a contribution from aerosol–radiation

interactions (Fari) is added to those authors forcing esti-

mates to derive an estimate of the total aerosol forcing.

The contribution by Fari, which is added to the Carslaw

et al. estimate of Faci, is calculated by assuming that Fari

scales linearly withQa (for reasons justified later) and by

setting the present-day value of Fari to 20.45Wm22

following IPCC AR5 (Boucher et al. 2013). For the data

points taken from the Shindell et al. (2013) and Carslaw

et al. (2013) studies, values of Faer are linearly scaled to

yield Faer 5 20.9Wm22 for the present day, in agree-

ment with data fromAnnex II of AR5. To the extent that

the data fall on one curve, it suggests that although dif-

ferent models might disagree on the sensitivity of Faer to

Qa, there is some robustness in the form of the relation-

ship. The data collapse reasonably well, especially over

the period between 1900 and 1980 when anthropogenic

burdens increase the most.

A critical eyemight complain that after 1980 and prior

to 1900 the form of the relationship between Faer andQa

shows more dependence on the source of the estimate.

For instance, after 1980 some estimates show Faer

changing more than would be expected given the rela-

tively small change inQa. And before 1850, the estimate

for Faer from the AR5 is muchmore sensitive to changes

in Qa than is the estimate by Carslaw et al. (2013). But

the figure also shows that the post-1980 departures from

the midcentury form of the relationship between Faer

and Qa are not robust, and that for the early period the

AR5 estimates are not believable. The AR5 estimate of

Faer implies a tremendous sensitivity toQa prior to 1850,

relatively small sensitivity through the first part of the

twentieth century, and again a larger sensitivity between

1950 and 1980. There is no real physical basis for such

strong and discrete changes with time, particularly dur-

ing that period. Although changes in fuels or methods of

combustion could affect aerosol optical properties, for

instance through the coemission of other aerosol pre-

cursors and/or black carbon, and the ice-core record

provides some evidence of this (McConnell et al. 2007;

Fischer et al. 1998), the observed changes cannot explain

shifts in theAR5 record.More plausibly they result from

the effects of using different modeling studies for dif-

ferent time periods when constructing the AR5 estimate

(Shindell et al. 2013).

Nonetheless, because Faer(Qa) relates the globally

averaged forcing to globally averaged sources, it stands

to reason that even if aerosol radiative effects scale with

the local burden, changes in the distribution and nature

of sources will change the relationship between Faer and

Qa over time. This type of effect is expected to be most

pronounced for Faci, which saturates as burdens in-

crease, thereby increasing the sensitivity of the forcing

to the spatial and temporal distribution of the burden.

To the extent that changing patterns of emissions are

important for the global forcing, it would be more ap-

propriate to express Faer as a function of the source

strength of the different patterns of emissions, some-

thing that comprehensive models are designed to do.

FIG. 1. Anthropogenic SO2 emissions Qa from Smith et al.

(2011). By 1950 SO2 emissions had reached half their present-day

value. The blue line is a fit to the data (see appendix C).

2 Carslaw et al. (2013) estimate that uncertainty in Qa makes a

nonnegligible contribution (38%) to the forcing uncertainty;

however, their quantification was based on an informal estimate

(expert survey) of uncertainty that was a factor of 4 larger than that

estimated by Smith et al. (2011).
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Two of the three models [Geophysical Fluid Dynamics

Laboratory Atmospheric Model, version 3 (GFDL

AM3), and GISS-E2-R; expansions of model names and

other acronyms and abbreviations are available online

at http://www.ametsoc.org/PubsAcronymList] analyzed

by Shindell et al. (2013) for the period between 1980 and

the present day indeed show that, starting in the 1990s, a

multiple (rather than single) pattern-based approach

might be necessary to encapsulate the global forcing, as

the rise of SO2 emissions in South andEastAsia give rise

to a forcing from aerosol–cloud interactions that more

than offsets the reduction in forcing caused by declining

North American and European emissions. The response

of these two models explains the scatter in the com-

prehensivemodeling estimates at high sulfate burdens in

Fig. 2 and is the basis of the claim by Shindell et al.

(2013) that, despite a reduction in Qa, Faer has become

more negative over the past 30 years. However, the

signal underlying this claim is very small compared to

the uncertainties in the modeling, and is not robust; an

equal number of studies show no change in forcing be-

tween 1980 and 2000 [e.g., the blue points in Fig. 2, which

are taken from Carslaw et al. (2103), as well as results

from the CSIRO model, which was the third one ana-

lyzed by Shindell et al.]. Amore recent study even shows

that there is a strong decrease in the magnitude of Faer

over the same period (Kühn et al. 2014).

The statement that Faer can be expressed as a function

of Qa has more than just empirical support. As men-

tioned at the top of this section, there are good physical

justifications for expressing Faer as a function of Qa.

These are discussed in more detail in section 4 and

appendixes A and B and motivate the development of

the physical model introduced in the next section. But in

simpler terms, the strength of the relationship in Fig. 2

can be interpreted as a manifestation of the idea that the

net forcing is proportional to the globally averaged

sulfate burden, and that sulfate burdens are pro-

portional to Qa. The first point follows either because

the radiative forcing from the sulfate aerosol still dom-

inates the total forcing or because the anthropogenic

burdens of important nonsulfate aerosols are reasonably

well correlated with sulfate burdens. A correlation be-

tween anthropogenic sulfate burdens and burdens of

nonsulfate anthropogenic aerosols could arise because

they are coemitted or simply because sulfate burdens

are a good indicator of human activity. In either case the

strong relationship between Faer and Qa is indicative of

the fact that differences associated with changing pat-

terns of emissions and changes in the mix of nonsulfate

aerosols do not project strongly on to the time history of

Faer. The second point follows from the idea that

changes in the oxidation rate of SO2 and sulfate lifetimes

are small compared to changes in Qa.

FIG. 2. Different estimates of the aerosol forcing, normalized to the best estimate of the IPCC

AR5, vs anthropogenic sulfate emissions taken from Smith et al. (2011). Estimates from

comprehensive modeling are provided for recently published studies (Carslaw et al. 2013;

Shindell et al. 2013) by large filled circles with 1s uncertainty indicated by the vertical lines. For

comparison to the AR5, all estimates are normalized to correspond to the AR5 best estimate,

as in the AR5 Annex II (see text for further details). AR5 time series of aerosol forcing are

shown by the closed gray circles. The solid line through the data is based on Eq. (1) with

a5 0.001 875, b5 0.634, andQn 5 76 Tg SO2 yr
21. Following work that shows that a stronger

aerosol forcing is associated with a weaker natural sulfate source (Carslaw et al. 2013). The

dotted lines show how Faer changes if Qn is increased or decreased by 50%.
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In summary, the idea that Faer scales with Qa, long a

linchpin of arguments for a strong aerosol forcing (e.g.,

Charlson et al. 1992), remains a reasonable assumption

for exploring the variation of global forcing over the

historical period as a whole. To put it another way, al-

though one can certainly imagine why Faer need not

remain a simple function of Qa, present understanding

does not warrant abandoning the considerable simplifi-

cation that this assumption entails.

b. A simple model

Having established that expressing Faer a function of

Qa is a reasonable assumption, the form of this re-

lationship remains to be determined. I propose that

Faer 52aQa2b ln

 
Qa

Qn

1 1

!
. (1)

The time dependence of this expression is carried by the

time dependence ofQa. A natural sourceQn is included

in the model, which can be interpreted as the equivalent

magnitude of the SO2 source required to produce the

observed natural distribution of cloud droplets. That

along with a and b constitute the solemodel parameters.

The simplicity of Eq. (1) belies the amount of research

that underpins it, a justification that I outline briefly be-

low and elaborate upon in the appendixes. The argu-

ments build very much on those introduced by Charlson

et al. (1992) but the treatment of individual terms builds

on what we have learned since that seminal study.

The first term in Eq. (1) is derived formally in

appendix A. It models the radiative forcing from

aerosol–radiation interactions Fari as being propor-

tional to Qa, following Charlson et al. (1992). The mag-

nitude of Fari depends on a number of factors, such as

the degree of cloud masking, the oxidation rate of SO2,

the composition of the aerosol, its covariability with me-

teorological conditions, and its lifetime. And although the

individual factors can vary greatly, the atmosphere is ef-

fective at mixing in the phase space defined by these

factors, so assuming that their net effect (i.e., the co-

variances among different terms) has varied little with

time as compared to variations in Qa is not as radical as

it might seem. This justifies lumping them into a single

time-invariant parameter a.

The second term in Eq. (1) is derived formally in

appendix B. It models the radiative forcing from aerosol–

cloud interactions Faci. Physically one expects Faci to

depend on the change in cloud droplet number concen-

trations N attributable to changes in the local aerosol

burden B. A number of relationships between B and N

have been proposed in the past, some of which are

summarized by Storelvmo et al. (2009). Most adopt a

power-law form, N } Bx. Assuming that the changing

burden results solely from the changing source strength

so that dB } dQ, it follows that dN/N } x(dQ/Q). Alge-

braic increments in the source strength have diminishing

returns; equivalently, the forcing from aerosol–cloud in-

teractions changes arithmetically for geometric changes

in the source strength. To capture these effects, it is

proposed that the forcing Faci depends logarithmically on

Qa similarly to what has been assumed in other studies

[cf. Fig. 6 in Boucher and Pham (2002) and Fig. 3 in

Carslaw et al. (2013)]. Analogously to a, the parameter

b subsumes a great many other processes, such as the

covariance of cloud susceptibility and aerosol loading,

which can be interpreted physically and whose net effect

is assumed to have not varied on average, over the

industrial period.

Despite its simplicity, Fig. 2 demonstrates that with a

suitable choice for the free parameters, Eq. (1)

provides a satisfactory model of the time history of Faer.

Through a different specification of its free parameters,

Eq. (1) also provides a way to encapsulate uncertainty,

as for instance would be represented by different re-

constructions of Faer by different comprehensive

models. A number of studies have emphasized that un-

certainty in estimates of Faci arise from differences in the

assumed strength of background aerosol burdens (e.g.,

Hoose et al. 2009; Carslaw et al. 2013). To represent this

effect a natural source, Qn has been introduced to pa-

rameterize the buffering effect of all natural aerosols in

terms of an equivalent SO2 source, which as such should

be larger than estimates of the natural SO2 source. It is

important because it implies that uncertainty in the

aerosol forcing is not linearly related to the central es-

timate of Faer, as it would be if a and b were the only

sources of uncertainty in the model. This behavior is in

contrast to what is presented in theAR5 (IPCC 2013, see

their Fig. SPM.5), which appears to be based on the

assumption that the forcing uncertainty is linearly pro-

portional to the forcing itself. The tendency of the un-

certainty in the forcing to increase more rapidly than

the forcing itself is evident in Fig. 2, where the spread

in the forcing estimates (shown by the difference be-

tween the dashed lines) grows faster with time than the

forcing itself, and is well established already by 1950.

3. Implications of the simple model for aerosol
forcing

Considerable benefit can be derived by expressing

Faer as a function ofQa. Emissions of SO2 increased very

rapidly from the early part of the twentieth century until

about the mid-1970s when regulations began limiting
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further emissions. Hence the emission history of SO2

(the main precursor of anthropogenic aerosols) is very

different from that of CO2. SO2 burdens have leveled

off, or even fallen, with the introduction of measures to

reduce pollution (Fig. 1), while CO2 arising from an-

thropogenic activities continues to accumulate in the

atmosphere. The short lifetime of aerosol particles and

their precursors also means that the spatial patterns of

forcing is disproportionately concentrated in the

Northern Hemisphere for aerosol byproducts of com-

bustion (and smelting), as compared to CO2, which is

long lived. Because of the disproportionate change in

aerosol forcing to a unit perturbation in a pristine at-

mosphere, these differences would be expected to be

amplified in the early part of the historical record, par-

ticularly in the Northern Hemisphere. For instance, in

the period before 1950 the anthropogenic sulfate burden

was increasing twice as rapidly as CO2 when measured

relative to their respective background burdens.

The period prior to 1950 is also interesting because

there was marked warming in the early part of the

century that appears difficult to reconcile with a very

strong aerosol forcing. The median of 100 ensemble

members from the HadCRUT4 dataset (Morice et al.

2012) suggest a 0.3-K warming. Indeed, it was this

warming that motivated early speculation as to the role

of rising concentrations of atmospheric carbon dioxide

(Callendar 1938). As shown in Fig. 3, most of this

warming occurred in a 30-yr period starting after the

termination of a period of active volcanism and ending

around 1950 when Qa began to increase very rapidly.

The temperature record also shows that the warming

does not obviously originate in the Southern Hemi-

sphere, as one might expect to happen if the global ra-

diative forcing were positive, despite a negative forcing

in the Northern Hemisphere. Combining Eq. (1) with

estimates of forcing from long-lived greenhouse gases

and chlorofluorocarbons (CFCs) suggests that for

Faer 5 21.5Wm22 the net radiative forcing prior to

about 1980 would have been negative (Fig. 4a). Given

the history of observed warming, and after accounting

for the volcanic activity in the three decades between the

early 1960s and early 1990s, this does not seem plausible.

This line of argumentation can be developed to fur-

ther bound the magnitude of an aerosol forcing whose

historical evolution can be described by an equation of

the form of Eq. (1). Supposing that, as is stated in the

AR5 (IPCC 2013), it is extremely likely thatmost of the

0.5-K warming since 1950 can be attributed to anthro-

pogenic activity, it seems equally unlikely that none of

the 0.3-K warming between 1850 through 1950 can be

attributed to anthropogenic forcing. Or put another

way, it seems very unlikely that the natural contribution

to the warming, generally thought to be due to a con-

fluence of increased insolation during a quiescent period

of volcanism (e.g., Suo et al. 2013), was so strong that it

offset a negative anthropogenic forcing. This idea that

the anthropogenic forcing was nonnegative at the end of

the period of rapid warming in 1950 can then be used to

provide tighter bounds on the present day magnitude of

Faer. Choosing 1950 as an end year emphasizes (for the

reasons discussed above) differences in aerosol versus

greenhouse gas forcing. It also avoids the effects from

very rapid increases in Qa between 1950 and 1975

(choosing 1975 would yield a yet stronger constraint)

that, convolved with the effects of volcanism starting

with the large eruption of Agung in 1963, may have in-

deed produced a negative forcing.

To estimate a lower bound for the present-day Faer

from the constraint that the total forcing value in the

year 1950 must be nonnegative, I evaluate Eq. (1) given

Qa in 1850, 1950, and 2005, with the parameters a, b, and

Qn chosen randomly from 105 draws of a prescribed

distribution. I thereby simulate a wide range of possible

relationships between Faer and Qa subject only to the

form of Eq. (1). Values of a are chosen to vary so that

their 2s range for the present day forcing is between20.1

and 20.6Wm22. The value of Qn is allowed to vary be-

tween 30 and 90 Tg SO2yr
21 (2s), which is 50% larger

than the values given by Carslaw et al. (2013) so as to

account for nonsulfate sources of background CCN.

Given a draw of a and Qn, the parameter b is chosen to

sample present-day aerosol forcing ranging from

FIG. 3. (a) Time series of hemispherically averaged surface

temperatures plotted as anomalies relative to the average over

the 1961–90 period and (b) their difference. Data are from the

HadCRUT4.2 dataset. Also shown are gray-shaded bands indi-

cating periods of more active volcanism.
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0 to 21.5Wm22 and thus is also varied over a consider-

able range, whereby the upper and lower bounds in this

range end up having no influence on the argument (i.e.,

one could sample much larger or much smaller forcing

without changing the result).

The value of the aerosol forcing associated with an

emission source equivalent to that in the year 2005 is

equated with the present-day aerosol forcing, and

denoted Faer. Estimates of the global aerosol forcing in

1850 and 1950 are combined with forcing from long-

lived greenhouse gasses (CO2, N2O, CH4, and CFCs) for

those same periods to calculate the change in the net

anthropogenic forcing. Other sources of anthropogenic

forcing, such as ozone and land use, are not included

here, but compensate one another to first order as dis-

cussed in appendix C. I denote the difference between

the anthropogenic forcing by aerosols and long-lived

greenhouse gases in 1950 and in 1850 by F*. Based on

the 105 different estimates of Faer(Qa), I calculate the

conditional probability, p(F*. 0jFaer). This probability

is presented graphically in Fig. 4b. It suggests that, to the

extent that the aerosol forcing follows the form of

Eq. (1), the requirement of a positive anthropogenic

forcing in 1950 implies an aerosol forcing that is not

more negative than 21.3Wm22.

Idealized experiments using several comprehensive

climate models suggest that the hemispheric tempera-

ture response is expected to follow the sign of the

hemispheric forcing. Voigt et al. (2014a) explored the

effect of asymmetric hemispheric forcing by perturbing

the surface albedos differently in the different hemi-

spheres (zero mean) in four different general circulation

models running in an aquaplanet configuration, all

with a very different representations of the tropical

climate. The asymmetric forcing, DF in Table 1, is

measured as the difference between the dark and bright

hemispherically averaged radiative forcing and is cal-

culated in a way that accounts for changes in cloudiness

(Voigt et al. 2014b). The calculations demonstrate

that a pronounced temperature difference results from

an asymmetric forcing, suggesting that shifts in the

Hadley cell (which is the prime way in which the at-

mosphere transports heat across the equator) does not

completely compensate hemispheric forcing asymme-

tries. Based on this result, and the evidence that the

warming in the early part of the century is, if anything,

stronger in the Northern Hemisphere, I argue that the

magnitude of Faer can be further bounded by requir-

ing the Northern Hemisphere value of F* to be

nonnegative.

The condition that F* averaged over the Northern

Hemisphere be nonnegative adds an additional con-

straint because the aerosol forcing is disproportionately

concentrated in the Northern Hemisphere. To arrive

at a lower bound on the forcing subject to this additional

constraint, I model the Northern Hemisphere aerosol

forcing as being proportional to its global value by a

factor g. Nine models [IPSL-CM5A-LR, CanESM2,

CSIRO Mk3.6.0, Hadley Centre Global Environment

Model, version 2–Atmosphere only (HadGEM2-A),

GFDL CM3, MIROC5, FGOALS-s2, MRI-CGCM3,

and BCC_CSM1.1] that as part of CMIP5 performed the

SSTClim and SSTClimAerosol simulations are analyzed

to estimate g. For these models g varies between 1.34

and 1.75, not including one model with a very small

forcing and very large (7.8) ratio between the Northern

Hemisphere and global forcing. Thus, to sample a wide

range of uncertainty, I assume g 5 1.5 6 0.4 (2s). A

FIG. 4. (a) Net forcing resulting from long-lived greenhouse gases (including CFCs) alone (dashed), with Faer 5
20.5Wm22 (light blue), and with Faer 521.5Wm22 (dark blue). The weaker aerosol forcing estimate is based on

Eq. (1) with the parameters of the central estimate in Fig. 2. The stronger aerosol forcing estimate adopts the

parameters of the high forcing estimate in Fig. 2, with b increased so that the magnitude of Faer maximizes at

1.5Wm22. (b) Probability that the net forcing over the globe (solid) or theNorthernHemisphere (dashed) between

1850 and 1950; F*, is positive, given a random sampling of the model parameters conditioned on the global

magnitude of Faer.
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value of g 5 1.5 implies that the Northern Hemisphere

aerosol forcing is 3 times as large as the Southern

Hemisphere aerosol forcing. The strong hemispheric

asymmetry in the forcing arises for reasons discussed

earlier, and is consistent with patterns that robustly

emerge from comprehensive modeling as discussed by

Shindell et al. (2013). Further amplification in the

hemispheric asymmetry of the forcing arises because

extratropical forcing is more potent than tropical forc-

ing, and any Southern Hemisphere aerosol forcing is

concentrated in the broader tropics (Hansen et al. 1997;

Kang and Xie 2014; Shindell 2014).

The conditional probabilities from this further con-

straint, shown by the dashed line in Fig. 4b, suggest that

Faer is unlikely to be below21.0Wm22. For F*. 0 and

Faer ,21Wm22 very implausible parameter values are

required, wherein almost all of the forcing is carried by

the linear term in Eq. (1), that is, aerosol–radiation

interactions.

In summary, a simple model of aerosol forcing [Eq.

(1)], shown to be a good approximation of present-day

understanding of aerosol processes, is used to revisit

the lower bound on aerosol forcing. I use this model to

interpret the time history of radiative forcing over the

Northern Hemisphere prior to 1950. Based on this

analysis I argue that an aerosol forcing less

than21.0Wm22 is very unlikely. It seems likely that the

0.3-K rise of temperatures in the first half of the century

likely has a naturally forced component, for instance

from increasing insolation and the rebound from vol-

canic forcing. But a present-day aerosol forcing more

negative than21.0Wm22 would imply that none of the

rise in Northern Hemisphere surface temperatures

during the 100-yr period from 1850 to 1950 could be

attributed to anthropogenic forcing. This would imply a

degree of natural variability that I find difficult to rec-

oncile both with variability in comprehensive modeling

(as discussed subsequently) and with the consensus that

most of the post-1950 temperature rise can be attributed

to anthropogenic causes.

4. Reconciling less negative aerosol forcing with
physical understanding

In the AR5, the central estimate of Faer was set, by

expert judgement, to 20.9Wm22, slightly less negative

than what I posit for the lower bound. Below I review

previous estimates of Fari and Faci using a more bottom-

up approach in light of present-day observations. Based

on this I argue that theAR5 best estimate is verymuch on

the edge of what is plausible, as physical understanding

constrained by present-day observations supports the

revised lower bound such that Faer . 21.0Wm22. I ap-

proach the problem in two parts, first by estimating the

forcing from aerosol–radiation interactions, and second

by estimating the forcing from aerosol–cloud inter-

actions, as outlined below. I assume that the two contri-

butions add linearly, although this will tend to overstate

the forcing, as we know that stronger forcing from

aerosol–cloud interactions implies brighter clouds, which

implies (all else being equal) a smaller forcing from

aerosol–radiation interactions.

a. Aerosol–radiation interactions

In Eq. (1) the model for Fari is based on ideas in-

troduced more than 20 years ago (Charlson et al. 1991,

1992). Following the approach of these authors, it can be

shown (see appendixA) that a can be related to effective

values of parameters whose physical value can be either

measured or derived from first principles, whereby

a[h

0
B@CrEr KT*

3

2
Y

V

1
CA . (2)

In this expression Y is the effective sulfate yield from the

oxidation of SO2, with the factor of 3/2 accounting for the

difference between the molecular weight of sulfate and

SO2; T* is an effective lifetime, K an effective mass ex-

tinction, Er the effective clear-sky fraction, V the surface

area of the earth, and h the scaling of the Fari from sulfate

alone. One argument for comprehensive modeling ap-

proaches is that in characterizing the patterns of aerosol

burdens, and their covariances with other fields, it

provides a way to estimate the effective value of a given

parameter given the physical value. In the original appli-

cation of this approach important parameters were greatly

overestimated (see the appendixes; see also Boucher and

Anderson 1995), and the difference between the physical

and effective value of a parameter were not properly

TABLE 1. Summary of differences in surface temperatures be-

tween hemispheres asymmetrically forced by the indicated forcing

DF. The sense of the temperature change follows that of the forc-

ing. Calculations were performed for an aquaplanet with a mixed

layer ocean whose depth is set to 30m, and for which heat flux

convergence is set to zero at each point. Experiments with a 50-m

mixed layer ocean show a stronger response (5%–20%) but the

forcing is unchanged.Model names follow the designation in Voigt

et al. (2014a).

Model DF (Wm22) DT (K)

ECHAM6-TNT 1.4 0.78

ECHAM6-TTT 1.4 0.93

LMDZ5A 1.4 0.89

LMDZ5B 1.5 0.96
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accounted for. As a result the estimate of the clear-sky

forcing by Charlson et al. was about a factor of 5 larger

than present-day estimates. Nonetheless, the form of Eq.

(1) remains a powerful framework for interpreting aerosol

forcing, as evidenced by its use to interpret results from

comprehensive models (cf. Schulz et al. 2006; Myhre

et al. 2013b).

The interpretive framework implied by Eq. (2) is rou-

tinely used to understand differences in more complex

models and shows that models arrive at similar estimates

of Fari from sulfate alone (about 20.35Wm22) in very

different ways. Although some compensation among er-

rors in the various components of Fari is expected on

physical grounds (e.g., Boucher and Anderson 1995), the

spread in different estimates of its constituent compo-

nents undermines confidence in the apparent consensus

emerging from comprehensive modeling (Schulz et al.

2006; Myhre et al. 2013b).

Adjusting the sulfate-aerosol forcing to account for

other components of the aerosol, or from physical ad-

justments, amounts to estimatingh. This is challenging, as

it requires piecing together contributions taken from a

very inhomogeneous sampling of models, with widely

divergent estimates of individual forcing components

(Shindell et al. 2013; Myhre et al. 2013b). For instance,

estimates of the radiative forcing by nitrate vary by more

than a factor of 10 in the most recent model in-

tercomparison (Shindell et al. 2013). Nonetheless, taken

at face values, most models estimate a positive contri-

bution to Faer from nonsulfate aerosol3 consistent with an

all-aerosol Fari of about 20.25Wm22 (cf. Myhre et al.

2013a). A much more negative value (20.45Wm22) of

the all-aerosol Fari is given in the AR5 because that as-

sessment gives more weight to strong nitrate forcing by a

few models (Shindell et al. 2013) and includes a negative

adjustment (20.1Wm22) based on results from a single

study, yet dismisses evidence of stronger positive adjust-

ments from other studies (Boucher et al. 2013).

Observations of Earth’s energy budget suggest that

even the less negative, 20.25Wm22 estimate of Fari by

comprehensive models may be too negative; as com-

pared to observations of Earth’s energy budget, the

models reflect toomuch clear-sky radiation. Because the

anthropogenic aerosol predominates in the Northern

Hemisphere, the effect of aerosol forcing should be ev-

ident in the observed hemispheric asymmetry in the

effective clear-sky albedo over the oceanA as a function

of latitude u. I denote this asymmetry by A(u). In

computing A(u), only the clear-sky albedo is examined,

so as to avoid complications from different cloud dis-

tributions, and only oceanic regions are compared, so as

to minimize effects from differences in the underlying

surface. The albedo itself is reconstructed from the an-

nually averaged clear-sky irradiance provided by a 13-yr

climatology derived from the satellite radiances mea-

sured by CERES and distributed in their edition

2.8 (Ed2.8) data collection (Loeb et al. 2009). By con-

struction, for identical incident irradiance this effective

albedo measures the annually averaged reflected radi-

ation in clear skies over the ocean. Nonzero values of

A(u) are interpreted as a measure of the difference in

aerosol burdens between specific latitudes in the two

hemispheres.

For reasons elaborated on in the next section, it is

assumed that, in regions where large asymmetries in the

background natural aerosol are not expected, the

asymmetry measures the anthropogenic aerosol burden.

Consistent with this interpretation, Fig. 5 shows that the

clear-sky albedo over the oceans in the Northern

Hemisphere is, as expected, larger than that it is over the

oceans in the Southern Hemisphere, although differ-

ences in the tropics likely reflect differences in the nat-

ural aerosol, for instance from mineral dust sources in

North Africa. Averaging between 258 and 508 latitude,
where anthropogenic sources are expected to be large

but contributions from mineral dust should be less

important, yields A 5 0.77 3 1023 equivalent to a

20.5Wm22 difference in the reflected solar irradiance.

CMIP5 models have a robustly larger value of A as

compared to what is measured by CERES, roughly a

factor of 5 for the AMIP simulations analyzed here (see

Table 2). A smaller value of A(u) in the observations,

as compared to the models, is consistent with the im-

pression that the models overstate the downstream

FIG. 5. Asymmetry A(u) in zonally and annually averaged al-

bedo a over the oceans as a function of sine of latitude u. CERES

measurements (blue) and themultimodelmean (dotted), excluding

one outlier model (MRI-CGCM3). The mean between 258 and 508
latitude of the individual models and of CERES is indicated by the

minor tick marks on the ordinate axis.

3 Zelinka et al. (2014) show that for the CMIP5 models per-

forming aerosol only runs for forcing calculations, absorption

makes Fari about 30% less negative than what one derives from

scattering by the sulfate aerosol alone.
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influence of recent increases in Chinese SO2 emissions.

Over the past 10–15 years, a time period during which

Chinese SO2 emissions increased by 50%, satellite

measurements show little evidence of a marked increase

in aerosol optical depth or clear-sky reflectance over the

open ocean downstream of East Asia (Shindell et al.

2013; Stevens and Schwartz 2012; Murphy 2013).

It is possible that biases in measurements of A arise

for methodological reasons. For instance, systematic

differences in the sea state between the hemispheres

could cause A to depart from zero, even if the atmo-

spheric composition were the same in both hemispheres.

To address this possibility I also adopted the same pro-

cedure to compare the surface albedo asymmetry, which

in the CERES data accounts for ocean color differences,

and the wind speed dependence of surface albedo.

Surface albedo asymmetries in the CERES (Ed2.7)

surface radiation product are negligible, and show no

evidence of the oceans in the Southern Hemisphere

being brighter than their counterparts in the Northern

Hemisphere in a way that would systematically bias the

CERES estimates of A too low.

A possible bias associated with hemispheric biases in

the identification of clear-sky scenes could also cause A

to be underestimated by CERES. There are differences

between the value of A derived from the CERES syn-

optic (SYN) data as compared to that derived from

EBAF. The CERES SYN product uses a more conser-

vative algorithm for identifying clear skies, as it requires

the entire CERES (20-km nadir) footprint to be clear

when deriving the clear-sky irradiances. To reduce the

dependency on clear-sky fraction, the EBAF Ed2.8

product scales the irradiance data for the clear regions

within CERES footprints fromMODIS pixels identified

as clear at 1-km spatial resolution. The SYN data have a

twofold larger asymmetry, although it is still systemati-

cally smaller than that of the models. Inspection of the

data shows the differences between the EBAF and SYN

products to result from somewhat less reflected short-

wave radiation poleward of 458S over the Southern

Ocean. In discussing this matter with the CERES team

(W. Su 2014, personal communication) it was pointed out

that near 458S cloud fraction increases poleward along

with the aerosol optical depth (as derived fromMODIS).

Hence a more conservative algorithm for identifying

clear skies will underestimate aerosol optical depth,

implying a darker Southern Hemisphere and a greater

hemispheric asymmetry. These arguments lead me to

believe that the EBAF data are more representative.

Related to this issue of cloud clearing, because the

models define clear sky differently than the observa-

tions, the model asymmetry may be amplified by the

clear skies being systematically more humid (cf. Sohn

et al. 2010; Boucher and Quaas 2012) in the model,

which would amplify (through a humidification effect)

any background asymmetry. However, the relatively

small (1 km) clear-sky footprint of the CERES EBAF

data should mitigate against such effects. Additionally,

the tendency for the EBAF product, which uses the less

conservative (than the SYN product) cloud clearing al-

gorithm, to be less asymmetric argues against the sam-

pling playing a major role.

A further indication that something is amiss in the

models rather than in the data arises from a simple

TABLE 2. AMIP simulations from the CMIP5 database (see also Table C1); tabulated are the analysis periods, the global surface and

TOA albedo as well as the asymmetry of clear-sky ocean albedos (A), and the radiative forcing associated with this asymmetry (Fclr
asy) for

each of the models.

Model name Years

Effective albedo

A (1023) Fclr
asy (Wm22; 258 # u , 508)Surface TOA

ACCESS1.0 1979–2008 0.146 0.177 2.82 21.88

BNU-ESM 1979–2008 0.128 0.164 6.15 24.03

CanAM4 1950–2009 0.155 0.176 4.25 22.90

CCSM4 1979–2010 0.142 0.166 4.08 22.78

CESM1(CAM5) 1979–2005 0.141 0.168 1.00 20.58

CNRM-CM5 1979–2008 0.117 0.182 5.32 23.75

CSIRO Mk3.6.0 1979–2009 0.149 0.188 5.79 24.12

GFDL CM3 1979–2003 0.150 0.179 5.09 23.34

GISS-E2-R 1951–2010 0.136 0.176 2.82 21.94

HadGEM2-A 1978–2008 0.144 0.177 3.53 22.35

INM CM4 1979–2008 0.183 0.188 1.01 20.78

IPSL-CM5A-LR 1979–2009 0.152 0.171 3.72 22.49

IPSL-CM5B-LR 1979–2008 0.151 0.171 3.64 22.43

MIROC5 1979–2008 0.147 0.174 3.21 22.15

MPI-ESM-MR 1979–2008 0.149 0.180 1.49 20.85

MRI-CGCM3 1979–2010 0.175 0.190 2.46 21.58

NorESM1-M 1979–2005 0.141 0.168 4.98 23.48
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inspection of maps of the outgoing clear-sky shortwave

irradiances from the models and from CERES. In Fig. 6

the 10-yr average of irradiances from two models are

compared with CERES. The two models were selected

for presentation because they formed the basis of the

assertion by Shindell et al. (2013) that changes in the

pattern of aerosol emissions have caused Faer to increase

in magnitude since 1980. Compared to the average

CMIP5 model these models have a relatively advanced

representation of aerosol processes, and a reasonably

good (as compared to data) representation of the pat-

tern andmagnitude of clear-sky aerosol radiative effects

relative to other models. To mitigate against the in-

fluence of surface albedo biases the clear-sky aerosol

radiative effects are equated with anomalies from a

latitudinally varying (but hemispherically symmetric)

baseline value. The baseline is calculated as the average

of the vigintile of the least reflective points at a given

absolute latitude (for the period between 1860 and 1870

in the models). Using the absolute latitude ensures that

hemispheric asymmetries are not artificially introduced

when constructing the anomalies and implies that atmost

5% of the points will have a negative value. Figure 6

shows that the historical simulations by both models

clearly overstate the amount of outgoing shortwave ir-

radiance in the Northern Hemisphere. In GFDL CM3

the differences with the CERES data are pronounced

in the tropical oceans south of Asia and west of Africa.

In the GISS model there is a more (as compared to

CERES) pronounced anomaly in reflected shortwave

radiation over the North Pacific Ocean, climatologically

downwind of Asia. But even in regions such as the North

Atlantic both models show the signature of a more re-

flecting aerosol plume climatologically downwind of

North America. The models are as different from one

another as they are from CERES, further supporting my

contention that more is amiss with the models than the

data. The models, however, also show consistent differ-

ences with CERES, in that signatures of aerosols are

muchmore localized near the continents in the data. The

data thus paint a picture that is consistent with previous

analyses, which have explored whether or not maritime

areas downwind of regions that have experienced a large

increase in aerosol and aerosol precursor emissions have

also experienced large changes in aerosol optical depth

(Shindell et al. 2013; Stevens and Schwartz 2012;Murphy

2013). These studies show little evidence of pronounced

trends away from the source regions, suggesting that the

models that do show such trends are overstating the ef-

fect of anthropogenic emissions on clear-sky radiances.

The CERES data can be used to construct a rough es-

timate of Fari by scaling the observed value of A by the

ratio ofFari toA from themodeling estimates. For theMax

Planck Institute for Meteorology (MPI-M) Aerosol Cli-

matology (MAC-v1.0; Kinne et al. 2013), which is based on

present-day observations taken from AERONET and is

one of the less biased estimates of the clear-sky aerosol

effect (see the values for the MPI-ESM, which uses this

climatology, in Table 2), this ratio is 0.477Wm22, which

suggests a value of Fari 5A(Fari/A)MAC 5 20.15Wm22.

To arrive at this number I assume an effective clear-sky

fraction of 0.65, somewhat larger than the mean (0.62)

inferred from a recent comparison of three-dimensional

radiative transfer calculations using the observed clima-

tology of clouds (Stier et al. 2013). Assuming a smaller

clear-sky fraction would yield an even less negative esti-

mate of Fari.

In summary, the data provide no evidence that the

models produce an insufficiently negative estimate of

Fari, and considerable evidence that they may be sub-

stantially overstating the magnitude of Fari. Based on

this I believe that a value of Fari is very likely to be less,

rather thanmore, negative than the value (20.25Wm22)

taken from the modeling, so that Fari . 20.25Wm22

would appear to be a reasonable upper bound on the ra-

diative forcing from aerosol–radiation interactions alone.

FIG. 6. Zonal anomaly in top-of-atmosphere clear-sky radiation

from two models, (top) GFDL-CM3 and (middle) GISS-E-R-CC,

and (bottom) as observed by CERES EBAF (Ed2.8). The anom-

alies are calculated with respect to a baseline as described in the

text. The global andNorthernHemisphere average of the fields are

given on the upper right of each panel.
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b. Aerosol–cloud interactions

In Eq. (1) the term representing Faci can likewise be

related to physical models of aerosol–cloud in-

teractions. To do so I must assume that changes in

cloud macrostructure (lifetime effects) that accompany

anthropogenic perturbations to the cloud-active aero-

sol either are small or scale with changes in cloud mi-

crostructure. Given a poor understanding of the

controls on cloud amount, and the lack of empirical

evidence for cloud macroscopic changes as a function

of aerosol concentrations, this is not an unreasonable

assumption. Skeie et al. (2011) and Hansen (2005) have

used similar approaches.

In this case, to estimate the average forcing Faci it is

sufficient to estimate the change in the local shortwave

cloud radiative effect R that is attributable to a pertur-

bation in the sulfate aerosol. Here again I follow the

approach first outlined by Charlson et al. (1992). For an

overcast layerR5E lnN, whereE denotes an efficiency,

which for a given cloud type can be derived from radi-

ative transfer calculations, and N denotes the cloud

droplet concentration. Assuming that an aerosol per-

turbation only affects N, then

Faci5 IclddR52IcldE

�
dN

N

�
, (3)

where Icld is a weighting function. If changes in R as a

function of N were the same for all clouds, Icld would

simply be zero or one depending on whether or not

cloud is present. Cloud macrophysical changes, which

effect E, can be accounted for by allowing Icld to adopt

values other than zero or one.

It is customary to think of cloud–aerosol interactions

in terms of their effect on stratiform cloud layers, such

as maritime stratocumulus, or stratiform cloud regions

associated with shallow convection in the tropics, or

postfrontal regions in the extratropics. There is good

reason for this, as the relatively low optical thickness of

these clouds, and the pristine environment in which

they are found, make them particularly susceptible to

perturbations in their droplet numbers, as evidenced by

ship tracks. For a typical subtropical stratocumulus

layer, analytic arguments (Charlson et al. 1992) and

radiative transfer modeling can be used to estimateE5
22Wm22 (see appendix B). To estimate Faci one must

average Eq. (3) over the globe and over time, which

results in

Faci 52CE

�
dN

N

�
, (4)

where an effective cloud fraction,

C’ Icld

0
@12

N0(dN)0

N dN
1

I0cld(dN)0

IclddN
2

I 0cldN
0

IcldN

1
A , (5)

can be derived (see appendix C) by expanding the spa-

tially and temporally varying terms in Eq. (3) into a

mean and fluctuating component. It thus accounts for

covariances that arise as a result of the averaging. These

covariances, which were neglected by Charlson et al.

(1992), can be considerable and generally act to make C

less than Icld (i.e., cloud droplet perturbations are likely

to be larger in arid regions where I 0cld , 0 and N0 . 0).

The model of Faci used in Eq. (1) follows directly from

Eq. (4) with dN/N } ln(Qa/Qn 1 1). Because most of the

covariances contributing to C are expected to be nega-

tive, the effective cloud fraction C will be smaller than

the actual cloud fraction, which (assuming only low,

liquid clouds are susceptible to aerosol perturbations

and following calculations presented in the appendixes)

is about 0.4.

The factor CE can be inferred from the literature.

Storelvmo et al. (2009) used the ECMWF Integrated

Forecasting System, which compared to many climate

models has a relatively good representation of clouds, to

explore the effect of different parameterizations of the

cloud droplet concentrations on Faci, given prescribed

monthly concentrations of the aerosol. They did not

calculate CE but it can be inferred from their Table 1,

which along with their original calculations is repro-

duced in Table 3 herein. Three of the parameterizations

produce very different predictions of the baseline drop-

let concentration, and a factor of 3 difference in dN/N,

yet very consistent estimates of the effective cloud frac-

tion, with CE 5 2.53 6 0.09Wm22 or C 5 0.12. The

difference between these parameterizations and the one

(which they call BL095) with C 5 0.21 is an apparently

much larger sensitivity to small changes in the sulfate

mass concentration in the outlier (BL95) parameteriza-

tion (e.g., Fig. 1 in Storelvmo et al. 2009), so that Faci will

receive contributions from relatively remote regions.

These results suggest that spatial heterogeneities act on

TABLE 3. Sulfate radiative forcing efficiency, CE5Faci(N/dN),

taken from the calculations tabulated in Table 1 of Storelvmo et al.

(2009). To calculate C a value of 22Wm22 is assumed for E. The

nomenclature for the origin for each estimate follows that of

Storelvmo et al.

Origin Faci dN/N CE C

BL95 20.91 0.197 24.61 0.21

J01 20.97 0.369 22.63 0.12

M02 21.94 0.776 22.47 0.11

DO5 20.62 0.251 22.50 0.11
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their own to reduce the effective cloud fraction by a factor

of 4 (from 0.4 to 0.1). Accounting for temporal variability

on submonthly time scales would lead to a further re-

duction in the effective cloud fraction,4 so that even after

accounting for the roughness of this analysis it seems hard

to imagine values of C more than 50% greater than one

finds after accounting only for spatial heterogeneities

(i.e.,C, 0.15). These results also suggest that to improve

estimates of CE more attention should be paid to the

effects of temporal variability [which Storelvmo et al.

and Carslaw et al. (2013) and many other studies neglect]

as well as the degree to which small changes in the aerosol

loadings in remote regions project on clouddroplet changes.

Inferences from an analysis of observed cloud-radiative

effects provide further support for C ’ 0.1. For a typical

stratocumulus cloud with an insolation weighted solar

zenith angle of 43.668, radiative transfer calculations yield
R52115Wm22 forN5 100cm23, orR52100Wm22

for N 5 50cm23—a large value. As a reference, the

globally averaged shortwave cloud radiative effect from

CERES is 246Wm22. Hence if one assumes that such

stratiform clouds contributed a cloud fraction of 0.3 they

would be responsible for roughly 75% of the globally

averaged forcing. Given the very large shortwave cloud

radiative effect arising from much deeper and ice con-

taining clouds, such a large contribution to the global cloud

radiative effect is unreasonable (i.e., the low cloud fraction

should be substantially less than 0.3). An effective strati-

form cloud fraction of 0.3 also appears large when one

considers that the average cloud-radiative effect over

the subsiding regions of the tropical oceans is closer

to 220Wm22 so that the equivalent stratocumulus cloud

fraction in subsiding regions alone would be about 0.2.

Given that subsiding air covers about 60%of the globe, and

in regions of upward motion high clouds will increasingly

mask changes to low cloud radiative effects, this implies an

equivalent stratocumulus cloud fraction of 0.12, similar to

Storelvmo et al. (2009). Even limiting oneself to a consid-

eration of the climatological stratocumulus regions, defined

as subsiding regions where the lower tropospheric stability

is larger than 18K (e.g., Klein and Hartmann 1993;

Medeiros and Stevens 2011; Medeiros et al. 2015), and

which cover about 30% of Earth’s ocean, the cloud radia-

tive effect is still 245Wm22. This implies an effective

cloud fraction of 0.5 over these stratocumulus regions or

about 0.15 overall.Using adifferent approachWood (2012)

arrives at a similar value. Because one does not expect

every stratocumulus cloud onEarth to experience a change

in its droplet concentrations on the order of the mean

global change (which is mostly concentrated over land in

the Northern Hemisphere) I find it difficult to make the

case for a value of C . 0.1 and believe that C 5 0.15 is a

reasonable upper bound.

Estimates of C from comprehensive modeling, in-

ferences from aerosol climatologies, and observations of

cloud-radiative forcing are thus surprisingly consistent,

indicating C , 0.1, more than a factor of 3 smaller than

what was assumed by Charlson et al. (1992). In addition

to suggesting that early estimates of Fari were too large,

the consistency of the different estimates of C implies

that most of the differences among models arises from

differences in their prediction of dN/N or from macro-

scopic changes in cloudiness (lifetime effects) that act to

increase C. Changes in the average macroscopic prop-

erties of cloud fields as a result of an aerosol perturba-

tion have been introduced in some comprehensive

models, in a way that effectively increases C, but robust

evidence for such effects is lacking (Stevens and

Feingold 2009; Boucher et al. 2013).

To estimate Faci, it is thus necessary to know dN/N.

Based on hemispheric differences in measurements of

non-sea-salt sulfate in remote locations Charlson et al.

(1992) estimated dN/N 5 0.15. Global modeling does

not provide particularly robust estimates of cloud-

droplet number concentrations, partly because these

quantities may be tuned to help ensure that the radiation

budget at the top of the atmosphere matches the ob-

servations even if the clouds do not (Nam et al. 2012),

but more fundamentally because the processes that

control cloud droplet number are not well represented

by global models. So it is not surprising that even in the

most ‘‘advanced’’ comprehensive models participating

in the Aerosol Comparisons between Observations and

Models (AEROCOM) project, N varies by more than a

factor of 6 (from 19 to 122 cm23) and dN/N varies by

more than a factor of 30 (from 0.06 and 2.25). Likewise,

for a recent intercomparison with field measurements in

the spatially extensive stratocumulus decks of the

southeastern Pacific Ocean, predictions of droplet con-

centrations by state-of-the-art models varied by more

than an order of magnitude and systematically under-

estimated the observed concentrations (Wyant et al.

2015). Even using a single model with the same aerosol

perturbation (Storelvmo et al. 2009) showed that the

parameterization of aerosol–cloud interactions alone can

produce a fourfold difference in dN/N. Put bluntly, there

is no evidence that the quantitative dependence of cloud

droplet numbers on aerosol and aerosol precursor emis-

sions is reliably represented by comprehensive modeling.

4 Some modeling groups (e.g., Déandreis et al. 2012) are begin-

ning to explore the role of temporal covariances in their models. In

this respect critical comparisons between the modeling and data

would help increase confidence that modeled signals are capturing

something fundamental.
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Some sense of the susceptibility of droplet concentra-

tions to large-aerosol perturbations in pristine environ-

ments is provided by ship-track data. Retrievals of droplet

sizes by satellite show that in detectable ship plumes the

effective radius is reduced by 20% on average, equiva-

lently dN/N5 0.6 (Christensen and Stephens 2011). In situ

measurements are consistent with these satellite-derived

estimates (Chen et al. 2012). Because ship tracks are fa-

vored in pristine environments and represent a very in-

tense local perturbation, the value of dN/N 5 0.15, which

was originally suggested byCharlson et al. (1992) based on

hemispheric measurements of non-sea-salt sulfate, does

not seem too small.

Even allowing for what I believe to be an unrealistically

large (factor of 2) uncertainty in my estimate of dN/N

implies that Faci .20.75Wm22, where this lower bound

is derived by assuming that uncertainty in the estimate of

C is independent of uncertainty in my estimates of dN/N.

Thatmy estimate of a lower bound forFaci is less negative

than the central estimate of Charlson et al. (1992), who

adopted an identical approach and who employed the

same value of dN/N, is attributable to those authors’

adoption of an unrealistically large value of C, which in

part stems from their failure to account for covariances

between aerosol perturbations and cloud incidence.

Larger estimates of Faci from comprehensive modeling

are often reported (e.g., Carslaw et al. 2013), but I believe

that this reflects an unrealistic sensitivity of N to aerosol

and aerosol precursor emissions in the comprehensive

modeling and/or a failure to account for submonthly co-

variability between aerosols and their environment.

c. New bounds on aerosol forcing

Taken together my revised and observationally con-

strained estimates of Fari and Faci support the lower

bound of 21Wm22, which was derived in the previous

section based on a consideration of the historical record

of globally averaged surface temperatures. When this

lower bound is combined with bounds on aerosol forcing

derived from observations of Earth’s energy budget since

1950 (Murphy et al. 2009), my analysis suggests that

21:0 , Faer ,20:3Wm22 . (6)

This represents a nearly threefold reduction in the un-

certainty in aerosol forcing as compared to that given in

the IPCC Fifth Assessment Report.

5. Reconciling less negative aerosol forcing with
comprehensive modeling

The above analysis begs the question as to why com-

prehensive models are able to reasonably simulate the

twentieth-century trends in globally averaged surface

temperatures, despite values of Faer more negative than

the lower bound postulated above. Zelinka et al. (2014)

diagnose Faer 5 21.4 6 0.56Wm22 for a subset of nine

CMIP5 models that perform idealized aerosol forcing

experiments, and Wilcox et al. (2013) show that models

that include aerosol–cloud interactions better represent

interdecadal variability in the historical mean surface

temperatures. Likewise, Ekman (2014) also shows that

models with more advanced representations of aerosol–

cloud interactions better capture the observed distribu-

tion of latitudinal temperature trends between 1965 and

2004. Using the entirety of the observed record can be

misleading because during the latter part of the record

the forcing from long-lived greenhouse gases dominates,

so that if the models are too sensitive to greenhouse gas

forcing a more negative aerosol forcing will lead to a

better match between observed and simulated tempera-

tures. Moreover, large differences in the treatment of

volcanic forcing are difficult to disentangle from other the

effects of anthropogenic forcing.

My arguments would suggest that to judge whether

the simulated values of Faer are too negative, it would be

more insightful to look at the models during a period

with relatively little volcanism, and when aerosol forcing

was more commensurate with greenhouse forcing in

magnitude. The years of rapid warming between 1920

and 1950 define just such a period. Figure 7 suggests that

the models warm too little during this period, consistent

with an aerosol forcing that is too negative. The figure

presents globally averaged surface temperatures from

the first ensemble member of 35 model configurations

that submitted a historical simulation to the CMIP5

archive. For each simulation a decadal temperature an-

omaly with respect to that simulation’s 1961–90 mean

temperature is calculated, and the distribution of decadal

temperatures is plotted along with the median global

temperature anomaly (with respect to the same period)

from the median of a 100-member ensemble taken from

the HadCRUT4 dataset. Overall the models provide a

plausible representation of the instrumental record as a

whole. However, there is an indication that the models

systematically underestimate the warming in the 30-yr

period between 1920 and 1950.

The slower warming during this period may be a con-

sequence of internal variability, so that the averagemodel

warms less than what is observed. But the reduced

warming simulated during this period is not simply a

property of the multimodel mean. Only three or four of

the 35 models (Fig. 7b) simulate as much warming as is

observed during the period between 1920 and 1950, while

six models show essentially no warming (or even cooling)

during this 30-yr period. This result is consistent with the

hypothesis that the aerosol forcing in the models is too
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negative. Nonetheless, to explore the role of natural

variability more thoroughly I analyze a 100-member en-

semble of the latest version of the MPI Earth System

Model (MPI-ESM, version 1.1), which was run for the

period between 1850 and 2005. The 30-yr trends from this

ensemble have been calculated by regressing annually

averaged global surface temperatures against time for the

period between 1920 and 1950. The standard deviation of

the regressed trends is 0.037Kdecade21. Assuming nor-

mally distributed trends, if the net forcing were negative

the probability that the trend would be as large as ob-

served (0.095Kdecade21) is less than 0.5% (2.6s). Some

of the warming prior to 1950 is likely to have a naturally

forced component, as insolation is believed to have

increased during this period (Suo et al. 2013). The

100-memberMPI-ESM historical ensemble thus suggests

that the naturally forced trend would have to have ac-

counted for about half of the observed trend for it to be

explainable at the 10% level without any contribution

from anthropogenic forcing.

Based on these measures of variability and noting that

not all of the CMIP5 models are likely to have excessive

aerosol forcing, my analysis supports the argument that

the aerosol forcing in the CMIP5 ensemble is too neg-

ative. It would be interesting to more systematically test

these ideas by running large ensembles in more models,

ideally with the same (or at least a well characterized)

aerosol forcing. Another way to develop this line of ar-

gumentation further would be to contrast the tempera-

ture trends in the present period, for which there have

also been no major volcanoes since the eruption of Mt.

Pinatubo in 1991 and aerosol forcing has been relatively

constant, with those between 1920 and 1950. Here again,

however, comparisons among models require a good

characterization of the aerosol forcing applied to the

models for both periods.

As alluded to in the last paragraph, one difficulty with

interpreting the CMIP models is their very different rep-

resentations of non–greenhouse gas forcing, particularly

associated with aerosols. Interpreting the simulations in

terms of the observational record thus convolves differ-

ences in how individual model configurations are forced

with differences in their climate response. Except for the

small subset of the models that performed dedicated ex-

periments (cf. Zelinka et al. 2014) designed to assess the

aerosol forcing in models, it is not possible to diagnose

differences in Faer across the models. And even for this

subset, only the present-day forcing is calculated.

To circumvent this problem I estimate differences in

the aerosol forcing across the CMIP5 ensemble by cal-

culating the anthropogenic contribution to the asymme-

try parameter, denoted Aa, as a function of time for the

CMIP5 historical simulations. This is possible because for

the historical simulations I can remove the contribution

of the natural aerosol toA by subtracting the background

asymmetry (not just the background clear sky) from a

period late in the nineteenth century (1860–70) when

aerosol forcing and volcanic activity were believed to be

small. The results of this calculation are presented in

Fig. 8. As a comparison, models submitting historical

FIG. 7. (a) Decadal temperature anomalies with respect to the 1961–90 period for the CMIP5 historical simulations (box and whiskers)

and from the HadCRUT4 dataset (red dots, median estimates). (b) Decadal trends (blue dots) for individual CMIP5 models during the

30-yr period 1920–50 overlain on the normal distribution of possible trends (with a standard deviation of 0.037K decade21 taken to be

equal to the standard deviation of the regressed 1920–50 trends in a 100-member CMIP5 historical ensemble) for the case of no forcing.

The 0.95 value of the cumulative distribution is shown by the black dashed line and the observed trend by the red dashed line. A naturally

forced trend larger than the distance between the black line and the red line wouldmake it impossible to rule out the possibility (at the 5%

level) that the observed trend arose independently of anthropogenic forcing.
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simulations with only natural forcing (historicalNat sim-

ulations) are also evaluated by calculating the change in

total reflected clear-sky radiation over oceans (Fig. 9a)

and the hemispheric asymmetry Aa (Fig. 9b). In these

historicalNat simulations periods of volcanic activity are

readily evident (Fig. 9a) but outside of these periodsAa is

nearly zero, with little evidence of a trend, as one would

expect as by definition Aa should be zero. This analysis

thus supports the idea that Aa in the historical forcing

experiments indeed measures the anthropogenic aerosol

forcing. Figure 8 further shows that in the historical sim-

ulationsAa scales well withQa, but it ismore than twice as

large as is observed. This discrepancy is even more strik-

ing when it is recalled that in the CERES data the con-

tribution of natural aerosols to A has not been removed.

To more quantitatively compare the scaling of Aa

withQa, the value ofAa for the decade centered around

1975 is compared with the value of Aa for the decade

centered around 1950. During this 25-yr period Qa

roughly doubled (Fig. 1), as does Aa in most of the

models (Fig. 8b). Because Faer is expected to scale with

changes in clear-sky radiation, this finding supports one

of the premises of my argument, namely that Faer scales

well with Qa. Figure 8 also illustrates the very large

differences in apparent clear-sky aerosol forcing

among the models. The effects of these differences on

the total aerosol forcing are likely ameliorated by the

tendency of models without a representation of

aerosol–cloud interactions to have larger values of Aa

and hence larger values of Fari. Because in the absence

of aerosol–cloud interactions Faer scales linearly with

Qa, the magnitude of the aerosol forcing in these

models is not as strongly constrained by the arguments

of section 3 as are those models that include a repre-

sentation of aerosol–cloud interactions.

6. Findings and implications

A simple model of aerosol forcing, shown to be con-

sistent with present-day understanding of aerosol pro-

cesses, is used to revisit the lower bound on aerosol

forcing. I use this model to interpret the time history of

radiative forcing over the Northern Hemisphere prior to

1950. Based on this analysis I argue that an aerosol

forcing less than 21.0Wm22 is very unlikely. A more

negative aerosol forcing would imply that none of the

roughly 0.3-K rise in Northern Hemisphere surface

temperatures during the 100-yr period from 1850 to 1950

could be attributed to anthropogenic forcing, which

seems implausible. This lower bound is shown to be

consistent with bottom-up estimates derived from phys-

ical understanding of aerosols and constraints from ob-

servations of Earth’s energy budget, the amplitude of

cloud droplet concentration changes associated with

strong local forcing (ship tracks), and patterns of aerosol

perturbations taken from comprehensive modeling. The

FIG. 8. (a) Clear-sky ocean asymmetryA calculated from CMIP5 historical simulations for 4-yr intervals after removing the asymmetry

from the background aerosol estimated as the mean for the period between 1850 and 1870. The solid red line shows the asymmetry

parameter (including natural background aerosol) fromCERES scaled backward in times using changes in emissions of SO2 relative to the

present day. The dashed red line is the same as the solid, butmultiplied by a factor of 2.2. (b) Clear-sky asymmetry parameterA for CMIP5

models (with the effects of natural aerosols removed) for the 10-yr period centered around 1975 vs the value for the 10-yr period centered

around 1950. Models without aerosol–cloud interactions are denoted by red dots; models that include aerosol–cloud interactions are

shown by blue dots. Also shown are estimates of A from CERES (without removing natural aerosols) for the present day. Because SO2

emissions double between 1950 and 1975 if the asymmetry were to follow the anthropogenic emissions of SO2 the models would be

expected to scatter along the 2:1 line.
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argument of a weaker (less negative) aerosol forcing is

also consistent with the tendency of comprehensive

modeling to underestimate the warming in the period

between 1920 and 1950, even after accounting for natural

variability. In conclusion: three different lines of evidence

provide support for an aerosol forcing less negative

than 21.0Wm22. If one adopts an upper bound for the

aerosol forcing of 20.3Wm22, based on an analysis of

Earth’s energy budget since 1950, this suggests that the

radiative forcing from the anthropogenic aerosol is very

likely (90%) to be between 20.3 and 21.0Wm22.

This range for the present-day aerosol forcing is

consistent with, but considerably narrower than, the

estimate of that same forcing in the IPCC AR5. The

central estimate from the AR5 (20.9Wm22) is also

consistent with the present forcing range. Nonetheless,

the arguments I adopt based on an analysis of the

forcing prior to 1950 raises the question as to how the

AR5 (e.g., Fig. 8.18 and Annex II therein) can so

comfortably accommodate a very negative aerosol

forcing without the appearance of a negative trend in

the net anthropogenic forcing over the first 100 years

(1850–1950) of the historical period. There are two

explanations for this apparent inconsistency. The first is

that my less negative forcing arises from my assertion

that the Northern Hemisphere forcing must be positive

between 1850 and 1950, and the AR5 shows global forc-

ing. An argument that only considers the global forcing

yields a somewhat more negative bound of 21.3Wm22.

The second explanation is that the time series of aerosol

forcing provided in the AR5 is unusual, and I believe

unrealistic. The AR5 forcing is estimated to have in-

creased as much between 1750 and 1850 as it did between

1850 and 1940 despite the fact that anthropogenic emis-

sions of SO2 increased elevenfold as much in the latter

period as compared to the earlier period. One might be

tempted to interpret this an extreme example of the

nonlinearity in the forcing response to emissions ex-

pected from aerosol–cloud interactions, but this seems

difficult to reconcile with a 30% increase in the forcing

efficiency after 1940, even well before the pattern of

global emissions began changing substantially.

FIG. 9. (a) Change in globally averaged reflected clear-sky shortwave radiation over the

ocean relative to a reference period (1860–70) for CMIP5 historical simulations with natural

forcing only (historicalNat). (b) Change in asymmetry A relative to the reference period for

CMIP5 historical simulations with natural forcing only.
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At this point it seems worthwhile to step back and

adopt a different perspective, as the present work raises

the question as to why we, in the first place, think that

aerosol forcing might be more negative than

about 21Wm22. Just because we cannot model solar

irradiance from first principles accurately is not a good

basis for assuming that solar forcing before 1950 is

hugely uncertain, so why should such an argument apply

to estimates of aerosol forcing? Forcing estimates based

on simple physical reasoning (Charlson et al. 1992) once

motivated the consideration of a large and negative

aerosol forcing, but these arguments are now shown to

actually be consistent with forcing of a much smaller

magnitude. Comprehensive modeling readily produces

very negative estimates of aerosol forcing, but its

quantitative representation of the distribution of im-

portant aerosol properties is not credible (e.g., Figs. 5

and 6) and is dependent on evermore speculative effects

that are increasingly contradicted by finescale modeling

(Stevens and Feingold 2009). In the present work it is

shown that the models produce an anthropogenic

aerosol signal that is distributed much more broadly

over theWorld Ocean than is observed (e.g., Fig. 9.28 in

Flato et al. 2013) and poorly represent what little we

know about present-day droplet concentrations. More-

over, because Faci is expected to depend logarithmically

on local perturbations to droplet concentrations, cap-

turing the covariance between aerosols and clouds, not

just spatially but temporally, is crucial to estimates of

the forcing, and in this there is little basis for trusting

estimates from comprehensive modeling. Even for rel-

atively straightforward quantities where models appear

to agree, such as the estimate of the forcing from sulfate

aerosol–radiation interactions, agreement in a final

number belies a divergence of estimates in sulfate life-

time, SO2 oxidation rates, and the effect of humidity on

the aerosol mass extinction coefficient. Although un-

doubtedly useful and informative as a basis for

advancing a qualitative understanding of processes,

these findings make it far from clear that comprehensive

modeling of aerosol forcing alone is relevant to the

quantification of uncertainty in aerosol forcing.

One advantage of the simple approach adopted

here is that, even if one does not accept my arguments,

they help identify what would be required for an

aerosol forcing to be considerably more negative than

about 21.0Wm22. If, for instance, SO2 emissions in

1950 relative to 1975 are too large in the estimates by

Smith et al. (2011), or if the forcing from aerosol–cloud

interactions is for some reason linear in global SO2, a

more negative aerosol forcing becomes plausible. The

latter could arise because emissions become in-

creasingly distributed, as two widely separate sources

each contributing 50% to the total emissions will, all

things else being equal, contribute a greater forcing

than a single source producing all of the emissions. The

distributed source argument is however most effective

in the case of entirely new sources. Emissions of SO2 by

China in 1980, 35 years ago, were still 10% of the global

mean. So although emissions there have increased

threefold in the past 30 years, it may well be that ad-

ditional forcing had reached the point of diminishing

returns long ago. One way to explore these ideas would

be to extend Eq. (1) to incorporate two sources, such

that Qa 5 Qa,1 1 Qa,2, where rather than interpreting

the two sources physically, they are instead used to op-

timally decompose the spatiotemporal–compositional

pattern of aerosol burdens worldwide. Such a model

would still be simple enough to be tractable, something

that is essential if the ideas are to be held accountable to

physical reasoning, but would be able to account for the

possibility that the present model [i.e., Eq. (1)] in-

sufficiently considers the effects from changing patterns

of emissions.

Irrespective of the ultimate strength of the aerosol

forcing, evidence that it has changed over the part of the

observational record (the last 30–50 years) most useful

for constraining themajor terms in Earth’s energy budget

is scant. This finding alone lends credence to recent,

somewhat lower, estimates of the transient climate re-

sponse (Bengtsson and Schwartz 2013) and suggests that

the limitations associated with an insufficiently detailed

understanding of aerosol forcing may be less of an ob-

stacle to progress than previously thought.
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APPENDIX A

Aerosol–Radiation Interactions (ARI)

The model adopted for Fari is generalized from the

framework introduced by Charlson et al. (1992, here-

after C92), which posits that

Fari 52crert550 . (A1)

In this expression cr is a pseudo clear-sky fraction, t550
is the sulfate optical depth in the midvisible wave-

length (550 nm) and er is a forcing efficiency. The

pseudo clear-sky fraction represents what fraction of

the sky the aerosol forcing effectively acts over, and

thus accounts for the lack of forcing in regions where

the aerosol burden is optically masked by the pres-

ence of thick clouds, or a bright surface. The actual

clear-sky fraction (0.3) is expected to be somewhat

smaller than cr, because for thin clouds the albedo is

far from saturated, so that cloud and aerosols have an

additive effect. Put differently, for small values of

t the albedo is linear in t. The forcing efficiency (er)

can be calculated from radiative transfer theory and

describes the change in the top of atmosphere short-

wave irradiance from a unit aerosol optical depth. It

depends on the atmospheric clear-sky transmissivity,

the properties of the aerosol (including how the op-

tical depth varies with wavelength through the visible

spectrum), and the background surface albedo. The

optical depth measures the extinction of radiation by

the aerosol.

The optical depth can be expressed as a product of the

mass extinction coefficient k and the aerosol column

burden B such that

t5505 kB, where B5

0
B@t*

3

2
y

V

1
CAQa . (A2)

The global burdenBV, where B is the column burden (in

grams per square meter of SO2) and V Earth’s surface

area, is assumed to be linearly related to SO2 sources by

the yield (oxidation rate) y, which describes the fraction

of emitted SO2 that is converted to sulfate and the sulfate

lifetime t*. The factor of 3/2 accounts for the difference

between the molecular weight of SO2 and the oxidized

product, SO22
4 sulfate. It thus assumes that the source is

given in units of grams of SO2. The amount of (radiative)

extinction k per unit mass of sulfate can be calculated

directly from Mie theory, given an assumed distribution

of the aerosol and an ambient relative humidity. It de-

pends on how the aerosol burden is distributed in the

vertical, particularly its covariability with humidity

upon which k (through the deliquescence effect of the

aerosol) is very dependent. Together these expressions

imply that

Fari 52erk

0
B@t*

3

2
y

V

1
CAQa , (A3)

showing that the forcing in a local column is linear in the

local source.

To apply this theory globally it is necessary to average

over space and time, which because many of the terms

can covary both spatially and temporally can introduce

spatial and temporal covariances. If a quantity p is the

product of a factor s and a variable x, then upon aver-

aging (denoted by overbar, with deviations denoted by a

prime) covariances contribute to the mean, that is,

p5 s x1 s0x0 . (A4)

To incorporate the effect of covariances I define an ef-

fective factor S5 p/x, from which it follows that

S5 s1
s0p0

x
, (A5)

and hence p5 Sx. This approach is adopted, with the

effective yield, lifetime, mass extinction coefficient, ra-

diative efficiency, and pseudo clear-sky fraction denoted

by capitalization, when relating the globally averaged

forcing to the globally averaged SO2 source, so that
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Fari52

0
B@CrErKT*

3

2
Y

V

1
CAQa . (A6)

The five effective parameters that go into the definition

of Fari are frequently used to interpret the magnitude of

Fari produced by comprehensive models (e.g., Schulz

et al. 2006; Myhre et al. 2013b).

The form for the expression of Fari derived above

arises from physical considerations and involves rela-

tively few assumptions. Because the effective quantities

cannot be measured directly (e.g., in the laboratory) but

must be inferred from other measurements spanning a

large range of space and time scales, they are uncertain.

Values of the parameters derived from comprehensive

modeling are provided in Table A1. By comparison,

Charlson et al. (1992) estimated an optical depth of 0.04

twice as large as the models, largely due to an over-

estimate of Qa. They further estimated the clear-sky

radiative efficiency Er to be 83Wm22 per unit of optical

depth as compared to values derived frommore detailed

radiative transfer calculations of about 25Wm22 Their

very large (factor of 6) overestimate of the clear-sky

forcing was somewhat ameliorated by the assumption of

an effective clear-sky fraction of 0.4, as compared to the

more conservative 0.6 that arises when aerosol scatter-

ing above thin clouds is accounted for.

In deriving the all-aerosol Fari as is presented in the

manuscript, I assume that the Fari from nonsulfate

aerosols is proportional, by a factor h, to that produced

from sulfate. This assumption has a long history in the

literature. It is discussed further in themanuscript, along

with supporting evidence below.Given this assumption I

arrive at the expression

Fari 52aQa, with a[h

0
B@CrErKT*

3

2
Y

V

1
CA , (A7)

which is used to represent the aerosol–radiation in-

teractions in Eq. (1).

Because estimates of the effective yield and sulfate

lifetime are available from relatively few model studies,

a in Eq. (1) is estimated from themodeling ashCEt550/Qa

for a present-day source of 130TgSO2yr
21. This corre-

sponds to a 5 0.0197Wm22 (TgSO2)
21. A slightly

smaller value, a 5 0.01875Wm22 (TgSO2)
21, is adopted

in the fit shown in Fig. 2, and for random parameter

draws of the model a21 is assumed to be Gaussian dis-

tributed with a mean value and standard deviation of

6006 200 (Wm22)21 Tg SO2, corresponding to a central

value of 0.0167Wm22 (TgSO2)
21 and a 2s range of 0.001

to 0.005Wm22 (TgSO2)
21.

APPENDIX B

Aerosol–Cloud Interactions (ACI)

Assuming an aerosol perturbation only affectsN, then

locally the forcing is given by Eq. (3). If all clouds were

the same, Icld would adopt values of zero or one de-

pending on whether or not a cloud was present. As

stated in the body of the manuscript, cloud macro-

physical changes can be accounted for by allowing Icld to

adopt other values. This approach projects any vari-

ability in E onto Icld and simplifies the expression, at the

expense of having to interpret Icld as the equivalent

‘‘stratocumulus’’ cloud fraction rather than the actual

cloud fraction. To estimate Faci I expand the terms in

Eq. (3) into a global and annual mean value and a de-

viation from that value, that is,

I [ Icld 1 I 0cld(x, y, t) .

If one assumes that third-order terms (the products of

three primes) are negligible and thatN02 � N2, then it

is straightforward to derive the expression for C given

by Eq. (5). The covariance terms arise because patterns

of forcing (dN)0 imprint themselves on patterns of

clouds, even if Icld is not allowed to directly depend on

N. Such correlations were also included in the defini-

tion of effective parameters in the expression Fari,

where they play less of a role because the radiative

response to a change in an aerosol burden is relatively

linear, as long the burden is small and the background is

not too bright. For the case of aerosol–cloud in-

teractions these correlation terms are important and

invariably act to reduce the net forcing. For instance,

larger perturbations in dN0 are expected over land,

where N is already large and in arid conditions, where

I 0cld is negative.

TABLE A1. Key parameters in determining a in the expres-

sion for Fari. Summarized from results of the Atmospheric

Chemistry and Climate Model Intercomparison Project (ACCMIP)

and AEROCOM Phase II studies (Schulz et al. 2006; Myhre

et al. 2013b).

Parameter Xmean sX Xmax Xmin

No. of

models

Y 0.62 0.15 0.85 0.30 11

T* (days) 3.8 1.0 5.1 2.3 10

K (m2 g21) 11.3 7.0 38.6 4.5 23

t550 0.002 0.0009 0.004 0.0006 30

CrEr (Wm22) 217.4 5.4 28.0 232.0 23

hCrEr (Wm22) 212.8 8.0 23.1 227.2 25
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Charlson et al. (1992) and the subsequent literature

often has focused onmarine stratocumulus clouds, when

considering the possible magnitude of Faci. For a typical

subtropical stratocumulus layer, analytic arguments can

be used to estimate E5 22Wm22. Physically the factor

E depends on the amount of cloudwater, the solar zenith

angle, and the net incoming radiation. The value of

22Wm22 adopted by C92 is consistent with a cloud

whose liquid water path is about 65 gm22, which would

correspond to a homogeneous and adiabatic cloud,

roughly 300-m deep. Such a cloud is not atypical of

stratocumulus forming in a well-mixed boundary layer,

such as are often found in eastern boundary current re-

gions of the subtropics (vanZanten et al. 2005; Stevens

et al. 2005). In more trade wind–like conditions, or as

stratocumulus-topped boundary layers decouple during

the day, a thinner cloud and hence smaller value of R

would be expected. However, the strength of the forcing

from a perturbation inN, which depends on the slope of

the curves in Fig. B1, does not change substantially if one

assumes a thinner cloud, as the reduction in R is com-

pensated by a greater (power law) dependence on N.

Consequently Eq. (3), with E 5 22Wm22, is a good

approximation, even if it implies a too large cloud ra-

diative effect R.

To calculate the effective cloud fraction C radia-

tive transfer calculations were performed (courtesy of S.

Kinne) with distributions of present-day clouds using

data from the International Satellite Cloud Climatology

Project (ISCCP). All liquid clouds were initially assigned

an effective radius of 10mm, which was reduced by 5%

to a value of 9.5mm. So doing results in a globally aver-

aged radiative forcing, F 5 21.52Wm22 (not including

0.05Wm22 of offsetting long wave forcing). For a fixed

shape of the droplet distribution, the effective radius re is

proportional to the droplet concentration, such that re }
N21/3 so that the forcing expression can equivalently be

written in terms of the effective radius,

Faci5 dR5 3IcldE
dre
re

. (B1)

For uniform perturbations, spatiotemporal covariances

are not a factor. From these calculations an effective

cloud fraction as C 5 0.46 is inferred. Repeating the

calculations with a smaller 6mmreference size has only a

small effect, slightly reducing the effective cloud frac-

tion. Repeating the calculations and interpreting the

results in terms of changes to N lead to yet smaller es-

timates of C, from which the initial upper bound (i.e.,

one that does not account for covariance terms) of C 5
0.4, which appears in the main text, is derived.

APPENDIX C

Models, Data, and Methods

For primary data the present study relies on simula-

tions provided by many modeling centers as part of

CMIP5 (Taylor et al. 2012). A complete list of themodels

and the experiments used in this study is provided in

Table C1, along with a reference describing each model

and its associated experiments (when available).

Radiant energy budgets are taken from the Clouds

and the Earth’s Radiant Energy System (CERES)

Energy Balanced and Filled (EBAF) and SYN prod-

ucts (Loeb et al. 2009). Note that Ed2.8 data were

mostly used, but compared to Ed2.7 and Ed3.0 data.

Different editions of the data did not influence the re-

sults. The albedo is constructed from the monthly cli-

matology from 13 years (March 2000 through April

2013) of upward clear sky and downward shortwave

irradiances at the top of the atmosphere. The data are

processed on the native CERES 18 3 18 latitude–

longitude grid, and monthly fluxes are weighted by

days per month in forming the long-term average.

Land values and monthly values without insolation

are masked. The median surface temperature

FIG. B1. Cloud radiative effectR for a solar zenith angle of 43.668
assuming a net downward shortwave radiation equal to the tropical

(358S–358N) average. Shown are radiative transfer calculations

(points) for a cloud with liquid water content of 0.35 g kg21

(stronger forcing) and 0.10 g kg21 (weaker forcing) for a cloud in-

homogeneity factor of 0.75, as well as a homogeneous cloud with

liquid water content of 0.32 g kg21. Analytic fits to the points as-

suming a power-law or logarithmic dependence onN are illustrated

by the lines.
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estimates are from the HadCRUT4.2.0.0 product

(Morice et al. 2012). For the aerosol data, use is made

of MAC-v1.0 (Kinne et al. 2013), which describes the

optical properties of tropospheric aerosols on monthly

time scales, discriminated partly by species so as to

separate sulfate from other contributions, and with

global coverage also on a 18 grid. The climatology is

developed from locally sparse, but high-quality, data

collected from the AERONET ground-based sun-

photometer network, and merged onto complete

background maps defined by central data from global

aerosol models.

The SO2 emissions are derived from the tabulated

values provided by Smith et al. (2011). The decadal

data of anthropogenic source strength taken from their

Tables 2 and 3 are plotted in Fig. 1, along with un-

certainty estimates. For analytic purposes a curve is fit

to the data, and includes all anthropogenic sources,

including agriculture and grassland/forest burning, so

that in the present paper we set

Qa5 21 137

�
11 exp

�
19602 t

27

��21

1 42 exp

"
2

�
19752 t

16

�2
#
1 12 exp

"
2

�
t2 1915

25

�2
#

(C1)

TABLE C1. CMIP5 models and experiments used in this study.

Model name AMIP Hist Nat SSTclim Reference

ACCESS1.0 3 3 Bi et al. (2013)

ACCESS1.3 3 Bi et al. (2013)

BCC_CSM1.1 3 3 3 Xin et al. (2013)

BCC_CSM1.1(m) 3 Xin et al. (2013)

BNU-ESM 3 3 Ji et al. (2014)

CanAM4 3 von Salzen et al. (2013)

CanESM2 3 3 3 von Salzen et al. (2013)

CCSM4 3 3 Meehl et al. (2012)

CESM1(CAM5) 3 3 Meehl et al. (2013)

CMCC-CESM 3 No reference

CMCC-CMS 3 No reference

CMCC-CM 3 No reference

CNRM-CM5 3 3 3 Voldoire et al. (2013)

CNRM-CM5.2 3 Voldoire et al. (2013)

CSIRO Mk3.6.0 3 3 3 3 Rotstayn et al. (2012)

FGOALS-g2 3 3 Li et al. (2013)

GFDL CM3 3 3 3 Donner et al. (2011)

GFDL-ESM2G 3 Donner et al. (2011)

GFDL-ESM2M 3 Donner et al. (2011)

GISS-E2-H-CC 3 Schmidt et al. (2014)

GISS-E2-R 3 3 Schmidt et al. (2014)

GISS-E2-R-CC 3 Schmidt et al. (2014)

HadCM3 3 Gordon et al. (2000)

HadGEM2-A 3 3 Collins et al. (2011)

HadGEM2-AO 3 Collins et al. (2011)

HadGEM2-CC 3 Collins et al. (2011)

HadGEM2-ES 3 3 Jones et al. (2011)

INM CM4 3 3 Volodin et al. (2010)

IPSL-CM5A-LR 3 3 3 3 Dufresne et al. (2013)

IPSL-CM5A-MR 3 Dufresne et al. (2013)

IPSL-CM5B-LR 3 3 Hourdin et al. (2013)

MIROC5 3 3 3 Watanabe et al. (2010)

MIROC-ESM-CHEM 3 3 Watanabe et al. (2011)

MIROC-ESM 3 Watanabe et al. (2011)

MPI-ESM-LR 3 3 Stevens et al. (2013)

MPI-ESM-MR 3 3 Giorgetta et al. (2013)

MPI-ESM-P 3 Giorgetta et al. (2013)

MRI-CGCM3 3 3 3 Yukimoto et al. (2012)

MRI-ESM1 3 Yukimoto et al. (2012)

NorESM1-M 3 3 3 Bentsen et al. (2013)

NorESM1-ME 3 Tjiputra et al. (2013)
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with t measuring calendar (Gregorian) year. This fit to

the data was developed by eye and is used in the eval-

uation of Faer.

In calculating greenhouse gas forcing I used concen-

trations taken from the data provided by the represen-

tative concentration pathways, which were developed

for CMIP5 (PRE2005_MIDYR_CONC.DAT). Con-

centrations for CO2, CH4, N2O, and all gases controlled

under the Montreal Protocol (expressed as CFC-12

equivalent concentrations) are converted to a forcing us-

ing the simplified expressions provided in Ramaswamy

et al. (2001). Stratospheric ozone (a negative forcing)

and tropospheric ozone (a somewhat larger positive

forcing) are not considered, and assumed to be offset

by land-use changes, which are commensurate with the

net ozone forcing, but of opposite sign (Myhre et al.

2013a). It is estimated that accounting for these forc-

ings could influence the estimates of the lower bound

on Faer by 5%–10%, that is, at the level of significance

of the estimate (which is given to two significant

figures only). To estimate the scaled total aerosol

forcing for the Carslaw et al. (2013) study, as shown in

Fig. 2, a term had to be added for aerosol–radiation

interactions. In doing so I assumed it to be linear in

emissions and to contribute 50% of the forcing in the

year 2000, as in AR5.

Radiative transfer calculations to estimate parameter

values and assumptions in themodel forFari (as described

below), are performed using the PSRad implementation

of RRTM (Pincus and Stevens 2013; Mlawer et al. 1997).

Single-column radiation calls were performed using a

slightly modified version of the Air Force Geophysics

Laboratory tropical sounding. Modifications were made

to increase the resolution in the lower troposphere

and adjust the thermodynamic profiles consistent with

these changes. The temperature profile was modified so

that in the layer below 920-hPa temperature decreased

following a dry adiabatic lapse rate, and the layer be-

tween 920 and 700hPa had a more moist adiabatic lapse

rate of 26Kkm21. The humidity in the lower layer in-

creased from 65%at the surface to 85%at 920hPa. In the

upper layer the relative humidity decreased from 70% at

cloud base to 50% at 700hPa. The vertical resolution was

specified at 20hPa in the lower 1km of the sounding,

increasing gradually above that to roughly 1-km-thick

levels for pressures lower than 700hPa. For most of the

calculations the aerosol burden was specified as in pre-

vious studies (Stier et al. 2013), so that the optical depth

was uniformly distributed over the lower 2km of the

model. Sensitivity tests were performed with a more

complex vertical structure of the aerosol, based on the

climatological distribution from MAC-v1.0. In these cal-

culations the aerosol burden was distributed so that the

optical depth in each layer was constant below a height of

1250m and decreased exponentially above 1250m with a

length scale of 750m. For some sensitivity studies a

background natural aerosol was introduced and charac-

terized by an optical depth of 0.1, a single scattering al-

bedo of 0.97 and an asymmetry factor of 0.7. For all

calculations involving sulfate, a wavelength independent

asymmetry factor and single scattering albedo of 0.65 and

0.999999 respectively were specified. The presence of a

background aerosol has a minor (5%) effect and slightly

reduces the transmissivity. In performing the radiative

transfer calculations an effective zenith angle had to be

specified. For this the globally and annually averaged

insolation-weighted zenith angle of 48.28 (the cosine of

which is 0.6667) was used for estimates of global forcing.

In exploring the asymmetry of the albedo in the

CERES measurements averages are taken over the

region between 258 and 508N. Over this latitude belt

the averaged irradiance is 337.6Wm22, and the aver-

aged zenith angle is 49.68. For calculations related to

cloud forcing of tropical clouds, the tropical average

for a broad tropical region, equatorward of 358, was
defined. In this region the irradiance weighted zenith

angle reduces to 43.668N and the averaged solar irra-

diance is 390Wm22.

For the simulations with the MPI-ESM, version 1.1 of

that model was used, with the 100 ensemble members

starting from a preindustrial control simulation. En-

semble members were spawned every 48 years from the

control simulation, with the first ensemble member

starting from year 48 of the control.
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