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A B S T R A C T

An ability to predict the weather depends on an ability to explic-
itly represent atmospheric processes in Numerical Weather Predic-
tion (NWP) models. Limited computational resources still force many
weather operational centers to perform simulations with a grid spac-
ing of O(10 km), thus requiring to parametrize many subgrid-scale
processes, and in particular moist convection. On the other hand,
Large Eddy Simulation (LES) models, characterized by a grid spacing
of O(100 m), are usually employed for research purposes in highly
idealized setups. This dissertation aims at bridging together these two
approaches by using the newly developed Icosahedral Non-hydrostatic
Large-Eddy Model (ICON-LEM), which finally allows running LES mod-
els over large scales, thereby capturing individual convective clouds,
their associated mesoscale circulation and the large-scale environ-
ment in which they are embedded. The main idea is to exploit this
new ability to represent convection in order to reconsider old un-
solved questions and to focus on new problems which were not af-
fordable with older approaches.
In the first part of the dissertation the main objective is to develop
conceptual models to explain different aspects of the coupling be-
tween soil moisture and convective precipitation. I firstly focus on
initial homogeneous conditions and on the precipitation response to
increase/decrease of the initial soil moisture. Although convection
can be triggered earlier over dry soils than over wet soils under cer-
tain atmospheric conditions, total precipitation is found to always
decrease over dry soils. A simple conceptual model shows that this
can be explained by the fact that precipitation intensity strongly cor-
relates with surface latent heat flux, hence implying more rain over
wet soils.
Secondly, the focus is on heterogeneous conditions as resulting from
heterogeneous surface soil moisture. Such heterogeneous conditions
are known to trigger thermally-indirect circulations that advect mois-
ture from wet to dry patches. Given that also local evaporation con-
tributes to precipitation, my aim is to disentangle the effect of both
sources over the course of a diurnal cycle. A simple conceptual model
is derived using the results of LES simulations performed over a sur-
face with varying degrees of soil moisture heterogeneity. The pre-
cipitation is expressed as a sum of advection and evaporation, each
weighted by its own efficiency. By expressing advection and evapora-
tion as functions of soil moisture I isolate the main parameters that
control the variations of precipitation over a spatially drier patch. It
is found that these changes surprisingly do not depend on soil mois-
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ture itself but instead solely on the initial atmospheric state. This is
so because the propagation of the front associated with the mesoscale
circulation is mostly driven by cold pools which effectively remove
the dependency on the surface state.
In the second part of the dissertation ICON-LEM is employed to sim-
ulate more realistic atmospheric cases including a convective diur-
nal cycle over Germany and a Tropical-Like Cyclone (TLC) over the
Mediterranean Sea. The first scenario is used to test the conceptual
model capacity to link precipitation to advection and evaporation
weighted by different efficiencies. Two days from the exceptional pe-
riod of severe weather that interested Germany in June 2016 are cho-
sen due to their distinct diurnal cycle. It is found that, depending on
the day and on the area analyzed, the model predicts different values
for the efficiencies and that the one related to advection is not usually
larger than the one associated with evaporation. Moreover, the model
using two different efficiencies exhibits a greater skill than the one
using a single efficiency in explaining precipitation variability over
different regions of the domain.
A different conceptual model, which attempts to reproduce the de-
pendency of latent heat release by deep convection on the model
resolution, is tested against simulations performed with ICON-LEM

in the last chapter of the dissertation. The rare case of a TLC that
affected the central Mediterranean between 7 and 9 November 2014

is simulated. The goal is to determine whether ICON-LEM can repro-
duce the internal dynamic and evolution of this cyclone, which was
poorly predicted by most General Circulation Models (GCMs). It is
found that simulations performed with grid spacing larger than 2.5
km completely miss the intensification phase of the cyclone due to
poorly resolved convective processes. The simulations characterized
by a smaller grid spacing, instead, show the ability of the model
to reproduce the internal structure of the cyclone, characterized by
a warm core, and its evolution over time. An interpretation of this
abrupt change in the model skill is given based on a thermodynamic
argument and on Potential Vorticity (PV)-thinking.
Overall this dissertation shows how the interaction between convec-
tion and the land surface or the large-scale circulation can now be
well captured with convection-explicit models like ICON-LEM which
allow us to resolve the full spectrum of scales on which convection
acts.
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Z U S A M M E N FA S S U N G

Die Fähigkeit das Wetter vorherzusagen hängt von der Fähigkeit ab,
atmosphärische Prozesse in numerischen Wettermodellen explizit dar-
zustellen. Beschränkungen der Rechenleistung zwingen Wetterdiens-
te dazu, ihre Modelle mit Gitterweiten von O(10 km) zu betreiben,
weshalb Parametrisierungen vieler sub-skaliger Prozesse, insbesonde-
re von feuchter Konvektion, notwendig sind. Auf der anderen Seite
werden für Forschungszwecke LES mit charakterischen Gitterweiten
von O(100 m) verwendet, typischerweise in idealisierten Bedingun-
gen. Diese Dissertation strebt eine Verknüpfung der beiden Ansätze
an, indem das neu entwickelte ICON-LEM verwendet wird. Das Modell
erlaubt LES auf größeren Skalen und löst dabei konvektive Skalen, de-
ren meso-skalige Zirkulation sowie die groß-skalige Umgebung auf.
Die Grundidee beruht dabei auf der Fähigkeit Konvektion explizit
darzustellen, um alten Fragen mit neuen Mitteln zu begegnen und
schließlich neue Fragen aufzugreifen, die mit alten Ansätzen nicht zu
lösen waren.
Das Hauptziel des ersten Teils der Dissertation ist die Entwicklung ei-
nes konzeptionellen Modells, das unterschiedliche Aspekte der Kopp-
lung von Bodenfeuchte und konvektivem Niederschlag erklärt. Zu-
erst konzentriere ich mich dabei auf anfänglich homogene Bedingun-
gen und auf die Reaktion des Niederschlags auf Zu- und Abnah-
men der anfänglichen Bodenfeuchte. Obwohl unter bestimmten at-
mosphärischen Bedingungen Konvektion über trockenem Boden frü-
her als über feuchtem Boden ausgelöst werden kann, ist der Gesamt-
niederschlag über trockenem Boden immer geringer. Ein einfaches
konzeptionelles Modell zeigt, dass dieser Zusammenhang durch die
starke Korrelation der Niederschlagsintensität mit dem latenten Wär-
mefluss erklärt werden kann, was schließlich mehr Regen über feuch-
teren Böden bedeutet.
Im Weiteren setze ich den Fokus auf heterogene Bedingungen, die
sich aus einer heterogenen Verteilung der Bodenfeuchte ergeben. Von
solchen heterogenen Bedingungen ist bekannt, dass sie thermische
Zirkulationen erzeugen, die Feuchtigkeit von feuchten in trockene
Bereiche transportieren und zu einer Intensivierung der Konvektion
über den trockeneren Bereichen führen. Unter der Annahme, dass
auch die lokale Verdunstung zum Niederschlag beiträgt, ist es mein
Ziel, die beiden Quellen über den Tagesverlauf voneinander getrennt
zu betrachten. Daraus entwickele ich ein einfaches konzeptionelles
Modell, inspiriert von Ergebnissen der LES Simulationen, die über
Oberflächen unterschiedlich heterogener Bodenfeuchte durchgeführt
wurden. Der Niederschlag wird als Summe von Advektion und Ver-
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dunstung, mit jeweiliger Gewichtung durch eine spezifische Effizienz,
betrachet. Durch die Formulierung von Advektion und Verdunstung
als Funktionen der Bodenfeuchte, isoliere ich die grundlegenden Pa-
rameter, die Niederschlag über einem räumlich trockeneren Bereich
kontrollieren. Es zeigt sich, dass diese Veränderungen überraschen-
derweise nicht von der Bodenfeuchte selbst, sondern allein vom An-
fangszustand der Atmosphäre abhängen. Dies ist eine Folge der Aus-
breitung der meso-skaligen Zirkulation, die hauptsächlich von Kalt-
luftausflüssen bestimmt wird, die die Kopplung zum Boden unter-
drücken.
Im zweiten Teil meiner Dissertation verwende ich ICON-LEM, um rea-
listische atmosphärische Szenarien zu simulieren. Als Beispiele die-
nen der Tagesverlauf von Konvektion über Deutschland und ein tropensturm-
ähnliches Sturmtief (TLC) über dem Mittelmeer. Das erste Szenario
wird verwendet, um das konzeptionelle Modell des ersten Teils, das
Niederschlag mit Advektion und Verdunstung von jeweils spezifi-
scher Effizienz koppelt, zu testen. Zwei Tage eines Zeitraums von
aussergewöhnlich starker Gewitteraktivität über Deutschland im Ju-
ni 2016 wurden aufgrund ihres ausgeprägten Tagesgangs herausge-
sucht. Es wird gezeigt, dass das Modell, abhängig von der betrachte-
ten Zeit und vom betrachteteten Ort, unterschiedliche Werte für die
Effizienzen prognostiziert und dass die Effizienz der Advektion üb-
licherweise nicht größer ist, als die der Verdunstung. Zudem erzielt
das Modell bei der Vorhersage von Niederschlagsvariabilität über un-
terschiedlichen Bereichen des Modells bessere Ergebnisse, wenn zwei
und nicht nur eine Effizienz angewendet werden.
Ein anderes konzeptionelles Modell, das versucht die Abhängigkeit
des latenten Wärmeflusses durch tiefe Konvektion von der Model-
lauflösung zu erklären, wird im letzten Teil der Dissertation durch
eine ICON-LEM Simulation getestet. Der seltene Fall eines Medicanes,
der den zentralen Mittelmeerraum zwischen dem 7. und 9. Novem-
ber 2014 beherrschte, wird simuliert. Das Ziel ist zu bestimmen, ob
das angewandte Modell die Dynamik und Entwicklung des Wirbel-
sturms, der von Globalen Zirkulationsmodellen (GCMs) unzureichend
vorhergesagt wurde, darstellen kann. Es wird gezeigt, dass Model-
le mit Gitterweiten größer als 2.5 km die Intensivierung des Wir-
belsturms gar nicht erkennen können, da konvektive Prozesse zu
schwach aufgelöst sind. Simulationen mit höherer Aufösung zeigen
hingegen, dass im Modell die innere Struktur des Wirbelsturms, cha-
rakterisiert durch einen warmen Kern und seine zeitliche Entwick-
lung, dargestellt werden können. Die vorgestellte Interpretation die-
ses abrupten Unterschieds im Modellverhalten beruht auf der thermo-
dynamischen Argumentation und auf dem "Potential Vorticity (PV)-
thinking".
Im Gesamten zeigt diese Dissertation, wie die Interaktion von Kon-
vektion mit der Landoberfläche oder der groß-skaligen Zirkulation
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in Modellen mit explizierter Darstellung von Konvektion (wie ICON-

LEM) erfasst werden kann und wie das volle Spektrum an Skalen, die
von Konvektion beeinflusst sind, aufgelöst wird.
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1
I N T R O D U C T I O N

In the early morning of October, 16
th

2017 Ophelia, a former major
hurricane, was making landfall over southern Ireland as an extra-
tropical depression. Wind gusts up to 191 km h−1 were recorded
at Fastnet Rock off the coast of County Cork: this was the highest
wind speed ever measured in Ireland. Three deaths were reported in
Ireland while total losses from the storm reached USD 70.1 million
(Stewart, 2018).
Ophelia was the easternmost Atlantic major hurricane (≥ Category
3) that has been recorded since the beginning of the satellite era. The
genesis of this cyclone on October, 6

th was fairly unique in its kind as Ophelia’s story

Ophelia formed over the north-eastern Atlantic (between the Canary
Islands and the Azores, an area usually not prone to tropical cycloge-
nesis) from the remnants of an occluded front. Located over an area
with warm Sea Surface Temperatures (SSTs) (see also Fig. 1.2), the
storm steadily intensified over the next two days and became a hur-
ricane on October,11

th and a major hurricane on October, 14
th south

of the Azores. Fig. 1.1 shows a satellite picture of Ophelia danger-
ously close to the Azores and the Iberian peninsula. In the following

Figure 1.1: MSG-SEVIRI infrared satellite image acquired on 14 October 2017 at 2010

UTC. Copyright by EUMETSAT.

days, Ophelia began weakening as it moved over progressively colder
waters towards Ireland and Great Britain. Between 15 and 16 Octo-

1
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ber Ophelia underwent an extra-tropical transition which caused a
re-intensification of the system before its final approach on the Irish
coast.
Although substantial, the losses suffered in Ireland and in neighbor-Preparations to

impact in Ireland ing countries were far less than initially feared, given the exceptional
case of an ex-hurricane passing so close to the old continent. This was
certainly related to the emission of several alerts already 4-5 days in
advance. For example, Met Éireann, Ireland’s national meteorolog-
ical service, already reported on 12 October that the storm would
have reached Ireland. This was followed by a ’Status Red’, the high-
est storm category warning, on 14 October. Issuing such a warning
more than 48 hours in advance was "unprecedented", as ’Status Red’
warnings are normally issued within 24 hours of the event.
These warnings were issued following the indications of Numerical
Weather Prediction (NWP) models, which foresaw the possibility of
an interaction between Ophelia and Europe up to 6 days in advance,
that is when the system was just a tropical storm in the middle of
the Atlantic. Figure 1.2 shows the trajectory of Ophelia predicted,
as an example, by the operational version of the ICOsahedral Non-
hydrostatic (ICON) model over the European domain, usually referred
to as ICON-EU (∼ 7 km grid spacing1). It shows how the landfall
over Ireland was already predicted 5 days in advance by this model,
although with a delay of approximately 6 hours. The deepening of
the cyclone, with a minimum MSLP of 964 hPa, and its intensity, char-
acterized by maximum wind speeds of 140 km h−1, are also not far
from what it was observed.
Being able to predict with fairly good accuracy the extra-tropical tran-The importance of

Numerical Weather
Prediction

sition of a major hurricane 5 days in advance clearly shows how the
science of NWPs has evolved since the "Richardson’s dream" (Lynch,
2006). Improvements in technology have allowed most national weather
centers in the world to run NWP models globally every 6 hours, with
forecasts extending up to the following 300 hours (almost 2 weeks).
However, due to the still limited computational power, we are far
away from running NWP global models at a grid spacing fine enough
to resolve deep convection, which is a driving force behind extreme
events like Ophelia.
At the time of writing, for example, the European Center for Medium
range Weather Forecast (ECMWF)-Integrated Forecast System (IFS) model,
one of the best-skilled global forecast systems, computes the future
evolution of the atmosphere employing a grid spacing of approxi-
mately 9 km. This means that most of the processes exhibiting a
spatio-temporal structure below the scale of the model grid resolu-
tion (e.g. convection, land surface, thermodynamic phase changes)
need to be parametrized. Physics parametrizations make use of empir-

1 See https://www.dwd.de/EN/ourservices/nwp_forecast_data/nwp_forecast_data.

html for further details on the operational model configuration.

https://www.dwd.de/EN/ourservices/nwp_forecast_data/nwp_forecast_data.html
https://www.dwd.de/EN/ourservices/nwp_forecast_data/nwp_forecast_data.html
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Figure 1.2: Track of hurricane Ophelia predicted by ICON-EU and observed. The
black line shows the observed trajectory according to the NHC archive.
Color filled contours show the SST anomaly averaged between 6 and 15

October 2017 according to NOAA. The colored line shows the track of
hurricane Ophelia predicted by the ICON-EU run initialized on October,
12

th at 0600 UTC and is colored according to the predicted value of MSLP.
The inset shows the time evolution of MSLP (black line, hPa) and wind
speed (red line, km h−1) for the tracked cyclone. The algorithm for the
tracking follows Cioni et al. (2016).

ical laws, based either on higher resolution models or observations,
which allow describing sub-grid scale processes as complex functions
of the grid box mean values of the prognostic variables of the fore-
cast model (see e.g. EMCWF, 2001). Parametrizations, unfortunately,
introduce errors given that they are not based on the full set of Navier-
Stokes equations (see e.g. Maher et al., 2018) but rather on empirical
formulations.
Although some of the parametrized processes take place on scales Parametrization of

sub-grid scale
processes and
convection-resolving
models

that NWP models will likely never be able to resolve (e.g. microphys-
ical processes, molecular diffusion), some processes, like deep moist
convection, won’t need to be parametrized in the future if employed
grid spacing will converge to O (1 km) (Weisman et al., 1997). A
commonly used strategy to reduce the number of parametrizations
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used in a model, while keeping the computational costs limited, is
to perform simulations in a limited domain, like the one of ICON-
EU, while employing a finer grid spacing: these are usually referred
to as Limited Area Models (LAMs). Models characterized by a grid
spacing fine enough to resolve deep convection are usually called
convection-permitting. However, even convection-permitting simula-
tions are not exempt of biases due to a grid spacing that is still too
coarse to properly resolve all the scales of convective processes which
usually results in many biases (e.g. a delayed triggering of convection
Hohenegger, Walser, et al., 2008).
In fact, using energy spectra, it has been shown that the effective reso-
lution of NWP models is usually within a range of 6-8 times the grid
spacing (Skamarock, 2004; Wedi, 2014), which makes a further in-
crease of the grid spacing necessary. Further grid refinements can
be repeated multiple times in order to have a domain with a kilome-
ter or even a sub-kilometer grid spacing, which is usually referred
to as convection-explicit grid spacing. Convection-explicit models use
the full set of Navier-Stokes equations without the need to employ
empirical formulations to describe sub-grid scale energy transports,
which make them ideal to study atmospheric processes like convec-
tion. Only processes driving the turbulent transport in the Planetary
Boundary Layer (PBL) need to be described by a subgrid-scale model.
When adopting a grid spacing below 1 kilometer the parametriza-
tions usually employed for turbulence are no longer valid. Among
these scale of motions, Large Eddy Simulation (LES) models (Sagaut,
2006) have been largely employed. LES models represent, essentially,LES models

a trade-off between the more expensive Direct Numerical Simula-
tion (DNS) models, which resolve all scales of turbulent motions, and
the convection-permitting NWP models. Hence, LES can be seen as a
poor-man DNS where only turbulent motions up to a certain scale are
resolved while other scales are computed through a sub-grid scale
model.
Given their range of optimal resolutions, LES models have been ex-
tensively used in the literature to study both shallow and deep atmo-
spheric moist convection (see e.g. Siebesma et al., 2003). Up to today,
they are still the best available option that one has to resolve most
of the turbulent motions driving shallow cumuli formation and their
transition into congestus or even more organized structure like thun-
derstorms. Unfortunately, their research nature has often prevented
their employment in a setup driven by realistic boundary conditions
or even their application in NWP models. Instead, setups consisting of
idealized boundary and initial conditions have usually been adopted
in the literature.
The Icosahedral Non-hydrostatic Large-Eddy Model (ICON-LEM) isICON-LEM

one of the first models that extends the LES approach to larger scales
and realistic setups. The model has been applied to simulate many
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atmospheric configurations with a resolution of 600, 300 and 150 m
over Germany in the context of the High Definition Clouds and Pre-
cipitation for advancing Climate Prediction (HD(CP)2) project (Heinze
et al., 2016). These simulations have just started to scratch the surface
with the goal of understanding whether running models with higher
resolution effectively improves our ability to predict the weather, and
potentially the climate. More importantly, they show that we are
finally able to perform LES simulation on large scales, thereby captur-
ing not only the scale of individual convective clouds but also their
mesoscale associated circulation and the interaction with the large-
scale environment.
In this dissertation I want to move this analysis one step further.
The main goal is to use convection-explicit simulations as a tool for
process understanding of different atmospheric processes involving
moist deep convection. In particular, results from simulations from
either idealized or realistic setups are used to develop conceptual
models and test ideas of how convection interacts with different at-
mospheric configurations. To do so I will focus on two main topics:

1. the interaction between the land surface and the atmosphere
mediated through deep moist convection and

2. the role of deep moist convection embedded in larger scale at-
mospheric systems

In the following sections I will provide a brief description of these pro-
cesses and highlight some of the aspects that have been neglected or
poorly described in the literature. This will eventually lead to the re-
search questions motivating this dissertation, which will be presented
in the last section of this chapter. These research questions essentially
constitute different ways of formulating the previous more generally
stated goal of the research.

1.1 land-atmosphere interactions across scales

An observer floating in space looking in the middle of the Pacific
would be convinced to say that Earth is nothing but a blue marble
given that the entire surface area from his point of view would be
covered by oceans. The latter makes up indeed 71 % of the total sur-
face area. However, the remaining 29 % of the Earth’s surface area is
where humans have been living for the past million years: the land. The importance of

the land surfaceAccording to the GRUMP dataset (CIESIN, 2004), a mere 3 % of this
area is covered by urban areas, while 40 % is dedicated to agriculture.
This shows that land, although being a small fraction of the Earth’s
surface, is of vital importance for humans.
The atmosphere, on the other hand, covers the entire Earth’s surface
by floating above both land and oceans. Therefore, it is not hard to
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imagine why many past studies have been focusing on the interac-
tion between the land surface and the overlying atmospheric layer. In
many areas of the world, the land is not only means of support for
agriculture but also the only forcing to the atmosphere. In particular,
clouds and their distribution are strongly modulated by the presence
and alteration of the land surface.

This can be seen in Fig. 1.3 where a high-resolution satellite pic-

Figure 1.3: MODIS satellite imagery acquired on 19 August 2009 over South America.
White rectangles in the uppermost left panel represent the regions where
the image has been zoomed-in, which are visible in the panels on the
bottom and right part of the figure.

ture of a wide area covering parts of Brasil, Suriname and GuyanaCoupling of the land
surface and
convection

is shown. Several cloud spatial patterns emerge in the picture. First
of all, there is an abundance of clouds over land with respect to the
ocean which locally appears to be cloud-free (lowermost right inset
in Fig. 1.3). This is reflected also in the spatial distribution of clouds
over the Brokopondo lake (Suriname, uppermost right inset) and over
the estuary of the Amazonian River (bottom leftmost inset). It is ev-
ident that clouds seem to avoid water bodies while developing over
land.
However, not only the spatial distribution of clouds appears to be
affected by the land surface. In fact, clouds density and size also
respond to the land surface forcing. This is evident at the border be-
tween Guyana and Brasil (middle right inset in Fig. 1.3) where shal-
low clouds covering a deforested area are surrounded by a denser
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population of deep clouds developing over the equatorial forest. Fi-
nally, the thunderstorms in the vicinity of Georgetown (Guyana),
probably created by an afternoon land-sea breeze, stick out just from
their larger size and white color (lower rightmost inset in Fig. 1.3).
From Fig. 1.3 one could be fooled to think that the interaction be-
tween the land surface and the atmosphere is only limited to the
diurnal cycle. Instead, given the slow response of deep soil layers
to atmospheric perturbations, the land often exerts an influence on
monthly and seasonal timescales. This interaction is so pronounced
that clouds can, in fact, reveal the shape of continents, as highlighted Land-atmosphere

interactions reveal
continents

by Fig. 1.4 where the cloud cover averaged during the month of
September 2017 is shown. Spatial features showing up in Fig. 1.4

Figure 1.4: MODIS derived cloud fraction monthly-averaged during September 2017.

allow one to distinguish almost entirely Australia, Africa, the Middle
East, Antarctica and South America. Here the characteristic negative
cloud signature of the Amazonian River, which was highlighted pre-
viously in Fig. 1.3, appears strikingly well. The Atacama desert also
stands out due to its almost non-existent cloud cover.
Although observations, like the satellite picture above, give us strong
indications and good examples of the coupling between the land sur-
face and the atmosphere, their interpretation is sometimes ambigu-
ous as causality can often not be determined (Tuttle and Salvucci,
2017). For example, a previously flooded area may be affected in the Causality in

land-atmosphere
interactions

following days by a series of thunderstorms. Are the recurring thun-
derstorms just a coincidence or are they related to the initial flood-
ing, i.e. an abundance of water that percolated into the soil which
then evaporated back to the atmosphere? This causality is hard to
be determined using only observations. Models, even with all their
limitations, can instead give us insights into the complex interactions
that drive the coupled land-atmosphere system.
Determining the causality is also important from a NWP perspective
given that the state of the land surface may affect the evolution of the
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atmosphere over daily, monthly or even seasonal timescales, as antic-
ipated before. In particular, Fukutome et al. (2001) has shown that,
under certain atmospheric conditions, prescribing the perfect soil con-
ditions has a strong impact over forecast periods from 10 to 15 days.
MacLeod et al. (2016) used the exceptional summer of 2003 over Eu-
rope, as a case of strong coupling between the land surface and the
atmosphere, to show that seasonal predictions can be improved by
including stochastic perturbations in the soil state. Finally, Hurk et al.
(2012) showed that, by using realistic soil moisture initialization, the
forecast skill of summertime temperature and precipitation over Eu-
rope up to 8 weeks ahead can be improved.
But why do these complex interactions between the land surface andSurface Fluxes

the atmosphere arise in the first place? The land surface and the at-
mosphere are coupled through fluxes of heat, surface and moisture
that develop at the interface due to the partitioning of the incoming
solar radiation (Budyko, 1961). In many areas of the world where the
atmospheric forcing does not vary appreciably during the year (e.g.
semi-arid or desertic regions) the land strongly influences the parti-
tioning of these fluxes through different characteristics. Avissar (1995)
indicated that five land surface characteristics in particular, stomatal
conductance, soil moisture, surface roughness, leaf area index and
albedo, affect the coupling of the land surface with the overlying at-
mosphere through the control on surface fluxes. In the following
section I will primarily focus on the influence of the soil moisture on
the development of convection and ensuing precipitation.

1.1.1 The coupling of soil moisture and precipitation

Over some regions of the globe by changing the soil moisture it is
possible to modify the future atmospheric state on timescales rang-
ing from the diurnal cycle to the seasonal scale. For instance, Fischer
et al. (2007) used model simulations of the anomalously hot summer
of 2003 to show that, by simply decreasing soil moisture by 25% in
spring, summer temperature anomalies can increase by more than
2
◦C. In this particular case, reduced soil moisture availability limits

the surface latent heat flux which, as a compensation, requires the
land to heat more so that the energy balance can be maintained by
an associated increase in sensible heat flux and outgoing long-wave
radiation, both of which are strongly dependent on the surface tem-
perature. Although the coupling between near-surface air tempera-
ture and soil moisture is straightforward (Miralles, Berg, et al., 2012;
Miralles, Teuling, et al., 2014), the coupling between precipitation and
soil moisture has been debated many times.
The main question underlying such a debate is the following:

Will an initially wetter soil lead to more or less precipitation?
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A wetter soil promotes larger surface latent heat fluxes in a soil moisture-
limited regime (Budyko, 1974), thus increasing the moisture contribu-
tion to the atmosphere. From an atmospheric moisture balance per-
spective, this increase in the amount of water vapor increases the po- Precipitation

recyclingtential amount of precipitation. The precipitation eventually falls on
the ground and replenishes the soil moisture reservoir therefore clos-
ing the feedback loop. This is the main idea behind the mechanism
of precipitation recycling (Trenberth, 1999) which implies a positive soil
moisture-precipitation feedback. Precipitation recycling is nevertheless
thought to not play a big role on the regional scale. Van der Ent et al.
(2010), for instance, reported a recycling ratio of less than 10% for hor-
izontal scales of 500 km, which agrees with the estimate obtained by
Schär et al. (1999) based on a 1-month model simulation over Europe.
The major source of water vapor for precipitation is indeed consti-
tuted by the advection of moisture into a region rather than direct
local evapotranspiration.
Instead of locally increasing water vapor, soil moisture can modify
the efficiency at which water vapor is converted into precipitation. Efficiency and

different soil
advantages

For example, Findell and Eltahir (2003b) showed that, over a homoge-
neous surface, the resulting coupling over a diurnal cycle, being an in-
crease or decrease of precipitation with initial soil moisture, strongly
depends on the early morning atmospheric state. Some atmospheric
states may benefit from an increase in soil moisture to produce more
precipitation (wet soil advantage) while others need the surface to
dry out (dry soil advantage).
A third mechanism by which soil moisture can impact precipitation is
through the generation of thermally induced mesoscale circulations
triggered by surface heterogeneity created by the land-sea gradient
or simply by wet and dry soil patches (Segal and Arritt, 1992). Such
thermally-driven mesoscale circulations transport moist air from spa-
tially wetter patches to spatially drier patches, acting against the ini-
tial perturbation of soil moisture.
Given the importance of the soil moisture-precipitation feedback in Previous studies

regulating the global and continental hydrological cycle, many stud-
ies have tried to estimate its likely sign and magnitude using either
observations (e.g. Miralles, Teuling, et al., 2014; Ford et al., 2015),
coarse resolution models with parametrized convection (e.g. Schär
et al., 1999; Wang et al., 2007), convection-permitting models with
explicit convection (e.g. Hohenegger, Brockhaus, et al., 2009; Schlem-
mer, Hohenegger, et al., 2012) or conceptual models (e.g. Findell and
Eltahir, 2003b; Tawfik et al., 2015; Gentine, Holtslag, et al., 2013). The
main problem regarding observational studies is that the effect of syn-
optic variability is difficult to filter out. In contrast, model studies rely
on their parametrizations.
Hohenegger, Brockhaus, et al. (2009) showed, using model simula-
tions of an entire summer season over the Alps, that the sign of the
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soil moisture-precipitation feedback strongly depends on the design
of the model. In particular, the parametrization of convection is the
model feature that greatly affects the sign of the feedback. The lat-
ter can even reverse its sign depending on the use or not as well as
on the design of such a parametrization. Even convection-permitting
simulations are not exempt of biases which might alter the resulting
soil moisture-precipitation feedback.
Finally, it should be noted that studies often use metrics to diagnose
the soil moisture-precipitation feedback that were designed to assess
the potential for triggering of convection over a certain surface state,
without actually considering the amount of precipitation. These gaps
in the literature allow me to reconsider the characterization of the
coupling between soil moisture and precipitation using LES models.
The advantage of such models is that they can explicitly resolve con-
vection and its interaction with the land surface.

1.2 a particular example of mid-latitude storms : mediter-
ranean tropical-like cyclones

Reports of small but exceptionally severe storms, developing over
the Mediterranean sea and feared by sailors for the harm produced
to ships, date back to ancient times. Boschovich (1749) writes about
"storms very similar to the feared hurricanes of America" which "lasted
a whole day deranging a large part of the sea and advancing for many
leagues into the land". It is not hard to believe what Boscovich says
given that the Mediterranean basin is one of the most cyclogenetic
areas of the world (e.g. Campins et al., 2011).
Along with extra-tropical disturbances, Tropical-Like Cyclones (TLCs),
characterized by a symmetric structure formed by a central warm-
core cloud-free region surrounded by deep convective clouds and spi-
raling distributed cloud bands, are known to form over the Mediter-
ranean and have been documented since the satellite era began (Ernst
and Matson, 1983; Billing et al., 1983). In the latest 15-20 years
they have received much attention because of the damages caused
in coastal areas and gained the epithet of Mediterranean Tropical-
Like Cyclones (MTLCs) or, in short, Medicanes for Mediterranean Hur-
ricanes (Emanuel, 2005). Figure 1.5 shows an example of the MTLC

Numa which occurred at the end of 2017. Note the central cloud-free
region and the deep convective clouds in the eastern sector of the cy-
clone.
Although MTLCs share many features of Tropical Cyclones (TCs), theyMain features of

MTLCs appear to be much smaller in radius (50 to 300 km, Miglietta, Lavi-
ola, et al., 2013; Tous and Romero, 2013) but are still able to produce
hurricane-force winds (Moscatello et al., 2008). They are originally of
baroclinic nature and, under specific environmental conditions, un-
dergo a phase of development that causes a transition to a tropical-
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Figure 1.5: Satellite pictures of MTLC Numa acquired on 18 November 2017 at 1214

UTC by the VIIRS instrument. The left panel shows a Natural Color
RGB picture while right panel contains a brightness temperature map
obtained using data from the infra-red band.

like structure which often presents co-existing hybrid extra-tropical
features. Conditions favorable to MTLCs genesis include, but are not
limited to, the presence of an initial low-level disturbance, usually in
the form of a MSLP minimum, and of an upper-level cold through
(Reale and Atlas, 2001; Fita et al., 2007; Tous and Romero, 2013)
that contributes to increasing the air-sea gradient of saturation Moist
Static Energy (MSE) (Emanuel, 2005).
The genesis and intensification processes of MTLCs have also been
explained using the Potential Vorticity (PV)-thinking (Hoskins et al.,
1985). A so-called PV streamer (Massacand et al., 1998) usually con-
tributes to the deepening of the initial MSLP disturbance following the
same mechanism of the extra-tropical systems intensification (Hoskins
et al., 1985). Subsequently, low-level PV maxima created by deep con-
vection close to the cyclone center interact with the high-level PV max-
ima induced by the presence of the streamer. This mechanism has
been described in Homar et al. (2003), Cioni et al. (2016) and Migli-
etta, Cerrai, et al. (2017).
The reduced spatial scale of MTLCs poses a challenge to global NWP The forecasting

challengemodels, which usually employ grid spacing too coarse to explicitly re-
solve convection. MTLCs can be correctly predicted only by convection-
permitting or convection-explicit models, given a certain spin-up time
needed to create the consistent dynamical structure of the cyclone
starting from initial and boundary conditions taken from coarser res-
olution models. For this reason, an extensive body of literature has
focused on the challenges regarding the modeling of MTLC, includ-
ing their sensitivity to the sea surface state (Homar et al., 2003; Fita
et al., 2007; Tous, Romero, and Ramis, 2013) and to different model-
ing strategies (Davolio et al., 2009; Miglietta, Moscatello, et al., 2011;
Miglietta, Mastrangelo, et al., 2015; Cioni et al., 2016; Ricchi et al.,
2017). It was found that the SSTs exert different influences on the
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intensification and evolution of MTLCs depending on the particular
case. Instead, the importance of the large-scale environment, which
enters the model through initial and boundary conditions, has been
recognized by many authors as the main driver of their evolution
(e.g. Homar et al., 2003). Equivalently, a misrepresentation of the
upper-level, as well as the lower-level, PV anomalies can compromise
to some extent the forecast cyclone evolution (Homar et al., 2003).
Notwithstanding the importance of the model resolution in simulat-
ing the evolution of these particular cyclones, most of past modeling
studies have primarily focused, as mentioned before, on sensitivity
studies to surface fluxes, SSTs or boundary conditions, without actu-
ally considering the dependency on the model grid spacing. This
caused many published studies, even recent ones as Pytharoulis et
al. (2017), to completely neglect the role of model resolution by per-
forming simulations of a MTLC with a grid spacing of O(10 km). Not
surprisingly, Pytharoulis et al. (2017) concluded that "no single setup
was able to provide the best reproduction of all the cyclones’ fea-
tures" given that the simulated trajectory of the cyclone significantly
diverged from the observed one.
This issue can be addressed specifically by exploiting the versatility
of the ICON model, which can be applied in a variety of different con-
figurations where resolution is varied. Moreover, given that a sub-km
grid spacing and a LES model have never been used to simulated a
MTLC, the employment of ICON-LEM could potentially shed some light
on the processes driving the formation and intensification of MTLCs,
which are still poorly understood.

1.3 research objectives and thesis outline

This dissertation is divided into two main parts. In part i idealizedMain motivation of
part i simulations performed with ICON-LEM will be used to develop con-

ceptual models of land-atmosphere interactions and, in particular, of
the coupling between soil moisture and precipitation. The idealized
setups adopted in this part will be the ideal tool to retain only the
main physical processes that make up the coupling, i.e. only surface
evaporation over a homogeneous surface and both surface evapora-
tion and advection of moisture over a heterogeneous surface.
In part ii the focus will be, instead, on realistic representations ofMain motivation of

part ii the atmosphere, that is simulations in a NWP configuration which at-
tempt to forecast the evolution of the atmosphere using as a starting
point an observed state. In particular, ICON-LEM will be used to in-
vestigate the characteristics of mesoscale convective processes in two
different examples of atmospheric circulations. First, a case of weakly
forced circulation over central Europe in which the evolution of the
atmosphere is predominantly related to the surface forcing. These
simulations will be used to test some of the ideas developed in part
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i. Second, a case of strongly forced cyclonic circulation where the
evolution of the atmosphere is driven mainly by the large-scale flow.
The parts and chapter of the thesis are described in the following.

Part I: Conceptual models of the interaction between soil moisture, convec-
tion and precipitation

Implementation of the coupling between TERRA-ML and ICON-LEM in an
idealized configuration

The ICON model has been successfully used in a NWP-like setup to
perform convection explicit simulations with a grid spacing as small
as 125 m over Germany (Heinze et al., 2016). In such a configura-
tion the land surface was coupled to the atmosphere in every grid
point and boundary conditions were prescribed by using data from
the COnsortium for Small-scale MOdeling (COSMO)-DE (Doms et al.,
2011) model. In order to develop my conceptual model, ICON-LEM

needs to be run in an idealized configuration where the domain is
doubly-periodic, i.e. in a pseudo-Torus geometry (Dipankar et al.,
2015). Until now such a configuration didn’t include a land surface
scheme. For this reason, Chapter 2 describes my implementation of
the coupling between the Land-Surface Model (LSM) TERRA-ML and
the atmospheric model ICON-LEM along with a validation of the model
setup using test cases from previous studies.

May drier soils receive more precipitation than wetter ones in homogeneous
conditions?

There is still uncertainty regarding whether the initial atmospheric
state can affect the efficiency in converting the surface moisture flux
into precipitation. Since the surface moisture flux strongly depends
on the soil state, the main issue is to determine whether precipitation
increases or decreases depending on soil moisture and whether this
regime may change depending on the atmospheric state. Findell and
Eltahir (2003b) showed that, over a homogeneous surface, the cou-
pling of soil moisture and precipitation over a diurnal cycle strongly
depends on the early morning atmospheric state. Different combina-
tions of low-level instability and moisture content may result either
in a dry soil advantage (more precipitation over dry soils) or in a wet
soil advantage (more precipitation over wet soils). However, the anal-
ysis of Findell and Eltahir (2003b) did not consider the production of
precipitation, which is necessary to assess the sign and magnitude of
the coupling between soil moisture and precipitation.
To fill this gap, the modeling framework introduced in Chapter 2

is used to perform several idealized experiments mimicking the full
diurnal cycle of convection starting from different spatially homoge-
neous soil moisture conditions. The first goal consists in quantifying
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the likelihood of precipitation on soils that are either wetter or drier
than normal. The second goal consists in evaluating whether large-
scale effects, cloud-surface interactions or the presence of winds or
plants can modify the sign and magnitude of the coupling. Within
this set-up the methodology proposed by Findell and Eltahir (2003b)
is revisited. Instead of focusing only on the dependence of the trig-
gering of convection on soil moisture, attention is set on the entire
diurnal cycle of convection and its precipitation. This research ques-
tion is addressed in Chapter 3.

Can a simple conceptual model explain how precipitation responds to soil
moisture changes over a heterogeneous surface?

Homogeneous conditions, like the ones assumed in Chapter 3, are
difficult to observe in the real world, especially over mid-latitude re-
gions. In fact, the land surface is often covered by different types of
soil, plants or can even present heterogeneities in surface soil mois-
ture. Such heterogeneities influence the onset of convection and sub-
sequent evolution of precipitating systems through the triggering of
mesoscale circulations (Segal and Arritt, 1992). However, local evap-
oration also plays a role in determining precipitation amounts (Wei
et al., 2016). Although previous studies (e.g. Taylor et al., 2012) have
qualitatively shown how precipitation is influenced by soil moisture,
soil moisture gradients and by the atmospheric environment, in this
chapter I aim at developing a simplified conceptual model to formally
isolate the control of advection and evaporation on precipitation. In
particular, I aim at finding a mathematical expression for the deriva-
tive of precipitation with respect to soil moisture in the case of a
heterogeneous surface.
The derivation of the conceptual model is inspired by the results of
simulations performed with the modeling framework described in
Chapter 2 over a surface with varying degrees of heterogeneity. A key
element of the conceptual model is the representation of precipitation
as a weighted sum of advection and evaporation, each weighted by its
own efficiency. The model is then used to isolate the main parameters
that control the variations of precipitation over a spatially drier patch.
The results of simulations, as well as the derivation of the conceptual
model, are presented in Chapter 4.

Part II: The coupling of convection with the land surface and the large-scale
flow in realistic simulations

Can the effects of advection and evaporation on precipitation be recognized
in a diurnal cycle over Germany?

In Chapter 4 a conceptual model was derived to quantify the individ-
ual contribution of advection and evaporation to precipitation. The
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derivation of such a conceptual model, however, was based on ideal-
ized simulations which considered no synoptic forcing and the super-
position of only two different dry and wet patches. For this reason, in
Chapter 5 I attempt to apply the theory derived in Chapter 4 to more
realistic simulations of a diurnal cycle over Germany. The goal is to
verify whether such a conceptual model can still be considered valid
in a more realistic configuration.
Two days characterized by a weak synoptic forcing and a distinct di-
urnal cycle are chosen from a 15 days period (May-June 2016) which
was characterized by the persistence of severe weather over Germany
(Piper et al., 2016). By deriving advection, evaporation and precipita-
tion from these simulations the parameters describing the conceptual
model can be obtained and compared to the one obtained in Chapter
4.

Does poorly resolved convection influence the forecast of a Mediterranean
tropical-like cyclone?

Chapter 5 has shown that a conceptual model expressing advection
and evaporation contributions to precipitation can be applied to in-
terpret the results of a realistic simulation performed over Germany
with ICON-LEM. In this section of the dissertation I want to develop
a different conceptual model explaining how the latent heat release,
caused by the presence of deep convection embedded in a more orga-
nized structure, changes with model resolution. This will be eventu-
ally used to assess whether increasing the resolution is really neces-
sary to increase the forecast skill of such structure.
I make use of a MTLC occurred between 7 and 8 November 2014. The
choice of this particular event is justified by the fact that it was poorly
predicted by operational General Circulation Models (GCMs) which
failed in reproducing the trajectory of the cyclone, probably due to
the coarse resolution adopted in the model. Using ICON-LEM I con-
duct a retrospective analysis of the event by performing several sim-
ulations in a configuration similar to the one adopted in the previous
chapters. This will eventually lead to identifying the minimum reso-
lution needed to correctly forecast the MTLC’s evolution.
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2
D E S C R I P T I O N O F T H E M O D E L I N G F R A M E W O R K

In this chapter the modeling framework used throughout the first
part of the thesis will be briefly described. The ICON model, and es-
pecially its large-eddy version ICON-LEM, will be described in section
2.1. This atmospheric model will then be coupled to a land-surface
model (TERRA-ML) in sections 2.2. Given that this setup has never
been used before in a idealized configuration, section 2.3 provides a
validation using other equivalent modeling frameworks.

2.1 the icon-lem model : basic description and equations

The ICON model is a new-generation unified modeling system for
NWP and climate studies which allows for an explicit representation
of non-hydrostatic processes and can be applied across a wide range
of scales. It has been developed as a collaboration between the Max
Planck Institute for Meteorology and the Deutscher WetterDienst (DWD)
(German National Weather Service) where it is currently used to pro-
duce global operational forecasts since 2015. In order to maximize
the model performance and to remove the singularity at the poles,
ICON employs an unstructured icosahedral grid where all the com-
mon mathematical operators are expressed in terms of components
either normal or perpendicular to the triangle edges (Wan et al., 2013).
The non-hydrostatic dynamical core has been validated by means of
several idealized cases including a flow over orography and a baro-
clinic development, as well as through NWP skill scores (see Zängl
et al., 2015, for details).
In the context of the HD(CP)2 project, a large-eddy version of the ICON

model, hereinafter referred to as ICON-LEM, has been developed. ICON-

LEM uses the same dynamical core as ICON and shares many of its
parametrizations, except for the representation of turbulence, cloud
cover, convection and gravity waves. A comprehensive description of
the model can be found in Dipankar et al. (2015); in the following I
will only describe some of the main features relevant for my study.
ICON-LEM solves the Favre-filtered (following Hinze, 1975) equations
of motion for the prognostic variables v1 (horizontal velocity compo-
nent normal to the triangle edges), v2 (horizontal velocity component
tangential to the triangle edges), v3 (vertical wind component per-
pendicular to the triangle edges), ρ (density), θv (virtual potential
temperature) and the specific masses of tracers (qi with i ∈[water va-
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por, cloud, rain, snow, graupel, hail, ice] depending on the employed
microphysics):

∂v1

∂t
+

∂( vh·vh
2 )

∂x1
− (ζ + f )v2 + v3

∂v1

∂x3
= −cpdθv

∂π

∂x1
+ Qv1 (2.1)

∂v3

∂t
+ vh · ∇hv3 + v3

∂v3

∂x3
= −cpdθv

∂π

∂x3
+ Qv3 (2.2)

∂(ρθv)

∂t
+∇(vρθv) = Qθv (2.3)

∂(ρqi)

∂t
+∇(vρqi) = Qqi (2.4)

∂ρ

∂t
+∇(vρ) = 0 (2.5)

A list of symbols used can be found in Tab. 2.1. The model solves

π Exner function

vh 2-D velocity component

v full 3-D velocity vector

ζ vertical vorticity component

f Coriolis parameter

cpd heat capacity for dry air

Table 2.1: Symbols used in the governing equations.

only for the velocities v1, v3 while the tangential velocity component
v2 is diagnosed using the radial basis function reconstruction (Nar-
cowich and Ward, 1994).
The Q terms in Eqs. 2.1, 2.2, 2.3, 2.4 and 2.5 contain the contribu-Forcing terms in the

governing equations tion due to subgrid turbulent diffusion and forcings (microphysics,
radiation, condensation). They are computed as the divergence of
the subgrid-scale stress tensor following the approach of Lilly (1962)
who revisited the classical Smagorinsky scheme. The contributions
of sub-grid slow-physics (e.g. radiation) and fast-physics (e.g. cloud
microphysics) are expressed through a flux-gradient relationship in
Eqs. 2.3 and 2.4.
The governing equations 2.1, 2.2, 2.3, 2.4 and 2.5 are integrated in
time using the two-time level predictor-corrector scheme (Zängl et
al., 2015) except for the terms corresponding to the vertical sound-
wave propagation, which are integrated implicitly. The tracers are
integrated using a flux-form-semi-Lagrangian scheme for its better
conservation properties.

While the vertical grid is discretized in the same way as the ICON-Horizontal and
vertical grids NWP configuration, in the horizontal a pseudo-Torus grid is adopted

in order to have doubly periodic boundary conditions. The domain is
thus assumed to be flat so that Cartesian coordinates are used instead
of the default spherical coordinates. This is suitable only for simula-
tion over small domains, where the Earth curvature is negligible.
At the typical scale of ICON-LEM model simulations, clouds are sup-Parametrizations
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posed to be explicitly resolved, so that there is no need for a con-
vective parametrization. Cloud microphysical properties are para-
metrized using the 2-moment mixed-phase microphysics scheme of
Seifert and Beheng (2006) including prognostic equations for cloud
water, rain, ice, graupel, hail and snow. Radiation is parametrized
with the aid of the Rapid Radiative Transfer Model (RRTM) scheme
(see Clough et al., 2005, for a general review). The ICON-LEM model-
ing framework has been validated using a Dry Convective Boundary
Layer (DCBL) and a Cloud-Topped Boundary Layer (CTBL) setup in Di-
pankar et al. (2015) and showed consistent results when compared to
University of California Los Angeles Large-Eddy Simulation (UCLA-

LES) and PArallelized Large-eddy simulation Model (PALM) (Maronga
et al., 2015) models.
In part i the ICON-LEM model is always initialized using an input
sounding (vertical atmospheric profile) which is then interpolated on
the model vertical grid. Thus, at the initial time, every grid point
resembles the same vertical structure. A random perturbation is then
added in the 3 lowermost atmospheric levels on the prognostic vari-
ables θv and v3 with an amplitude of 0.2 K and 0.05 m/s, respectively,
to break the perfectly homogeneous initial state.

2.2 the land surface model

The coupling between the atmosphere and the land surface is real-
ized through surface fluxes of momentum, heat and moisture. They
enter the atmospheric part of ICON-LEM model as the lower boundary
conditions for the subgrid-scale stress tensor in the Qv1 , Qv3 terms of
the momentum equations 2.1, 2.2 and as the fluxes of θv, qi in the
Qθv , Qqi terms found Eqs. 2.3 and 2.4, respectively. In the following
I will only focus on surface fluxes of moisture (latent heat flux) and
heat (sensible heat flux) as these are the components affected by the
soil model TERRA-ML.

2.2.1 Surface fluxes formulation

The sensible and latent heat fluxes at the surface [W m−2] are para-
metrized using a drag-law formulation:

Fsens = −ρcpdC|vh(∆x3)| [θ(∆x3)− θsurf] (2.6)

Flat = −ρLvC|vh(∆x3)| [qv(∆x3)− qvsurf ] (2.7)

where vh(∆x3), θ(∆x3), qv(∆x3) indicate the values at the first atmo-
spheric level and ∆x3, qvsurf , θsurf indicate the values of humidity and
potential temperature at the surface, respectively, and are computed
by the soil model and Lv is the specific latent heat of vaporization.
The bulk aerodynamic transfer coefficient C is assumed equal for
both sensible and latent heat flux and is calculated diagnostically as
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described in (Doms et al., 2011).
It should be noted that the minus sign is implicitly included in the for-
mulation of the turbulent fluxes and reflects the convention in which
fluxes are considered negative when there is a net transport of heat
from the land surface to the atmosphere. The calculation of the fluxes
in Eqs. 2.6 and 2.7 requires the knowledge of temperature and spe-
cific humidity at the ground surface (θsurf, qvsurf), which are predicted
by the soil model through a simultaneous solution of a separate set
of equations described in the following section.

2.2.2 The TERRA-ML soil model

In this section a brief overview of the soil model TERRA-ML is pre-
sented: further details can be found in Doms et al. (2011). The main
goal of TERRA-ML is to compute the evolution in time of the water
reservoir and temperature of every soil layer. In the operational ver-
sion of ICON the discretized structure of the soil includes 8 different
layers, with 7 active soil layers for temperature and 6 active soil lay-
ers for moisture. This is so because the temperature is assumed to
be constant in the lowermost layer while soil moisture cannot change
in the lowermost 2 layers. The soil layers have the following depths:
0.01 m, 0.02 m, 0.06 m, 0.18 m, 0.54 m, 1.62 m, 4.86 m and 14.58 m.
Note that the soil layer depths have to be specified beforehand as
they are hard-coded into ICON. While for the validation (section 2.3) I
will change those values to be comparable with the ones used in the
other models, in the rest of the dissertation the default operational
configuration will be used instead.

2.2.2.1 Soil temperature budget

The temperature Tk [K] of every soil layer k with thickness ∆zk evolves
in time, as a result of different forcing, following a simple diffusion
equation:

∂Tk

∂t
=

1
ρc

∂

∂z

(
λ

∂Tk

∂z

)
(2.8)

where Tk is the soil layer temperature, ρc is the heat capacity and λ is
the heat conductivity. The volumetric heat capacity ρc is determined
by taking into account the respective values for a dry soil (ρ0c0, Table
A.1) and for water (ρwcw = 4.18 · 106 J m−3 K−1). The determination
of heat conductivity λ takes into account the liquid water content
of the soil and uses an approximate formula which can be found in
Doms et al. (2011).
Equation 2.8 requires boundary conditions to be solved in the up-
permost and lowermost layer. At the bottom, a climatological tem-
perature, Tclim, constant in time is prescribed. Instead, at the upper
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boundary, the heat flux in Eq. 2.8 is replaced by the atmospheric forc-
ing due to the sum of net incoming radiation Qnet, sensible heat flux
Fsens and latent heat flux Flat as defined in Eqs. 2.6 and 2.7.
The evolution of surface temperature can thus be expressed (note the
sign convention) as:

ρc
∂Tsurf

∂t
=

1
∆z1

[
λ

T2 − T1

∆z2 − ∆z1
+ Fsens + Flat + Qnet

]
(2.9)

The sensible heat flux is known from the surface layer parametriza-
tion (Eq. 2.6) once the surface temperature has been determined by
the LSM. The latent heat flux is determined by TERRA-ML once all
the terms of the soil water budget have been determined, as shown
in the following section.
Equation 2.9 constitutes the surface energy balance (Budyko, 1961).
It shows that the main source of energy in the land-atmosphere cou-
pled system is incoming radiation. This source is then redistributed
in sensible and latent heat fluxes, as well as a soil heat flux term. This
redistribution of energy strongly depends on the parametrization em-
ployed in the soil model: for this reason it will be the main goal of
the validation study presented in section 2.3.

2.2.2.2 Soil water budget

Exchange of water between the soil and the atmosphere takes place
through evaporation and precipitation in the uppermost soil layer.
Exchange and transport of water between the soil water reservoirs
occur instead via infiltration, percolation and capillary movements.
A runoff term is considered both at the surface and in every soil layer
(including the interception reservoir). Figure 2.1 depicts the various
processes parametrized in the model and described by the governing
equations for the mass budgets of the various reservoir. Governing equations

for soil moisture
reservoirsinterception reservoir

ρw
∂Wi

∂t
= α · Pr + Ei − Iperc − Rinter (2.10)

first soil layer k = 1

ρw
∂W1

∂t
=
[
Eb + Iperc + (1− α)Pr − Rinfil

]
(2.11)

soil layers k > 1

ρw
∂Wk

∂t
= Fk,k+1 − Fk−1,k + Trk − Rk (2.12)

where ρw [kg m−3] is the density of water. The other symbols have
the following meanings:

Wi, Wk water content of interception store and soil layers [m H2O]
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P
Ri

infiltration

precipitation

Ii

EiEb

bare soil
evaporation

interception 
layer
evaporation

interception store

Figure 2.1: Hydrologic processes considered in the soil model.

Ei evaporation from interception reservoir [kg m−2 s−1]

Eb evaporation from bare soil [kg m−2 s−1]

Trk water extraction by roots [kg m−2 s−1]

Pr precipitation rate of rain [kg m−2 s−1]

α factor for distributing rain between interception reservoir and
infiltration

Iperc infiltration contributions from percolation [kg m−2s−1]

Rinter, Rinfil, Rk runoff from interception reservoir, from limited infiltration rate
and from soil layers, respectively [kg m−2s−1]

Fk,k+1 gravitational and capillary flux of water between layers k + 1
and k [kg m−2s−1]

The parametrizations adopted for these terms will now briefly ex-
plained.
The vertical soil water transport between the soil layers is parame-
trized using the Richards equation (see Hillel (2012) ):Fk,k+1

Fk,k+1 = −ρw

[
−Dw(wk)

∂wk

∂z

∣∣∣
k,k+1

+ Kw(wk)

]
(2.13)

where wk = Wk/∆zk is the fractional water content of the soil layer
k. Hydraulic diffusivity Dw and hydraulic conductivity Kw depend
on water content, pore volume wpv, air dryness point wadp and the
soil type as in Rijtema (1969). At the lower boundary Dw = 0 is
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assumed in order to consider only the downward gravitational trans-
port. Equation 2.13 shows that the transport of moisture acts to re-
duce any vertical gradient in soil moisture; horizontal transport of
moisture between adjacent cells is not considered in this model.
Evaporation from interception store and bare soil are parametrized
as: Ei and Eb

Ei = max
[
−ρw

∆t
Wi , fi · Epot(θsurf)

]
(2.14)

Eb = (1− fi)(1− fplnt) ·min
[
−Epot(θsurf) , Fm

]
(2.15)

where fi is the fractional area of surface soil covered by water, fplnt
is the one covered by plants and Fm is the maximum moisture flux
through the surface that the soil can sustain (Dickinson, 1984), which
depends on the soil type.
The potential evaporation Epot in Eqs. 2.14 and 2.15 is parametrized
through a simple drag-law formula:

Epot(θsurf) = ρC|vh|(qv − qsat
v (θsurf)) (2.16)

where qsat
v denotes the saturation specific humidity. Since Epot(θsurf)

is a measure of the amount of evaporation that would occur at tem-
perature θsurf over a fully saturated surface, it is clear that water in the
interception layer and in the bare soil cannot evaporate more than the
potential evaporation. Equations 2.14 and 2.15 are considered only if
Epot(θsurf) < 0, which indicates upward directed potential evapora-
tion.
The plant transpiration is considered only if Epot(θsurf) < 0 by taking Trk and Tr

into account both the resistance for water vapor transport from the
foliage to the canopy air (foliage resistance r f ) and the resistance for
water vapor transport from the canopy air to the air above the canopy
(atmospheric resistance ra):

Tr = fplnt(1− fi) · Epot(θsurf)
ra

ra + r f
(2.17)

The atmospheric resistance is given by ra = (C|vh|)−1. The formula-
tion of the foliage resistance can be found in Doms et al. (2011). The
total transpiration Tr is distributed in every layer as Trk by weighting
Tr with the part of the soil layer filled by root and the fractional water
content of the layer.
A fraction of precipitation falling on the ground is collected by the in-
terception reservoir at a rate αPr . This liquid part of the precipitation Evolution of the

interception
reservoir

can either evaporate at the potential rate Epot or percolate to the up-
permost soil layer according to the value of Iperc = Ii. If the percolated
amount of water causes the uppermost soil layer to exceed its pore
volume, this water is removed as runoff Rinter. The fraction of water
that is not used for percolation or evaporation is available for infiltra-
tion. This process is also limited by the available pore volume of the
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uppermost soil layer, so that a runoff Rinfil is produced when the ca-
pacity is exceeded and contributes to a total runoff Ri = Rinfil + Rinter.
The runoff term Rk is considered if the total water content wk of theRunoff

layer exceeds the field capacity wfc (see Tab. A.1) and if the diver-
gence of the fluxes described by Eq. 2.13 in this layer is negative. It is
parametrized through

Rk = −
wk − wfc

wpv − wfc

(
∂Fk

∂z

)
∆zk (2.18)

Thus every layer loses soil moisture already when the value of wfc
is reached, even though the maximum value that soil moisture can
attain is wpv which is represented by a fully saturated soil.
Once all the terms shown in this section have been computed they
are summed up to obtain the latent heat flux which is then used in
Eq. 2.7 to obtain qvsurf .

Eb + Tr + Ei = −Flat (2.19)

This closes the system as all the fluxes, as well as surface variables,
are determined and can be used as forcing for the atmospheric com-
ponent of the model.

2.3 model validation

To the author knowledge a coupled configuration of ICON-LEM and
TERRA-ML has never been tested in idealized simulations, that is
in the pseudo-Torus geometry. This configuration has instead been
used in a realistic case with a domain enclosing Germany (Heinze
et al., 2016). To be able to use the TERRA-ML model in idealized con-Modification of the

test case in ICON ditions some modifications to the ICON code had to be performed by
including a new test case in the non-hydrostatic branch of the model.
This new implementation includes the initialization of the soil vari-
ables by using an external soil profile and the creation of an extpar

file which contains all the soil spatial features like soil type, topogra-
phy, root depth etc... The extpar file is first created using the target
grid employed in the simulation and then modified to prescribe either
homogeneous constant values over the whole grid (e.g. in Chapter 3)
or patches with different values of soil moisture (e.g. in Chapter 4).
In Appendix A an extensive list of the parameters used in the extpar

file and of their values is presented. Surface temperature and spe-
cific humidity, which are usually computed from prescribed initial
and boundary conditions, are initialized using the lowermost atmo-
spheric level temperature and the saturation specific humidity at the
same temperature, respectively. Given that snow is not considered
all the surface variable related to it are set to 0. Finally, the radiation
code is modified in order to allow for a solar zenith angle which de-
pends only on the time of the day and not on the position over the
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domain.
To validate the implementation of the new case into ICON a compari- Validation strategy

son study is set up using results from the UCLA-LES and Dutch Atmo-
spheric Large-Eddy Simulation (DALES) models (see Stevens, Moeng,
et al., 2005; Savic-Jovcic and Stevens, 2008; Heus et al., 2010, for de-
tails) for an idealized case of DCBL. Two main types of experiments,
with constant and interactive radiation, are conducted to test the per-
formance of ICON-LEM.
Some differences between the employed models should be pointed
out before highlighting the differences in the LSM and before dis-
cussing the results of the simulations. First of all, the ICON-LEM

model uses the fully compressible set of equations, UCLA-LES uses
the anelastic approximation and DALES uses the Boussinesq approxi-
mation. Therefore ICON-LEM is forced to use a smaller time step as it
allows for the propagation of sound-waves. ICON-LEM uses θv as the
prognostic variable for the thermodynamic equation, whereas UCLA-

LES and DALES models use θl (liquid potential temperature).
Regarding moist processes, ICON-LEM uses qv, qc (water vapor and
cloud water mixing ratios) as the prognostic variables, whereas UCLA-

LES and DALES use qt = ∑i qi which is conserved in absence of pre-
cipitation. In order to parametrize sub-grid scale turbulence ICON-

LEM and UCLA-LES use the classical Smagorinsky turbulence scheme,
whereas DALES uses a prognostic Turbulent Kinetic Energy (TKE)-based
turbulence scheme. Finally, the parametrization of radiation differs in
all the models: while in UCLA-LES the radiation is described by means
of a Monte-Carlo scheme (Pincus and Stevens, 2009), DALES uses a
simpler parametrization, as described in Stull (2000) and ICON-LEM

uses the RRTM radiation, as mentioned earlier.
The LSM employed in ICON-LEM differs from the one used in DALES Difference between

the LSMs used for
the validation

and UCLA-LES models (Rieck, 2015), mainly because the former is
tuned for operational forecasts. In the following I list only some
of the main similarities and differences between the employed LSMs.
The equations for heat conduction 2.8 and water movement in the
soil 2.13 are the same for both models, as well as the formulations of
the surface fluxes. Conversely, the vegetation formulation adopted in
TERRA-ML is more complex since it allows for different plant types
and uses a different formulation for the foliage resistance r f .
TERRA-ML also considers a classification for different soil types and
land use classes which affects the plant transpiration and the bare soil
evaporation. Since results were strongly affected by the type of plants
and land cover I decided not to consider land use classes and plants
which were removed from the domain during the validation process.
The presence of plants will only be considered in section 3.4.5.
Furthermore, the skin layer in TERRA-ML is implemented as the first
thin layer in the soil discretization and has a heat capacity which is
about half the one used in the LSM coupled to UCLA-LES and DALES
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z1 z2 z3 z4 z5 z6

half level height [m] 0.005 0.04 0.205 0.905 2.165 3.93

soil layer depth [m] 0.01 0.07 0.34 1.47 2.86 5.00

soil layer thickness [m] 0.01 0.06 0.27 1.13 1.39 2.14

θ [K] 296 290 287 285 283 283

φ [m3·m−3] 0.273 0.273 0.274 0.276 0.335 0.335

Table 2.2: Values of the depth, thickness, temperature and soil moisture for each soil
level used in the validation of the LSM.

models. In the latter models the skin layer is not hydrologically ac-
tive. Finally, as already shown in Eqs. 2.15 and 2.14, the evaporation
is flux-limited, while UCLA-LES and DALES always evaporate at a rate
equal to Epot in absence of plants.
The soil layers are initialized with the temperature and moisture pro-
files shown in Table 2.2, resembling a soil below the field capacity.
The entire domain is covered with a uniform soil type (loam, see Ta-
ble A.1) which has the same features in every grid point (root depth,
stomatal resistance, roughness length, etc.). Note that in TERRA-ML
I used a total of 6 layers, instead than the 4 used by Rieck (2015),
given the difference between the models highlighted before.
The atmospheric initial conditions are taken from the Cabauw mea-Setup used for the

validation surement site in the Netherlands and are representative of a cloudless
day without the influence of synoptic-scale forcing (C. C. Van Heer-
waarden et al., 2010). The temperature is constant (292.5 K) in the
first 800 meters, while an inversion takes place in the subsequent 100

meters and a constant lapse rate (∼ 6 K km−1) is prescribed at alti-
tudes above. The specific humidity is vertically homogeneous in the
whole atmosphere column with a prescribed value of qv = 5 g kg−1.
Both profiles are shown as black lines in Figs. 2.4, 2.6.
The horizontal domain comprises 64×64 points with a grid size of 50

m, while the vertical grid is discretized by means of 96 points and a
vertical spacing which increases with height through a scaling factor
of approximately 0.3. The minimum grid spacing is set to 25 meters,
in order to mimic the constant spacing used by Rieck (2015) while the
model top lies at 20 km in ICON-LEM, as opposed to the 3 km used in
UCLA-LES and DALES models, because of an intrinsic limitation with
RRTM. All models are integrated for 5 hours of simulation time.

2.3.1 Experiment with fixed radiation

First of all, the performance of TERRA-ML is tested with constant in-
coming radiation at the surface. In UCLA-LES and DALES models this is
achieved by imposing a constant value for Qnet = FSW + FLW = 450W
m−2, where FSW, FLW are the net short-wave and long-wave radiation
fluxes at the surface, respectively. In ICON-LEM the only way to get the
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same effect is to modify the solar constant in order to properly scale
the incoming shortwave flux at the surface so as to obtain an effective
Qnet ∼ 450W m−2. However, since the surface temperature is always
changing, the emitted long-wave flux at the surface will change, thus
affecting Qnet, as one can recognize in Fig. 2.3.
A quick inspection of Fig. 2.2 confirms that the soil model is correctly Evolution of soil

moisture and
temperature

simulating the evolution of temperature and moisture. The temper-
ature in the first soil layer, which is 1 cm thick, increases from the
initial temperature of 296 K up to approximately 300 K. It may also
be noted that the second layer (7 cm depth) is heating at a similar
rate, but starting from a colder temperature (291 K, recall Table 2.2)
and thus reaching a final temperature of about 297 K. The other lay-
ers experience a slower and delayed warming, as expected, while the
temperature of the lowermost two layers is almost constant in time,
since the depth doesn’t allow for efficient thermal exchange during
the 5 hours of model simulation.
The bare soil evaporation, which is entirely contributing to the sur-

(a)

(b)

Figure 2.2: Time series of (a) soil layer temperatures and (b) soil layer moisture dur-
ing the 5 hours of the simulation in the ICON model. The different soil
layers are indicated by different colors while the depth is indicated only
when necessary by explicit labels. Note that some of the lines are not
visible due to overlapping.

face latent heat flux, acts to reduce the soil moisture in the uppermost
layer. The latter is evaporating at a rate between the potential evap-
oration and the maximum sustainable moisture flux (Eq. 2.15), thus
reducing the soil moisture content. The jump observed in the first 15

minutes (yellow line in Fig. 2.2) is due to the fact that the lowermost
2 layers are not hydrologically active and thus the moisture value is
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set to the one of the overlying layer at the second model time step.
The time evolution of sensible and latent heat fluxes depicted in Figs.
2.3 (a,b) shows a similar behavior for all models. The values obtained
with ICON-LEM are nevertheless smaller and thus worth discussing.
The difference between the fluxes computed by the various models in

Figure 2.3: Time series of domain-mean (a) surface sensible heat flux, (b) surface
latent heat flux, (c) net radiation flux at the surface and (d) boundary
layer height for ICON-LEM (blue), UCLA-LES (red) and DALES (black). Note
that Qnet is constant (flat line) in both UCLA-LES and DALES. The height of
the boundary layer is defined here as the height of the maximum vertical
θ gradient.

Explaining
discrepancies

between models
the first hour is mainly due to two different reasons. First of all, the
spin-up phase of the ICON-LEM model, which has proven to be longer
when compared to other models (order of 1.5 hour, see Dipankar
et al., 2015). Second, the different definition of the surface tempera-
ture. In DALES and UCLA-LES models Tsurf assumes the value of the
skin layer temperature, which is initially set to 296 K. In TERRA-ML
this temperature is computed by using Eq. 2.9, which in turn ex-
ploit the latent heat flux defined by Eq. 2.19. Since the evaporation
from bare soil is limited (recall Eq. 2.15) the surface temperature in
ICON-LEM is always colder than the one computed in the other mod-
els. This affects the time evolution of the surface fluxes. Regarding
the differences observed in the subsequent hours, it can be inferred
that ICON-LEM differs from the other models mostly by a constant off-
set, which is due to the different parameters defining the soil type
in TERRA-ML. The evolution of the vertical profiles of the tempera-
ture and specific humidity is shown in Fig. 2.4. All models show a
warming and moistening of the boundary layer with time, although
these processes are slower in ICON-LEM model, in agreement with the
smaller surface fluxes. However, the time evolution resembles the
same structure in all three models and progressively adjust to the
initial profile over approximately 1.2 km.
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Figure 2.4: Vertical profiles of domain-mean (a) potential temperature [K] and (b)
specific humidity [g kg−1] for the models ICON-LEM, UCLA-LES and DALES.
Black lines indicate the initial conditions while colored lines show values
every consecutive hour (from light blue to dark pink). Case with fixed
radiation balance at the surface.

2.3.2 Experiment with interactive radiation

In this case the available net radiation at the surface is computed
interactively by the radiation scheme. For this reason Qnet is not
constant, but varies over time. Following Rieck (2015) the radiation
scheme is initialized at day 287 of the year (14 October) at a latitude
of 48N, while the model is run once again for 5 hours between 8 Local
Standard Time (LST) and 13 LST. The maximum insolation is reached
before the model is stopped. Although the radiative balance has the
same temporal evolution in all the models, the value of Qnet, which
is highly dependent on the parametrization adopted, is different in
all models. In order to account for this effect, the values of surface
fluxes shown in Fig. 2.5 are normalized over the correspondent value
of Qnet.

Aside from the spin-up phase, there is a clear convergence among
the different models. The biggest difference can be seen in the latent Comparison of

variables evolution
over time

heat flux value, especially in the first hour, and is easily explained
by considering that this value is the most influenced by soil proper-
ties through bare soil evaporation. In absolute terms, the latent heat
flux computed in ICON-LEM differs from the one obtained by DALES

model by 30-40 % in the spin-up phase and less than 10% in the sub-
sequent hours. The sensible heat flux of the aforementioned models
shows a similar time evolution and a maximum discrepancy of about
20%. The UCLA-LES shows very different absolute values of the fluxes
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Figure 2.5: Time series of domain-mean (a) surface latent heat flux, (b) surface sen-
sible heat flux, both normalized over Qnet and (c) boundary layer height
for ICON-LEM (blue), UCLA-LES (red) and DALES (black). The height of the
boundary layer is defined here as the height of the maximum vertical θv
gradient.

if compared to ICON-LEM and DALES, most likely because of the dif-
ferent formulation of the incoming radiation distribution. The fluxes
computed in ICON-LEM are almost always below the ones computed
in the other models. The growth rate of the PBL is also similar in
all models. The one simulated by ICON-LEM is less smooth, most cer-
tainly because of the coarser vertical resolution adopted in ICON-LEM.
The vertical profiles obtained with ICON-LEM model (Fig. 2.6) are

Figure 2.6: Vertical profiles of domain-mean (a) potential temperature [K] and (b)
specific humidity [g kg−1] for the models ICON-LEM, UCLA-LES and DALES.
Black lines indicate the initial conditions while colored lines show values
every consecutive hour (from light blue to dark pink). Case with interac-
tive radiation.
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Comparison of
vertical profiles over
time

very similar to those obtained with the DALES model. Hence it can
be deduced that a larger Qnet compensates for smaller fluxes. During
the first hour the atmosphere simulated by ICON-LEM model is still
undergoing the initial spin-up phase. While the temperature inver-
sion located in the lower 100 meters of ICON-LEM simulation is also
observed, with slightly less intensity, in the DALES simulation, the
strong gradient of qv obtained with ICON-LEM doesn’t have a match-
ing feature in the other models.
However, an accurate inspection of the time evolution related to the
vertical profile of qv computed with ICON-LEM model, with a resolu-
tion of 60 seconds, confirmed that this feature is only related to the
initial spin-up of the simulation. This is due to the fact that in the
first hour the incoming radiation, which is lower than in the fixed-
radiation case, does not compensate the large evaporation computed
by the model. This causes the surface temperature to decrease from
the prescribed value (296 K) to about 292 K in the first 30 minutes.
The cooling of the surface induces the formation of a small inver-
sion layer which constantly moistens over time because of the surface
evaporation. This explains the high value of qv observed in the lower
layers of the ICON-LEM model. As soon as the incoming radiation in-
creases, more vigorous thermals are able to break the inversion layer
and to support boundary layer mixing, which redistributes the hu-
midity all over the vertical profile.





3
T H E I N F L U E N C E O F S O I L M O I S T U R E O N D I U R N A L
C O N V E C T I O N A N D P R E C I P I TAT I O N O V E R A
H O M O G E N E O U S S U R FA C E

3.1 introduction

Soil moisture strongly modulates the partition of the surface net in-
coming radiation into fluxes of heat and moisture. These fluxes mod-
ify the atmospheric state and can either increase the total water vapor
content, i.e. the amount of precipitable water, or modify the efficiency
at which water vapor is converted into precipitation. By exploring
this scenario Findell and Eltahir (2003b) showed that, over a homo-
geneous surface, the resulting coupling of soil moisture and precip-
itation over a diurnal cycle strongly depends on the early morning
atmospheric state. Larger values of sensible heat flux, as the ones
found over dry soils, produce a deeper PBL that can more easily reach
the Level of Free Convection (LFC) thus triggering convection. On the
other hand, larger values of latent heat flux, as the ones found over
wet soils, lead to a moistening of the PBL and thus to a lowering of
the Lifted Condensation Level (LCL), making it easier to trigger con-
vection.
Different combinations of low-level instability and moisture amount Dry and wet soil

advantagesfavor one or the other mechanism resulting either in a dry soil ad-
vantage (more precipitation over dry soils) or in a wet soil advantage
(more precipitation over wet soils). In Findell and Eltahir (2003b)
these two scenarios are differentiated using the Convective Trigger
Potential (CTP) index, which considers convective instability between
900 and 700 hPa, and the HIlow humidity index, which corresponds
to the sum of the dew point depressions at 950 and 850 hPa. However,
the 2-D model used in Findell and Eltahir (2003b) did not allow for
an estimation of the precipitation obtained with either dry soil or wet
soil advantage profiles given that the integration was automatically
interrupted when convection was triggered. Thus, the different ad-
vantages were mostly related to the triggering of convection instead
that to the actual amount of precipitation. In this chapter I want to
assess whether these two advantages can be found also when analyz-
ing precipitation.
The first goal consists in quantifying the likelihood of precipitation Main goals

on soils that are either wetter or drier than normal. I here neglect
any effect that would arise due to the presence of heterogeneous soil
moisture conditions, which will be reviewed in Chapter 4. The second
goal consists in evaluating whether large-scale effects, cloud-surface
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interactions or the presence of winds or plants can modify the sign
and magnitude of the coupling.
In order to address these main goals, idealized experiments are per-
formed with the coupled configuration of ICON-LEM and TERRA-ML
described in Chapter 2. This set-up allows for an explicit representa-
tion of convection and of land-surface interactions on scales of O(100

m). Within this set-up, the methodology proposed by Findell and
Eltahir (2003b) is revisited. Instead of focusing only on the depen-
dence of the triggering of convection on soil moisture, attention is set
on the entire diurnal cycle of convection and its precipitation.
The chapter is organized as follows. Section 3.2 describes the model-Outline of the

chapter ing framework and the experimental setup. In section 3.3 the results
of the experiments using the same initial atmospheric conditions as in
Findell and Eltahir (2003b) are discussed and a simple expression is
derived to assess the likelihood of observing more precipitation over
drier soils. In section 3.4 the role of clouds, large-scale forcing, winds
and plants on the soil moisture-precipitation coupling is investigated.
A short summary is given in section 3.5.

3.2 methods

3.2.1 Basic configuration

In order to study the response of the diurnal cycle of convection and
precipitation to soil moisture, different experiments are setup using
the idealized coupled configuration of ICON-LEM and TERRA-ML de-
scribed in Chapter 2. The only difference pertains the employment of
the single-moment 3-cat ice microphysics (Doms et al., 2011), instead
than the dual-moment microphysics used in Chapter 2. The two early
morning (12 Coordinated Universal Time (UTC)/6 LST) soundings pro-
posed by Findell and Eltahir (2003b), taken on 3 July and 23 July 1999

in Lincoln, Illinois (USA), are used to initialize the atmosphere as I
specifically want to repeat their analysis but including precipitation.
The profiles are illustrated in Fig. 3.1. Since the effect of winds is not
considered in the basic configuration, the (v1, v2, v3) velocity compo-
nents are set to 0 over the whole atmospheric column at the beginning
of the simulation .Basic model setup

The July, 3
rd sounding should represent a wet soil advantage and

thus favor convection over wetter soils, whereas the sounding taken
on July, 23

rd should favor convection over drier soils. The two cases
are referred to in the chapter as WA for wet soil advantage and DA

for dry soil advantage. For each atmospheric profile, the simulations
start at 6 LST and end at 24 LST. To avoid that differences in the in-
solation between the two cases may affect the coupling, the radiation
code is always initialized with the date of the WA sounding and coor-
dinates of Lincoln, Illinois (40.15 N, 89.37 W).
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WA DA

WA2 DA2

Figure 3.1: Atmospheric profiles measured at Lincoln, Illinois (USA). Temperature
[◦ C] is represented by the black line, dew point temperature [◦ C] by
the blue line. The red dashed line highlights the area where the surface
parcel is positively buoyant with respect to the environment. The plot
title contains the value of CTP and HIlow computed following Findell and
Eltahir (2003b). Text insets indicate values of pressure and temperature
at the LCL, vertically integrated water vapor content (Pwat) and CAPE.

The horizontal domain comprises 400×400 points on a doubly pe-
riodic domain with a resolution of 250 m, which should explicitly
resolve deep moist convection (Bryan et al., 2003; Petch et al., 2002),
giving a total size of approximately 100×100 km2. This should be
large enough to allow organization of convection (Tompkins, 2001).
It should be recalled that, on an icosahedral grid, the resolution can
be formulated with different metrics: throughout this chapter I will
always refer to the distance between triangle edges. Rotation is not
considered in the model since the Coriolis term f is set to 0. In the
vertical 150 levels are adopted: the spacing varies from 10 meters in
the lowermost layer to approximately 400 meters at the model top
situated by 21 km. In the uppermost 20 atmospheric levels a sponge
layer (Klemp et al., 2008) prevents upward-propagating gravity waves
to be reflected.
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As in the operational set-up of ICON, the soil column is discretized inSoil model specific
configuration

8 soil layers (see section 2.2.2). The soil temperature of the climatolog-
ical layer amounts to 281 K, whereas the soil type is set to loam. This
corresponds to the most common soil type used in ICON over mid-
latitude areas (e.g. Germany). Table A.1 summarizes the parameters
used by TERRA-ML for the chosen soil type.
To obtain a spread of surface fluxes large enough to see a significant
atmospheric response, soil moisture is varied starting from the satu-
ration value (this corresponds to the pore volume wpv in Tab. A.1) all
the way down to a condition of a dry soil but still over the wilting
point. The soil moisture values considered are 100%, 80%, 70%, 60%,
50% and 40% of the saturation value, respectively. For the sake of
simplicity they are set homogeneous over the whole soil column.
The soil temperature profile is prescribed by linearly interpolating
the near-surface temperature from the lowermost atmospheric level
to the climatological value of 281 K. Given the consideration of a
single diurnal cycle, the values of soil moisture and temperature in
deeper soil layers shouldn’t affect appreciably the surface latent heat
fluxes. As a comparison Findell and Eltahir (2003b) also used a verti-
cally constant soil moisture but their values were 100% and 20% with
respect to saturation.

Name Date # simulations Soil moisture Description

Basic configuration

WA 3/07/1999 6 100%,80%,70%,... Wet soil advantage

DA 23/07/1999 6 ...60%,50%,40% saturation Dry soil advantage

Perturbed experiments

DA_transp 23/07/1999 3

100, 70, 40% saturation

Transparent clouds

DA_subs 23/07/1999 3 Induced subsidence

DA_asce 23/07/1999 3 Induced ascent

DA_wind 23/07/1999 3 Non-zero winds

DA_plants 23/07/1999 3 With plants

WA_plants 23/07/1999 3 With plants

WA2 6/07/1999 3 Additional Wet soil adv.

WA2_plants 6/07/1999 3 With plants

DA2 10/06/1999 3 Additional Dry soil adv.

DA2_plants 10/06/1999 3 With plants

Table 3.1: Experiments description. In the text the following notation is adopted
to refer to a specific experiment: SOUNDING_CASE_MOISTURE, e.g. WA_100

represents the simulation run with the wet soil advantage sounding (3 July
1999) and a fully saturated soil, while DA_wind_40 refers to the simulation
run with the dry soil advantage sounding (23 July 1999) considering the
presence of winds with a soil moisture of 40% of the saturation value.
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3.2.2 Perturbed experiments

A series of additional experiments (see Table 3.1) are performed to
test specific controls on the soil moisture-precipitation coupling. To
save computing time and given the observed quasi-monotonic re-
sponse of precipitation to soil moisture in DA and WA, only soil mois-
ture values of 100%, 70% and 40% of the saturation value are con-
sidered. For most of these experiments the DA sounding was used
exclusively in order to see whether drier soils could produce more
precipitation than wetter soils.
First, it should be noted that, given the HIlow threshold of 10

◦C pro-
posed by Findell and Eltahir (2003b) to distinguish between the wet
and dry soil advantage, the WA sounding, with a computed HIlow of
10.9◦C, may not be viewed as the best case study. For this reason, and
in order to have a larger data sample, two additional early morning
soundings are selected from the same period. The two retained dates Additional

soundingsare 6 July and 10 June 1999 and the respective profiles are shown in
Figure 3.1. For these atmospheric states the following values of CTP-
HIlow are obtained: (38 J kg−1, 7

◦ C) and (223 J kg−1, 15
◦ C), respec-

tively. Considering the thresholds proposed by Findell and Eltahir
(2003b) these cases better fall into the different hypothesized regions
of the coupling behavior, with 6 July falling into the wet soil advan-
tage and 10 June in the dry soil advantage. The two simulations are
called WA2 and DA2, respectively.
Second, the impact of Cloud Radiative Effects (CREs) on the coupling Cloud Radiative

Effectsis explored. By inspecting the surface radiative balance in model
simulations over Europe, Schär et al. (1999) found that the reduction
of incoming short-wave radiation due to cloud shading is overcom-
pensated by an increase in long-wave radiation. This consequently
supports higher surface fluxes over wet soils in cloudier conditions
than over dry soils in sunnier conditions. The latter response further
emphasizes a positive soil moisture-precipitation feedback. However,
from observations, a decrease of the net radiation by cloud radiative
effect is generally expected. To quantify the potential amplification
or dampening of the response of precipitation to an initial change in
soil moisture by CREs, simulations are performed starting from the
DA sounding and using a modified version of ICON-LEM, where liq-
uid and ice clouds are set transparent to the radiation both in the
short- and long-wave. These simulations are called DA_transp. Mak-
ing clouds transparent to radiation has been successfully used in sev-
eral studies (see e.g. Stevens, Bony, et al., 2012; Fermepin and Bony,
2014) to isolate the impacts of CREs on the dynamic of convection.
Third, the impact of large-scale forcing is considered. The presence of Large-scale forcing

subsidence favors the development of an inversion layer at the top of
the PBL which could eventually suppress deep convection formation.
In this regime, only a strong enough sensible heat flux that can break
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through the inversion may promote the development of deep convec-
tion, thus possibly leading to more precipitation over drier soils. The
effect of large-scale forcing is mimicked by prescribing a large-scale
subsidence velocity wLS that acts on the tendency equations of mo-
mentum, temperature and moisture (Randall and Cripe, 1999). The
subsidence velocity in the perturbed experiments DA_subs is specified
following the Rain In Cumulus over the Ocean (RICO) setup (VanZan-
ten et al., 2011):

wLS =



w0
s · z for z < 1 km

w0
s for 1 km < z < 3 km

w0
s · (4− z) for 3 km < z < 4 km

0 for z > 4 km

(3.1)

with w0
s = −0.005 m s−1. This choice produces a constant subsidence

velocity wLS = w0
s between 1 and 3 km, that linearly decreases to 0

outside of this layer. Moreover, an additional set of simulations with
a forced ascent, called DA_asce, is carried out where wLS is simply set
equal to a constant value of 0.005 m s−1 over the whole atmospheric
column. Forced ascent can be thought as representing an additional
buoyancy source for the parcel, associated e.g. to frontal induced lift.
The reason behind not using a vertically constant subsidence velocity
in DA_subs is due to the fact that early test simulations showed that
convection was strongly suppressed in such simulations, making a
reliable estimation of the coupling practically impossible.
Fourth, the impact of winds on the soil moisture-precipitation cou-Impact of winds

pling is investigated in a set of simulations called DA_wind. A follow-
up study by Findell and Eltahir (2003a) on their original work al-
ready indicated that winds strongly influence the coupling. Strong
low-level wind shear can suppress the convective potential, making
it harder to rain regardless of the surface state, while vertically veer-
ing winds with small low-level shears may provide more buoyancy
and enhance convection. Moreover, wind shear can promote the orga-
nization of convection through interaction with cold pools (Rotunno
et al., 1988; Schlemmer and Hohenegger, 2014). Organized convection
may be less dependent on surface fluxes as the convective evolution
becomes dictated by the cold pools evolution. In the case DA_wind

the simulations are initialized with the wind field measured by the
balloon sounding. Note that winds are only prescribed in the ini-
tial condition and freely evolve during the day in every atmospheric
level.
Finally, the dependency of the results on the specification of the landPlants

surface is investigated by fully covering the soil with plants in cases
WA_plants, DA_plants, WA2_plants and DA2_plants. The land cover
class is set to a mosaic of cropland (50-70%) and vegetation (20-50%)
with a maximum leaf area index of 3, a minimum stomatal resistance
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of 160 s m−1 and a root depth of 0.5 m (these parameters are taken
from the COSMO model). Surface roughness length is increased from
0.1 m to 0.25 m. Within this setup, the only contribution to surface la-
tent heat flux comes from the transpiration term, given that bare soil
is fully covered by plant leaves. For the exact formulations of the dif-
ferent parametrizations adopted with plants (e.g. canopy resistance)
the reader is referred to Doms et al. (2011).

3.3 results of the basic configuration

3.3.1 Surface energy balance

Changes in soil moisture directly affect the partitioning of the incom-
ing solar radiation into latent and sensible surface heat fluxes, as ex-
pected. Figure 3.2 highlights the decrease of surface latent heat fluxes
from a maximum of about 0.8 mm h−1 in the wettest soil case (DA_100)
to a nearly constant null value in the case with the driest soil (DA_40).
Conversely, the surface sensible heat flux is inversely related to soil
moisture and its diurnal maximum increases from an initial value of
about 0.2 mm h−1 (DA_100) to a final value of almost 0.6 mm h−1

(DA_40). As a consequence, most of the incoming solar radiation in
the DA_40 case is used to heat up the surface, which reaches a maxi-
mum temperature of 52

◦ C, and to heat up the air above the surface,
which reaches a maximum temperature of 37

◦ C. Instead, in DA_100

the surface reaches a maximum temperature of about 37
◦ and the

lowermost atmospheric layer heats up to 31
◦ C in the early afternoon.

Comparison of Fig. 3.2 (a) and (b) also clearly highlights the effect
of a soil moisture that begins to limit the evaporation when starting
from drier initial soil moisture conditions. Up to 11 LST, DA_100 and
DA_70 exhibit similar fluxes, but afterward the latent heat flux levels
out in DA_70 and slightly decreases until the end of the day. The
different temporal evolutions of net surface radiation visible in Fig.
3.2 during the afternoon hours reflect the different evolution of con-
vection among the cases. In particular, the reduction of net surface
radiation is due to cloud shading which changes accordingly to the
different evolution of convective clouds.
Bowen ratio values averaged between 12 and 15 LST vary from 0.23

in the saturated case, 0.63 in the DA_70 case, 3.08 in the DA_60 case
to 118.36 in the driest case. Therefore the employed bare soil evap-
oration scheme produces near null values when soil moisture ap-
proaches the wilting point. The almost complete shut-down of the Underestimation of

evaporation over dry
soils

latent heat flux in the DA_40 case may appear exaggerated but is
observed over semi-arid regions (e.g. Couvreux et al., 2012), which
should be comparable to my bare-soil setup. The reason for this be-
havior is that the bare soil evaporation scheme adopted in TERRA-
ML was adapted from the former generation of two-layers soil mod-
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Figure 3.2: Time series [LST] of domain averaged surface latent heat flux (thick black
line), sensible heat flux (thick black dashed line) and net radiation at the
surface (grey shading) for the DA case and different soil moisture states:
(a) DA_100, (b) DA_70 and (c) DA_40. Latent and sensible heat fluxes are
taken as positive away from the surface.

els and is not tuned for setups characterized by many soil layers.
As stated by Schulz et al. (2016), this scheme systematically over-
estimates (underestimates) evaporation under wet (dry) conditions,
giving a wider variation of surface fluxes compared to observed ones.
This is not of a concern for this study as the important quantity de-
termining the precipitation response is the latent heat flux, not the
soil moisture, as it will be shown in section 3.3.3. Moreover, a larger
variation in surface fluxes allows for a larger and hence more robust
precipitation response.

3.3.2 Convection and precipitation

Figure 3.3 shows the evolution of the diurnal cycle of convection in
both WA and DA cases, for two different values of the soil moisture as
an example. All the simulations show a reasonable evolution of con-
vection over time: clouds first appear in the late morning/early after-
noon and dissipate in the late afternoon or even during the evening.
After the growth of the first clouds in the late morning, rain is pro-
duced in less than one hour, followed by a further vertical extension
of the cloud tops which reach their maximum extent a few hours
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Figure 3.3: Profiles of domain averaged quantities as functions of time for (a,c) the WA

and (b,d) DA cases and two soil moisture states. Color shading represents
the cloud water mixing ratio [g kg−1], while cloud ice and rain mixing
ratios are plotted by the green and red contour, respectively (same units
and contour levels as cloud water): note the logarithmic scale. The height
of the PBL is shown by the gray dashed line [km]. It is computed using
the bulk Richardson number approach (Seibert et al., 2000, and references
therein). The vertical axis represents the height from the surface [km],
while the horizontal axis indicates the time of the simulation [LST]. In the
insets surface precipitation rate [mm h−1] is plotted as a function of time
[LST]. Note that the same extents for the y-axis are used in (a,c) and (b,d),
respectively.

later: at this time ice is produced at the top and lasts until the late
evening. The mean cloud thickness reaches lower values over drier
soils, as found in Schlemmer, Hohenegger, et al. (2012), because of
the higher LCL due to the decreased latent heat flux, while the cloud
top remains unchanged. It can also be noticed that strong precipita-
tion, as in DA_100, leads to a collapse of the PBL around 15 LST. The
simulated small magnitude of the precipitation rate (upper left inset
in Fig. 3.3) reflects the limited spatial extension of the precipitating
area, which covers at best 10-15% of the domain. The values are in
the order of magnitude of other LES studies that have investigated
processes leading to the development of convection over mid-latitude
regions (e.g. Schlemmer, Hohenegger, et al., 2012).
More importantly, Fig. 3.3 reveals variations of convective precipita-
tion as a function of soil moisture. Both the precipitation rates and Convection

triggering and
precipitation

the timing of convection respond to the changes in soil moisture, and
hence surface fluxes. In order to better organize the results obtained
for the cases presented in Table 3.1, domain-averaged accumulated
precipitation and time of convection triggering are computed and
shown in Fig. 3.4. The triggering of convection [LST] is defined by
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the first time instant when domain-averaged cloud cover exceeds 0.1.
Convection is triggered 2 hours earlier over the driest soil in the DA

Figure 3.4: (a) Time of convection triggering [LST], computed as the simulation time
step when domain-averaged cloud cover exceeds a user-defined thresh-
old of 0.1 and (b) total domain-averaged accumulated precipitation as a
function of soil moisture scaled by the saturation value [%] for the DA and
WA cases.

case, whereas being lagged in the WA case (Fig. 3.4, a). The earlier
triggering over dry soils in DA in contrast to WA can also be recognized
in the precipitation rate time series of Fig. 3.3. These findings are
in agreement with the results obtained by Findell and Eltahir (2003b)
with their 1-D model.
The earlier triggering over dry soils in DA is due to the fact that the
growth of the PBL through induced surface sensible heat fluxes is
more efficient than moistening to trigger convection. In the WA case,
in contrast, the lowering of LFC, due to surface moistening through la-
tent heat fluxes, is the energetically most efficient mechanism, giving
an earlier triggering over wet soils. However, in terms of precipita-
tion (Fig. 3.4, b), both cases show a decrease over dry soils. From Fig.
3.4 (b) it can also be noted that above a degree of saturation of 80%
and below a degree of saturation of 50%, the accumulated precipita-
tion does not exhibit any dependency on soil moisture, most likely
because of similar latent heat flux and triggering. This hypothesis
will be explored in section 3.3.3.
It should be noted that the relatively small amounts of precipitation
do not allow the soil to recover from the losses caused by evapora-Wetter soils become

drier, drier soils stay
dry

tion. In the DA_100 case, at the end of the simulated diurnal cycle, the
uppermost layer soil moisture reaches about 65% of its initial value,
while in the DA_70 case it reaches almost 90%. This results from the
fact that in DA_100 the saturated soil instantaneously produces runoff
that brings the soil moisture to the field capacity (see Tab. A.1), a
model constraint, while in the other case soil moisture is lost only
because of evaporation (see Chapter 2). Interestingly enough, in the
DA_40 case, the absence of evaporation allows a slight increase of soil
moisture of about 1% of its initial value due to the recorded precipi-
tation. Thus, in the simulations, wetter soils generally become drier
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while drier soils maintain their moisture reservoir and the change in
soil moisture over one day does not reflect the precipitation changes
across the simulations. To avoid confusion between the soil mois-
ture and the precipitation response, I will not refer to a negative soil
moisture-precipitation coupling in the following but rather to a dry
soil advantage when more precipitation is observed to fall over ini-
tially drier soils.
The properties of the convective diurnal cycle are further analyzed
through the computation of CAPE and of cloud water and rain distri- Evolution of CAPE

bution. Figure 3.5 shows the time series of domain-averaged CAPE

for both the WA and DA cases. It can be inferred that, regardless of the

Time [LST]

Figure 3.5: Time series [LST] of domain-averaged CAPE [J/kg] for the (a) WA and (b)
DA cases and different soil moisture states.

initial sounding, the energy available to feed convection decreases
with soil moisture. This large, more than 1000 J kg−1 difference at
13 LST between 100% and 40% soil moisture saturation is linked to
different profiles of temperature and relative humidity in the first 1.5
km of the atmosphere due to the different Bowen ratios of the two
simulations. In particular, both warming and drying of the PBL, as
found over dry soils, lead to a lower CAPE. This is consistent with
the obtained decrease of precipitation rate (insets of Fig. 3.3) over
drier soils, regardless of the initial sounding used. None of the sim-
ulations nevertheless fully deplete their CAPE reservoir, which makes
this simple explanation questionable. Note that the decrease of CAPE

over drier soils is consistent with what already found by Barthlott
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and Kalthoff (2011) in more realistic simulations over south-western
Germany.
Figure 3.5 further reveals that in the DA case CAPE exhibits a very
strong peak in the early afternoon and is rapidly depleted. Over soils
with a soil moisture above 60% of the saturation value, however, large
latent heat fluxes provide enough energy to rebuild a second peak of
CAPE in the late afternoon. This allows for a second development of
convection. The presence of two convective events over wet soils that
merge to one over dry soils is also clearly visible in Fig. 3.3 (b) and
(d).
As an alternative to CAPE, Fig. 3.6 shows the full time and spatialRedistribution of

cloud water and rain average of cloud water mixing ratio 〈qc〉 and rain mixing ratio 〈qr〉 as
functions of soil moisture. Note that snow and cloud ice are not con-
sidered, given that they appear to be only minor components. The
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Figure 3.6: Space-averaged time-averaged cloud water mixing ratio 〈qc〉 (dashed
lines) and rain mixing ratio 〈qr〉 (solid lines) for the DA (open circles)
and WA (filled circles) case as a function of the degree of soil moisture
saturation.

behavior of 〈qr〉 is consistent with the behavior of the precipitation
rate and shows a decrease towards drier soils irrespective of the ini-
tial atmospheric state. In contrast, the response of 〈qc〉 depends on
the initial sounding and does show an unexpected increase over dry
soils in the DA case, which could point to different efficiencies in con-
verting clouds to precipitation among the two soundings considered.
An increase in 〈qc〉 over dry soils may be caused either by a larger
value of produced cloud water qc or by the presence of longer-lived
clouds. Larger values of produced qc over drier soils seem unlikely,
given the presence of a drier and warmer PBL regardless of the initial
sounding. Longer-lived clouds may be created due to less evapora-
tion of qc or due to less conversion of qc into qr. Less evaporation of
qc over dry soils seems again unlikely, given the presence of a drier
PBL. Hence, the only mechanism responsible for an increase of 〈qc〉
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over dry soils in the DA case must be linked to the efficiency in con-
verting qc into qr. This appears as a reasonable hypothesis given what
follows.
The diurnal evolution simulated in the DA case over wet soil consists
of two distinct convective events which progressively merge into a
single event over drier soils. The first event among the two shows
larger precipitation rates and thicker clouds (see Fig. 3.3, b). The
lagged triggering of convection over wet soils in DA, due to reduced
sensible heat flux, causes an accumulation of energy that is released
abruptly when clouds are formed (Fig. 3.5) and leads to a fast pro-
duction of cloud water qc. These local positive anomalies of cloud
water are quickly converted into qr, thus depleting the reservoir. This
is mainly related to the fact that autoconversion processes and col-
lection mechanisms in the microphysics depend nonlinearly on the
amount of cloud water mixing ratio qc (see Eqs. 5.107-5.112 in section
5.6 of Doms et al., 2011). Over dry soils the convection is less explo-
sive so that the critical threshold is unlikely to be reached and thus qc

is only partially depleted. When examining the values attained by qc

in DA_40, it appears that this variable has a larger mean but a lower
spatial absolute maximum. On the other hand, DA_100 contains the
highest value of qc, although having a lower mean. In this regard, the
WA case is equivalent to DA over dry soils: the slow growth of clouds
doesn’t produce high peaks of cloud water mixing ratio for any of
the initial soil moisture, and qc follows the moisture input from the
surface.

3.3.3 Under which conditions may drier soils receive more precipitation?

The results outlined in the previous section seem to suggest that, in
terms of total accumulated precipitation, there is no dry soil advan-
tage. If the soil moisture is reduced, the surface latent heat flux de-
creases and thus the moisture flux from the surface to the atmosphere
is limited. The atmosphere is not able to compensate for this lack of
moisture contribution by becoming more efficient at converting water
vapor into precipitation, the prerequisite to obtaining more precipita-
tion over drier soils. However, the previous section also showed that
convection can indeed be triggered earlier over dry soils, which, un-
der certain circumstances, may be able to overcompensate for the lack
of moisture input.
To explore the feasibility of this scenario, the surface rain accumu-
lated in time and spatially averaged, R, needs to be estimated a priori. Estimation of

surface precipitationNote that the terms rain and precipitation are used interchangeably
as surface precipitation is always in liquid form. Moreover, the specifi-
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cation domain-averaged is dropped given that every quantity is always
averaged over the full domain area. R [mm] is computed as:

R =
N

∑
i=1

RRi · ∆t =
N1

∑
i=1

RRi · ∆t +
N0

∑
i=1

0 · ∆t =
N1

∑
i=1

RRi · ∆t (3.2)

that is, by summing the product of the instantaneous rain rate pre-
dicted by the model at the time step i, RRi [mm h−1], and the output
time step, ∆t [h], over the entire simulation. The output time step
∆t is chosen small enough (30 seconds with a model time step of 2

seconds) to consider RRi an instantaneous value. The total number
of time steps N can be split into the number of rainy (RRi > 0 mm
h−1) events, N1, and the number of time steps with no rain, N0. By
introducing a mean over rainy events R̃R ≡ 1

N1
∑N1

i=1 RRi Eq. (3.2) can
be rewritten as

R =
N1

∑
i=1

RRi · ∆t = R̃R · N1 · ∆t ' R̃R(t1 − t0) (3.3)

where now t0, t1 indicate the time (hour, LST) when precipitation be-
gins and ends, respectively. It should be noted that the only used
approximation, i.e. N1 · ∆t ' (t1 − t0), holds for a typical precipita-
tion intensity-time distribution over one diurnal cycle with no long
temporal gap between precipitation events, which is indeed the case
in the examples displayed in Fig. 3.3.
Finally, by assuming that (t1 − t0) is approximately equal to the pe-
riod when deep convective clouds are present on the domain, one can
infer that R is related to three main parameters: the time when con-
vection is triggered (t0), which strongly depends on the atmospheric
profile and exhibits either a wet or dry soil advantage in agreement
with Findell and Eltahir (2003b), the time when convection dissipates
(t1) and finally the mean rainfall rate (R̃R).
In Fig. 3.7 (a) the duration of precipitation (t1 − t0) is computed for
all the WA and DA simulations directly using the value of N1 from
the simulation output. The duration shows an interesting V-shapedDuration of

precipitation distribution in the DA case, with a central minimum by a soil satura-
tion of 70 %, whereas such central minimum is absent in the WA case.
While convection is triggered earlier over drier soils than over wetter
ones in DA, clouds dissipate later on wetter soils (see Fig. 3.3). This
gives a total response with a central minimum.
Concerning the variation of R̃R with soil moisture, it can be claimed
that, based on the results of the previous section, R̃R scales with L̃H,
i.e. the latent heat flux averaged over the precipitation duration . ThisPrecipitation and

surface latent heat
flux

is confirmed by Fig. 3.7 (b), which shows the values of R̃R and L̃H
computed using data from both WA and DA simulations. The two cases
even exhibit a similar slope, but different offsets. The slope of this line
may be interpreted as a precipitation efficiency which, given the ab-
sence of large-scale moisture advection, is equivalent to the recycling
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Figure 3.7: (a) precipitation duration t1 − t0 as a function of the degree of soil mois-
ture saturation; (b) scatter plot of R̃R vs. L̃H: the equations represent the
regression lines (slope and offset) together with the square of the Pear-
son correlation coefficient χ2; (c) accumulated precipitation R estimated
by exploiting the linear fit and the duration term (see text for details).

ratio. It again suggests that, at least to a first order, the two soundings
are not associated with fundamentally different convective dynamics
once convection is triggered. There is nevertheless a larger scatter
among the points in the DA case than in the WA case as also revealed
by smaller χ2 values.

As a sanity check, Fig. 3.7 (c) uses the linear fit of Fig. 3.7 (b) to A priori estimation
of precipitationestimate R̃R and, combined with the diagnosed value of t1 − t0, to

compute R. The resulting accumulated precipitation should be com-
pared to the one diagnosed from the simulations in Fig. 3.4 (b). The
relative errors of the different simulations range from about 2 to 20 %
for the WA case and from 1 to 15 % for the DA case. The relative error
averaged over all the simulation is about 10%. Although not perfect,
the values predicted by this simple approximation resemble the sim-
ulated ones, and in particular the decrease of precipitation over dry
soils is captured fairly well. I stress that the aim of this chapter is not
to predict the accumulated precipitation with the smallest possible
error but rather to reproduce the overall observed behavior.
The advantage of Eq. (3.3) is indeed that it splits the contribution of
the total accumulated precipitation into two distinct terms, one favor-
ing a wet soil advantage, and one favoring either a dry or a wet soil
advantage. Thus, it is possible to infer which precipitation duration
would be needed to offset the decrease in R̃R due to changes in latent Can drier soils

receive more
precipitation?

heat flux. For instance, Fig. 3.7 (b) predicts that a decrease in latent
heat flux from approximately 0.3 mm h−1 over wet soils to almost
0 mm h−1 over dry soils is accompanied by a halve of the rain rate.
This means that, in order to have more rain over dry soils, the dura-
tion term in Eq. (3.2) needs to balance a factor of at least 2. In other
words, more than 16 hours of continuous precipitation are needed to
offset the lack of surface latent heat fluxes. This is unlikely to occur
over one diurnal cycle.
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These considerations are generalized in Fig. 3.8. There, the values of
the slope and of the offset obtained in the linear regressions in Fig.
3.7 (b) for the WA case are used to compute an estimated value of R̃R
which is then used to obtain R. In order to do so we consider a wide
variation of surface latent heat flux values (the x-axis of Fig. 3.8) and
precipitation durations less than 24 hours (the y-axis of Fig. 3.8). The
result is a discrete function R(L̃H, t1− t0) which is shown by the color
filled contour lines. The results of the WA case are represented by dots

Figure 3.8: Contour plot showing the estimated accumulated precipitation R [shad-
ing, mm] as a function of L̃H [mm h−1] and t1 − t0 [h] for the WA case.
R̃R is computed by using the values of the slope and offset obtained in
Fig. 3.7 (b) for the WA case: see the text for more details. Dots are placed
on the plot using the values of L̃H, t1− t0 and R directly diagnosed from
the WA experiment.

using the values of (L̃H, t1− t0, R) obtained in every simulation. They
reveal a good agreement with the theoretical estimates.
To compensate a change in latent heat flux one has to move along the
isoline of accumulated precipitation in Fig. 3.8. Given the curvature
of the isolines, only small changes in latent heat flux may be accom-
modated by changes in the duration, making the occurrence of more
precipitation over drier soils unlikely. Moreover, the potential earlier
triggering of convection over dry soils under certain atmospheric con-
ditions, as in the DA case, is usually compensated by an equal shift of
t1, annihilating the triggering advantage. Hence it may be concluded
that the only possibility to obtain more precipitation over drier soils
consists in not triggering convection at all over wet soils, which, for
the tested situations, never happened.
Although this scenario is unlikely to occur, according to the values
used to construct Fig. 3.8 some environmental conditions could lead
to a weakening of the coupling. In fact, the curvature of the isolines
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in Fig. 3.8 depends on the slope and on the offset derived from the
R̃R-L̃H relationship. This is evident if rewriting Eq. 3.3 as:

R = m L̃H (t1 − t0) + q (t1 − t0) (3.4)

where m and q are the slope and offset of the linear fit associated
with the R̃R-L̃H relationship, respectively. While the slope may be
interpreted as the atmospheric efficiency in converting water vapor
to rain, the offset may be interpreted as the overall availability of pre-
cipitable water, which depends both on the atmospheric state and on
external forcing. Given that changes in m are weighted by the values
of L̃H � 1, one can imagine that changes of the same magnitude
in q are more likely to affect R. Increasing m while keeping q con-
stant causes a steepening of the contour lines for small values of L̃H
making it even more unlikely to get more rain over drier soils. On
the other hand, if q becomes large enough the isolines become flat-
ter even for small values of L̃H and the sensitivity of precipitation
to latent heat flux is dampened. In order to get more rain over drier
soil q should be large enough so that the m term becomes negligible,
and t1 − t0 should be zero only over wet soils. This is shown using
an additional figure in Appendix B. Another possibility would be to
have a negative value of m. Since this does not seem to happen in
the simulations presented up to now we further investigate how envi-
ronmental conditions and external forcing could concur to a dry soil
advantage in the next section.

3.4 sensitivity experiments

3.4.1 Additional cases

An inspection of the temporal evolution of cloud water and precipi-
tation (not shown), similar to the one presented in Fig. 3.3, reveals
a noticeable resemblance between the WA-WA2 and DA-DA2 cases, re-
spectively. In particular, the simulations initialized with the DA2 at-
mospheric profile exhibit again two distinctive convective events over
wet soils, merging into one single long-lived convective event over
dry soils below a soil moisture saturation of 60 %. The computation
of 〈qc〉 and 〈qr〉 for the DA2 case (not shown) also confirms the pres-
ence of an increase of 〈qc〉 and of a decrease of 〈qr〉 over dry soils, as
observed in DA. In DA2 convection is triggered earlier over dry soils,
as in DA, whereas in WA2 convective clouds appear first over wet soils,
as in WA. As a consequence, the duration of precipitation for the DA2

case shows again a central minimum, whereas in WA2 a monotonic de-
crease is observed (not shown). The total accumulated precipitation
nevertheless again decreases over dry soils irrespective of the initial
sounding and the R̃R-L̃H linear relationship exhibits a comparable
slope as in the DA and WA cases (Fig. 3.9). Due to the large spread ob-
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served in the DA_2 case, the χ2 value is smaller, while in the WA_2 case
it reflects the one obtained in WA. The only difference worth noting

Figure 3.9: (a) Total domain-averaged accumulated precipitation and (b) Scatter plot
of R̃R vs. L̃H for simulations with different soil moisture and the DA,
DA2, WA and WA2 cases. The equations give the regression lines (slope and
offset) together with the square of the Pearson correlation coefficient χ2.

consists of the larger amount of accumulated precipitation observed
in the DA2 case, which reflects the larger offset of the line in Fig. 3.9
(b), due to enhanced instability. The latter case is an example of a
weaker coupling of soil moisture and precipitation due to a larger off-
set in the L̃H-R̃R relationship (see the additional figure in Appendix
B and the final part of section 3.3.3). Nevertheless, the larger offset
cannot reverse the relationship and lead to more precipitation over
drier soils.

3.4.2 Transparent clouds

Making clouds transparent do not change the overall wet soil advan-
tage (Fig. 3.10, a) but the increase in the total accumulated precipita-
tion with soil moisture is larger than in the DA case where CREs are
included. This difference is linked to a larger sensitivity of the mean
rain rate R̃R to the mean latent heat flux L̃H (see Fig. 3.10, b). In
order to explain this larger sensitivity one can note that the surface
energy balance is modified in DA_transp by the lack of CREs. The re-
duction of the net surface radiation seen in Fig. 3.2 between 13 LST

and 16 LST in the DA_100 case, for instance, is absent when clouds
are set transparent to radiation. The resulting increase of incoming
short-wave radiation at the surface, in the order of 200 W m−2 in
DA_transp compared to DA, is able to offset the opposing increase of
surface outgoing long-wave radiative flux of about 30 W m−2. This
surplus of radiative energy in DA_transp causes a slight increase of
surface latent heat flux over wet soils because the simulation lies in
an energy-limited regime due to the abundance of soil moisture, and
a slight increase of surface sensible heat fluxes over dry soils, as the
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Figure 3.10: As in Fig. 3.9 but for the experiments DA_subs, DA_asce, DA_wind,
DA_transp. The DA case is also included for the sake of comparison.

simulation belongs here to the soil moisture-limited regime. The mag-
nitude of the soil moisture-precipitation coupling is enhanced. Hence
clouds act to dampen the soil moisture-precipitation coupling but can-
not reverse its sign. These findings contrast with the results of Schär
et al. (1999) where the presence of clouds further amplified the feed-
back due to the long-wave CRE being stronger than the short-wave
one. One reason for this discrepancy could be related to the fact that
convective cloud features, including their interaction with radiation,
are parametrized in the Regional Climate Model (RCM) employed by
Schär et al. (1999). Another reason could be a distinct distribution of
low and high clouds between the two studies.

3.4.3 Large-scale forcing

Figure 3.10 (a) highlights a decrease of total accumulated precipita-
tion over dry soils in DA_subs and DA_asce, thus confirming the pres-
ence of a wet soil advantage in both cases. However, with subsidence,
the convection is so heavily suppressed that the difference between
the wettest soil and the driest soil in terms of precipitation is small.
This is the result of two main factors. First, a smaller slope in the
relationship between R̃R and L̃H (Fig. 3.10, b), which is reasonable
as convection is more strongly forced and less dependent upon the
surface state. Second, the convection remains triggered earlier over
dry soils as sensible heating is more efficient to break the inversion.
Regarding DA_asce, even though the R̃R-L̃H relationship exhibits a
similar slope as in DA_subs, the duration term shows a different be-
havior, with a triggering time almost constant regardless of the soil
moisture value (not shown). Introducing ascent forces the air to rise
and to reach its LFC without having to rely too heavily on moistening
or heating of the PBL through surface fluxes. The offset of the R̃R-L̃H
relationship is also modified in both the DA_subs and DA_asce cases
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compared to DA and reflects the additional source of buoyancy (more
precipitation, larger offset when compared to DA) and the suppres-
sion of convection (less precipitation, smaller offset when compared
to DA). These various differences are nevertheless not sufficient to al-
ter the coupling sign. In both cases the points in Fig. 3.10 (b) show
no considerable spread, which is reflected in values of χ2 higher than
0.9.

3.4.4 Winds

The inclusion of winds leads to a different evolution of the atmo-
spheric state over time. Figure 3.11 shows a comparison of the ver-
tically integrated cloud water and rain mixing ratios, and of the vir-
tual potential temperature perturbation in the lowermost atmospheric
level, for the DA and DA_wind simulations. The DA case does not show

Figure 3.11: Spatial distribution of clouds and cold pools in (a) DA_100 and (b)
DA_wind_100. Color shading shows the near-surface (20 meters) virtual
potential temperature θv spatial anomaly [K], computed as deviation
from the domain horizontal mean. Black contours show the vertically
integrated sum of cloud water mixing ratio (qc) and rain mixing ratio
(qr): lines from 0.0001 to 0.01 every 0.005 [kg kg−1]. Both snapshots
refer to 1730 LST.

an appreciable degree of organization since only scattered convec-
tion is simulated, probably because of the absence of wind shear and
of the homogeneous surface state (Chen and Avissar, 1994). In con-
trast, the DA_wind simulation shows stronger and larger cold pools, as
well as bigger clouds which tend to be organized along lines. Given
that the strength of the cold pools is larger in DA_wind than in DA

one can argue that this case is indeed more organized, also consider-
ing the importance of cold pools on convective organization (Tomp-
kins, 2001). Although only qualitative, the differences between DA

and DA_wind observed in Fig. 3.11 are reminiscent of the differences
obtained in Schlemmer and Hohenegger (2014) between simulations
with and without wind shear (see their Fig. 5).
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Despite these differences in the spatial organization of convection, the
coupling sign is not altered in this set of simulations . The DA_wind Weakening of the

coupling with windscase still shows a decrease of total accumulated precipitation with soil
moisture (see Fig. 3.10). The presence of stronger winds increases the
surface latent heat flux for a given value of soil moisture, as expected
because of the drag-law formulation, but decreases the precipitation
rate for a given latent heat flux. This decrease in precipitation rate
may be related to the CAPE, which is always smaller when compared
to the DA simulation. The presence of winds already at the begin-
ning of the simulation induces more mixing and prevents an efficient
build-up of instability, which would lead to an abrupt release of en-
ergy and ensuing higher precipitation rates (as already observed in
section 3.3). This results in a weaker dependency of R̃R on L̃H and,
given similar changes in duration with soil moisture as in DA, leads to
a weaker variation of total accumulated precipitation across the exper-
iments. The weakening of the soil moisture-precipitation coupling in
presence of winds is consistent with Findell and Eltahir (2003a) and
with the idea that stronger cold pools in DA_wind more strongly deter-
mine the precipitation rate evolution, making DA_wind less dependent
on the surface state.

3.4.5 Plants

Whereas the water reservoir used by the evaporation from bare soil is
limited to the uppermost soil layer, plants are able to extract moisture
from deeper soil layers, thus contributing to larger values of surface
latent heat flux over dry soils when compared to the bare soil case.
An inspection of the surface fluxes time series (not shown) confirms
that, even in the DA_plants_40 case, latent heat flux reaches a maxi-
mum of 0.7 mm h−1. Moreover, the presence of a deeper soil reservoir
reduces the sensitivity of the latent heat flux to soil moisture, as can
be recognized by comparing the variations in latent heat flux in Fig.
3.12 (c) with the ones in Fig. 3.7 (b).
Given the larger value of latent heat flux, larger precipitation rates
are recorded for a given soil moisture in the _plants simulations as
compared to the control simulations (compare Fig. 3.12, a and 3.9,
a). More importantly, also in these experiments, total accumulated
precipitation decreases over dry soils for all of the four considered at-
mospheric profiles. Splitting up the response in the contribution from
duration and R̃R nevertheless shows a more subtle behavior. First, in
WA_plants, WA2_plants and DA_plants there is almost no sensitivity
of R̃R to L̃H, i.e. the slopes of the regression lines are one-tenth of the
ones observed in the bare soil cases. Second, the DA2_plants exhibits
a negative slope. These differences to the bare soil case are partly an
artifact in the sense that, due to their high latent heat flux, the cases
with plants fall into the rightmost part (L̃H > 0.3 mm h−1) of Fig.
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Figure 3.12: (a) Total domain-averaged accumulated precipitation (b) Precipita-
tion duration and (c) Scatter plot of R̃R vs. L̃H for simulations
WA_plants, DA_plants, WA2_plants, DA2_plants. The equations rep-
resent the regression lines (slope and offset) together with the square of
the Pearson correlation coefficient χ2.

3.7 (a), where a strong scaling of R̃R with L̃H is also not observed in
the bare soil case. This is also equivalent to the right part of Fig. 3.8
where the isolines become flat. The smaller spread of the points in
Fig. 3.12 (c), which results in values of χ2 close to 1, is probably due
to this weaker dependency of R̃R to L̃H.

3.5 summary

The goal of this chapter was to determine under which conditions
drier soils may produce more precipitation than wetter ones. To that
aim several idealized experiments mimicking the full diurnal cycle of
convection were performed with ICON-LEM and TERRA-ML starting
from different spatially homogeneous soil moisture conditions.
It has been shown that the modeling framework is able to reproduce
the expected sensitivity of the surface fluxes to soil moisture and to
simulate the typical convective evolution over one diurnal cycle. The
triggering of convection happens earlier over dry soils than over wet
soils for the dry soil advantage case and vice versa for the wet soil
advantage case. This stands in agreement with the results of Findell
and Eltahir (2003b) and confirms that certain atmospheric conditions
may be preconditioned to different mechanisms of convection trig-
gering. The cloud water content also shows a similar behavior with
larger values over dry soil in the dry soil advantage case but larger
values over wet soils in the wet soil advantage case. However, the pre-
cipitation is found to always decrease with decreasing soil moisture,
irrespective of the initial sounding. This indicates the presence of a
wet soil advantage. These different sensitivities of cloud water and
precipitation to soil moisture can be explained by the way convective
instability is exploited depending on the atmospheric state.
To understand these results and to infer under which conditions drier
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soils may receive more precipitation than wetter ones I propose a sim-
ple conceptual model based on a linear fit to disentangle the effects of
the surface on the precipitation amounts. The total domain-averaged
accumulated precipitation is split into two main contributions: the
value of precipitation rate averaged over the time when precipitation
is occurring, and the duration of precipitation. While the latter de-
pends upon the time of triggering and can exhibit a dry soil advan-
tage, the precipitation rate is found to closely follow the values of
the surface latent heat flux and thus always exhibits a wet soil advan-
tage.
The relationship between precipitation rate and surface latent heat
flux (Eq. 3.4) is linear and, surprisingly enough, the slope of this
linear relationship doesn’t change appreciably with different atmo-
spheric states. Using this simple linear relationship and combining
it with a range of duration indicates that in this idealized set-up a
larger amount of precipitation is unlikely to be observed over drier
soils. The relationship predicts that a halve of latent heat flux, as ob-
tained over soils with a 40% soil moisture saturation, must be offset
by a doubling of precipitation duration. This is unlikely to occur over
one diurnal cycle.
The effects of other factors on the coupling of soil moisture and pre-
cipitation, namely CREs, large-scale forcing, winds and plants are in-
vestigated by conducting further sensitivity experiments. All the ex-
periments support a wet soil advantage. The strength of the coupling
is reduced when large-scale effects or winds are included as the evo-
lution of convection becomes more dictated by the large-scale forcing
or the organization of convection by cold pools than by the surface
state. The occurrence of clouds also leads to a weakening of the cou-
pling due to their short-wave effects that overcompensate long-wave
changes and reduce the surface energy input. These results differ
from other studies that employed models with parametrized convec-
tion, e.g. Schär et al. (1999). Finally, plants also reduce the sensitivity
of convection to the tested soil moisture through a much weaker de-
pendency of latent heat flux on soil moisture.





4
A S I M P L I F I E D C O N C E P T U A L M O D E L O F
P R E C I P I TAT I O N E N H A N C E M E N T O V E R A
H E T E R O G E N E O U S S U R FA C E

4.1 introduction

In Chapter 3 it has been shown that, over a homogeneous surface,
precipitation is expected to increase with surface evaporation, and
thus with soil moisture in a soil moisture-limited regime (Manabe,
1969; Budyko, 1974), regardless of the atmospheric state, as long as
convection can be triggered on both dry or wet surfaces. However the
real world is far from being homogeneous. The presence of hetero-
geneities in soil moisture induces thermally-driven mesoscale circula-
tions (Segal and Arritt, 1992) which transport moist air from spatially
wetter patches to spatially drier patches, acting against the initial per-
turbation of soil moisture, and which can then affect the distribution
of precipitation. These circulations are comparable, in terms of dy-
namical features, to land-sea breezes (Crosman and Horel, 2010).
Many idealized studies have investigated the effect of such circula-
tions on convection and ensuing precipitation. Avissar and Liu (1996)
found that the land-surface wetness heterogeneity (i.e. spatial gradi-
ents of soil moisture) controls the transition from a randomly scat-
tered state of convection to a more organized one where clouds form
ahead of the front associated with the mesoscale circulation. The
presence of such circulations also tend to enhance the precipitation
amount. Further analyses have shown that this basic response can be
modified by many environmental factors.
Yan and Anthes (1988) found that accumulated precipitation is maxi- Features affecting

the distribution of
precipitation over a
heterogeneous
surface

mized over spatially dry patches when the patch length is comparable
to the local Rossby radius of deformation (∼ 100 km in mid-latitudes),
a result that was later confirmed by Chen and Avissar (1994) and
Lynn et al. (1998). Robinson, Sherwood, et al. (2008) proposed an
alternative explanation by which the effect of surface hot spots is
maximized for wavelength of roughly 50 km, that is when the aspect
ratio of the applied heating matches the ratio of vertical and horizon-
tal wavenumbers demanded by the dispersion relation for buoyancy
(gravity) waves.
Froidevaux et al. (2014) explored the interaction between horizontal
soil moisture heterogeneities, wind and precipitation. They found
that, only when winds are too weak to control the propagation of
thunderstorms, more precipitation is observed over drier surfaces.
Finally, the response of precipitation also depends upon the back-
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ground atmospheric profile. Chen and Avissar (1994) found that the
presence of a moist atmospheric profile over a spatially drier surface
reduces the precipitation advantage as the surface heat fluxes, which
drive the surface heating and thus the circulation, are reduced. Hence,
from such studies, an increase of precipitation over spatially drier
patches is maximized when the gradient of surface soil moisture is
high, the soil moisture heterogeneity length-scale is around 50-100

km and no background wind is present.
These same mechanisms can be observed in some areas of the world,Hot-spots of

land-atmosphere
interactions

the so-called hot spots of land-atmosphere interactions (Koster et al.,
2004). Several observational studies (e.g. Taylor et al., 2012) showed
that in the Sahel region thunderstorms occur preferably over regions
drier than their surroundings. In other areas of the world the synop-
tic forcing is usually so strong that a robust relationship of causality
between soil moisture and precipitation cannot be found (Tuttle and
Salvucci, 2017). Instead of speaking of heterogeneous or homoge-
neous conditions, Guillod et al. (2015) have indicated that over most
areas of the world, except the Sahel, a negative spatial coupling coex-
ists together with a positive temporal coupling. That is, areas drier
than their surrounding (spatial component) but wetter than the clima-
tological value (temporal component) may receive more precipitation
than other ones.
Although the aforementioned studies have qualitatively shown how
precipitation is influenced by soil moisture, soil moisture gradients
and by the atmospheric environment, in this chapter I aim at devel-Main goals

oping a simplified conceptual model to formally isolate the control
of soil moisture on precipitation. In particular, I aim at developing
a mathematical expression for the derivative of precipitation with re-
spect to soil moisture in the case of a heterogeneous surface to under-
stand the response of precipitation to soil moisture changes. In this
case, precipitation is not only affected by the advection of moisture
due to the mesoscale circulation but also by local evaporation (Wei
et al., 2016). These two factors depend differently on soil moisture.
The mesoscale circulation triggered by the surface wetness hetero-
geneity strengthens with decreasing soil moisture of the dry patch, as
this gives a larger spatial gradient of surface heat fluxes and thus of
surface pressure. Instead, local evaporation is limited with reduced
local soil moisture. The superposition of local evaporation and re-
mote moisture advection eventually contributes to the observed pre-
cipitation, with the atmosphere being the medium that weights these
two different contributions.
Lintner et al. (2013) already derived an equation for the derivative
of precipitation with respect to soil moisture based on a model of
intermediate-level complexity of the tropical atmosphere (Neelin and
Zeng, 2000). Inspired by their work, I develop a conceptual model
which is based on similar assumptions but simplifies the formula-
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tion of moisture advection and evaporation. In particular, the fact
that I consider the specific case of advection by a thermally-induced
mesoscale circulation, and not by the large-scale flow, will allow me
to greatly simplify the idealized framework.
Section 4.2 describes the model and experimental set-up that allows Outline of the

chapterme to simulate the evolution of convective clouds and precipitation
over a heterogeneous land-surface during a diurnal period. After a
brief analysis of the features of the convective diurnal cycle done in
section 4.3.1, I estimate the various terms of the moisture balance and
in particular the efficiencies of the conversion of evaporation and ad-
vection into precipitation in section 4.3.2. These results are used in
section 4.4 to derive a simple conceptual model of how precipitation
responds to soil moisture changes over a heterogeneous surface. I
will show that, at least to a first order, the change of precipitation
with soil moisture does not depend on the soil moisture content itself
but only on the atmospheric state. The results are summarized in
section 4.5.

4.2 methods

The modeling framework used in this work is, in terms of physical
parametrizations and dynamical core, identical to the one described
in Chapter 2 and in Chapter 3. The ICON-LEM model is used as at-
mospheric model coupled to the land-surface model, TERRA-ML, to
simulate the diurnal cycle of convection over idealized land surfaces
from 6 LST to 24 LST. As in Chapter 3 the only difference to the basic
setup of Chapter 2 pertains the microphysical processes which are
treated using a single-moment 3-cat ice scheme (Doms et al., 2011).
The horizontal periodic domain spans 1600×400 points with a resolu-
tion of 250 m, which results in a size of approximately 400×100 km2.
In the vertical dimension 150 levels are distributed from the surface
up to the model top located at 21 km: the spacing reaches 20 m in the
lower levels and 400 m close to the model top. In contrast to chap-
ter 3, heterogeneous surface conditions are used as bottom boundary
condition. The heterogeneity is prescribed by dividing the domain’s
x-direction into two patches having the same surface area of 200×100

km2. Figure 4.1 displays a sketch of the domain setup, together with
a visual representation of convective features that will be discussed
later.
The domain is rectangular in order to limit computational expenses
and is elongated in the x-axis given that the front associated with
the simulated mesoscale circulation is expected to propagate with a
direction parallel to the x-axis. The chosen patch size of 200 km is
larger than the optimal value of the heterogeneity wavelength (∼ 100

km) identified by Yan and Anthes (1988), Chen and Avissar (1994),
and Lynn et al. (1998). Therefore I do not expect to maximize, in
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terms of the strength of the mesoscale circulation, the response of
the atmosphere to the surface heterogeneity. This could eventually
reduce the dynamic contribution of advection on precipitation. The
larger domain has nevertheless the advantage that the opposite fronts,
formed due to the doubly-periodic Torus domain, collide later in the
day so that the daily precipitation amounts are less affected by what
happens after the fronts have collided. The sensitivity of the diur-
nal evolution of precipitation to different y-axis size was tested and
found to not affect the results.

The surface heterogeneity is introduced by setting two different

Figure 4.1: Idealized sketch of the employed experimental framework. The initial
condition for soil moisture and the expected initial development of con-
vection are also sketched in order to ease the interpretation of the results.

Prescribing
heterogeneity in the

model
initial values of volumetric soil moisture1 φ [m3 m−3] for the two
patches, φwet and φdry, respectively. The value is set to the entire soil
column to ease the interpretation of the results. The other parameters
that characterize the land surface, including e.g. soil temperature, are
horizontally homogeneous over the entire domain. The soil temper-
ature is initially prescribed using a linear profile which includes a
climatological layer with a temperature of 281 K at 14.58 m below the
surface and a surface layer which has the same temperature as the
overlying lowermost level of the atmosphere as done in chapter 3.
The atmospheric initial state is spatially homogeneous except for ran-
dom perturbations added to the vertical velocity and the virtual po-
tential temperature in the lowermost three levels to break the per-
fectly symmetric initial state (see again Chapter 2). The atmosphere is
initialized using the dry-soil advantage profile of Findell and Eltahir
(2003b), albeit with winds set to zero to simplify the analysis (see
Fig. 4.2). This sounding, indicated here as DA, was observed on 23

July 1999 in Lincoln (Illinois, USA) and was chosen as a typical ex-
ample by Findell and Eltahir (2003b) for cases when a strong heating
of a homogeneous surface favors the triggering of convection. This is

1 Note that throughout this chapter I will use φ in place of w (used in Chapter 2 and
Tab. A.1) to indicate the fractional content of water in the soil.
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Figure 4.2: Skew-T diagrams of the two soundings used to initialize the atmosphere
in the simulations. Panel (a) shows the dry soil advantage sounding
of Findell and Eltahir (2003b), DA, while panel (b) shows the idealized
sounding of Schlemmer, Hohenegger, et al. (2012), ID. The upper inset
in both panels shows the value of pressure at the LCL, temperature at the
LCL, precipitable water and CAPE.

identical to the DA sounding already used in chapter 3.
To study the response of precipitation to variations in soil moisture,
I perform a set of experiments by setting at the initial time φwet to Basic experiments

the saturation value and varying φdry, with values ranging from the
saturation to 20% of the saturation value. The latter value is below
the wilting point for the chosen soil type (loam). More details about
the soil type can be found in appendix A. The upper part of Tab. 4.1
summarizes the simulations performed with this basic configuration.

In order to test the validity of the theory proposed in section 4.4 Additional
experimentsbased on this set of basic experiments I perform further sensitivity

experiments. First, I decrease the initial value of φwet to 70 % of
the saturation value. Second, I change the initial atmospheric profile.
Preliminary experiments also included the wet soil advantage sound-
ing of Findell and Eltahir (2003b) where, in contrast to the dry soil
advantage sounding, convection triggering requires a strong moisten-
ing of the boundary layer. I also tested the sounding of Schlemmer,
Hohenegger, et al. (2012), indicated as ID, which represents an ideal-
ization of the typical atmospheric state prone to convection in Europe
(see Fig. 4.2, b). This sounding thus greatly differs from the condi-
tions as observed in Lincoln. It has a lower surface temperature, a
lower integrated water vapor content but a larger initial instability.
As the use of the wet soil advantage sounding of Findell and Eltahir
(2003b) yields very similar results as in DA, which is not the case when
using ID, I only report here on the ID simulations.
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Experiment Sounding φdry φwet

Basic configuration

DA_20_100 DA 20 100

DA_30_100 30 100

DA_40_100 40 100

DA_50_100 50 100

DA_60_100 60 100

DA_65_100 65 100

DA_70_100 70 100

DA_80_100 80 100

DA_100_100 100 100

Partially saturated wet patch

DA_20_70 DA 20 70

DA_30_70 30 70

DA_40_70 40 70

DA_50_70 50 70

DA_60_70 60 70

DA_70_70 70 70

ID sounding

ID_20_100 ID 20 100

| | | |

ID_100_100 ID 100 100

Table 4.1: Overview of the performed simulations. The first column indicates the
experiment name, whereas the second column indicates the sounding
used for initialization: DA for dry soil advantage, after Findell and Eltahir
(2003b), and ID for idealized, after Schlemmer, Hohenegger, et al. (2012).
Third and fourth columns indicate the value of soil moisture over the dry
and wet patches, respectively, in percentage of the saturation value. The
naming convention for the experiments follows SOUNDING_φdry_φwet. The
vertical lines that characterize the ID cases are used to omit the repetition
of the same experiments description, i.e. ID_30_100, ID_40_100, etc. .

4.3 results

4.3.1 General features of convection

Here, I describe the general features of the extreme case, DA_20_100,
which reproduces the features expected from this kind of simulations.
The differential heating of the two patches, caused by the heterogene-
ity in soil moisture, manifests itself in a gradient of both sensible and
latent heat fluxes. At 12 LST the difference in sensible heat flux be-
tween the two patches reaches almost 280 W m−2. This results in a
difference in near-surface virtual potential temperature of about 4 K
at the same time (see the colored contours in Fig. 4.3). As a conse-
quence, a pressure gradient of about 1 hPa develops close to the sur-
face, which supports a thermally-driven circulation (Segal and Arritt,
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1992). The circulation is constituted by a front of moist air moving
inland over the dry patch at lower levels (from the surface up to 1

km) and a return flow between 1 and 3 km, as shown by the wind
vectors in Fig. 4.3. As a result of the circulation, and as found in past
studies, convection preferentially develops over the dry patch and in
particular at the edge of the front associated with the mesoscale cir-
culation.
In order to track this front I use an algorithm designed to follow one

Dry patchWet patch [K]

Figure 4.3: x-z diagram at 1200 LST of y-averaged quantities for the DA_20_100 case.
Zonal temperature anomaly (color contours), zonal wind (vectors, values
between -0.5 and 1 m s−1 are masked) and cloud water mixing ratio (grey
contour, only 10

−5 g kg−1 isoline). On the x-axis numbers indicate the
distance from the center of the domain in km.

Tracking of the front
of the front moving over the dry patch. The algorithm is based on the
y-averaged zonal wind speed at 150 m of height. It is triggered when
the wind speed in the middle of the domain reaches 1 m s−1 and
automatically stops when the opposite fronts collide in the center of
the dry patch. At every output time step (15 minutes) a search of the
maximum value of zonal wind speed is performed in a box which is
suitably chosen in order to maintain the focus of the tracking algo-
rithm on the front.
More specifically, at the first two time instants the maximum is searched
over the entire dry patch while from the third time step onward the
maximum search is performed in a box centered on a first guess ob-
tained from a simple linear extrapolation of the previous time in-
stants. The size of the box is the only parameter that needs to be
tuned when tracking the front in different simulations. Otherwise,
the algorithm is robust. As an example, in the DA_20_100 case shown
in Fig. 4.4, the box comprises 5 grid points, thus approximately 1.25

km.
Figure 4.4 (a) shows the Hovmöller diagram of the zonal wind and
the tracked position of the front every 15 minutes with shaded circles
for the case DA_20_100. In Fig. 4.4 (b) the position and speed of the
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front obtained with the aforementioned algorithm are displayed. The

Figure 4.4: Tracking of the front associated with the mesoscale circulation for the
case DA_20_100. (a) Hovmöller diagram (distance from domain center vs.
time) of the y-averaged zonal wind at a height of 150 m above the surface.
Dots indicate the position of the front tracked every 15 minutes (see text
for details). (b) Front inland propagation (black line) with respect to the
center of the domain [km] and front speed (red line) derived using finite
differences [m s−1].

front starts to slowly propagate in the late morning with a velocity
smaller than 2 m s−1 but is later accelerated by cold pools, in agree-
ment with Rieck et al. (2015). The cold pools are formed after the
first strong precipitation event between 12 and 13 LST. The speed of
the front reaches values of up to 7 m s−1 before the front collides
with the opposing front coming from the outer boundary due to the
periodic domain. When the soil moisture of the dry patch exceeds
70% of the saturation value no circulation forms because the gradi-
ent in surface temperature is too weak to cause a pressure difference
between the patches. In this case the convection transitions to a ran-
domly scattered state (Avissar and Liu, 1996) and I define the speed
of the front to be 0 m s−1.

4.3.2 Local and remote sources of precipitation

The diurnal cycle of precipitation can be inspected and compared
to the one of evaporation and advection, using the methodology in-
troduced in appendix C.3. This is needed to later formally express
precipitation as a function of soil moisture (see section 4.4). Figure
4.5 shows the various components of the moisture balance computed
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every 5 minutes from the model output and averaged over the dry
patch as well as over the entire domain. It can be verified that the

Figure 4.5: Different terms of the moisture balance (Eq. C.3) computed for the entire
domain (subscript dom, solid lines) and for the dry patch (subscript dry,
dashed lines) in the DA_20_100 case. A indicates advection, E evaporation
and P precipitation. Units are mm h−1. Note that all variables in this
figure are instantaneous. See Appendix C.3 for details on how these
terms are computed.

advection term averaged over the entire domain is zero, as expected.
Instead, when considering the residual averaged over the dry patch,
Adry, it is always positive, indicating a net transport of moisture from
the wet to the dry patch.
The advection of moisture over the dry patch increases in the late Evolution of

advectionmorning as a result of the propagation of the front (see Fig. 4.4) and
reaches a maximum at around 13 LST. This behavior is similar to the
one observed by Yan and Anthes (1988, their Fig. 9). The first heavy
precipitation event in DA_20_100 between 12 and 13 LST produces a
strong cold pool which causes a strong surface divergence, explaining
the minimum at about 14 LST in Fig. 4.5. Given that the maximum
of precipitation associated with this event is located in the vicinity of
the boundary between the wet and the dry patch, this induces a net
negative effect on Adry.
In order to study the variation of the moisture budget terms as a
function of φdry I conduct the same moisture balance analysis for ev-
ery simulation and integrate the values over the entire diurnal cycle
(18 hours). Results are reported in Tab. 4.2. As expected the advec-
tion term decreases with increasing local soil moisture whereas local
evaporation increases. Overall the accumulated precipitation aver-
aged over the dry patch decreases when the soil moisture increases,
as shown also in Fig. 4.6. The sharp decrease of precipitation with in-
creasing values of soil moisture seems to suggest that advection and
evaporation are characterized by different weights when producing
precipitation. In fact, if the contribution of these processes would be
the same, we would expect to observe a flattening of the precipita-
tion values (blue asterisks in Fig. 4.6) instead than a decrease. In
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Case φdry Adry Edry Pdry η

DA_20_100 0.0908 7.796 0.0008 1.255 0.161

DA_30_100 0.1362 7.467 0.0113 1.077 0.144

DA_40_100 0.1816 7.223 0.1140 1.005 0.137

DA_50_100 0.2270 6.673 0.6373 0.912 0.125

DA_60_100 0.2724 4.665 2.0271 0.888 0.133

DA_65_100 0.2951 3.222 3.0393 0.805 0.129

DA_70_100 0.3178 1.734 4.0920 0.708 0.122

DA_80_100 0.3632 -0.412 5.2770 0.533 0.094

DA_100_100 0.4540 0.031 5.0800 0.560 0.110

Table 4.2: Values of soil moisture [m3 m−3], advection [mm], evaporation [mm] and
precipitation [mm] over the dry patch accumulated over the diurnal cycle.
The rightmost column shows the precipitation efficiency (dimensionless)

computed as Pdry
Adry+Edry

.

other words, advection appears to be more efficient than evaporation
in producing precipitation, as the increase of Edry with soil moisture
is followed by a sharp decrease of Pdry.

These qualitative observations can be formalized by defining the

Figure 4.6: Values of advection (green line and crosses), evaporation (purple line and
plus symbols) and precipitation (blue asterisks) from Tab. 4.2 as function
of soil moisture. The orange line represents an estimate of precipitation
obtained as a sum of advection and evaporation weighted by the same
efficiency, i.e. 0.16(Adry + Edry) while the blue line represents a similar
estimate obtained by using two different efficiencies, i.e. 0.16 Adry +
0.11 Edry.

precipitation efficiency. This approach was first proposed by BudykoPrecipitation
efficiency (1974) and later adopted by many studies including the one of Schär

et al. (1999). The overall assumption underlying the pioneering work
of Budyko (1974) is that moisture coming from inside (local evapo-
ration) or outside (remote advection) of some closed domain is well
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mixed. Under this assumption one can express the precipitation over
a certain area as:

Parea = η(Aarea + Earea) (4.1)

where η is the precipitation efficiency. All the terms are considered
as areal averages and integrated over a certain time period. The right-
most column of Tab. 4.2 shows the efficiency η computed according
to Eq. 4.1. It can be seen that, in this case, convection is not so efficient
in converting local and remote sources of moisture into precipitation
as the values range from 16% to 9%. More importantly, the efficiency
values vary by up to 7% depending on the initial φdry. In fact, in
the case DA_20_100, evaporation over the dry patch is negligible, i.e.
Edry ' 0, so that Eq. 4.1 applied to the dry patch reads Pdry ' ηAdry.
Thus, the efficiency obtained in this case is representative of the ad-
vection process and can be interpreted as an advection efficiency ηA. On
the other hand, in DA_100_100 the advection is negligible so that in
this case I obtain an evaporation efficiency ηE. Taking all these findings
together Eq. 4.1 can be rewritten as:

Parea = ηA · Aarea + ηE · Earea (4.2)

where now ηA 6= ηE. The values estimated from Tab. 4.2 are ηA =

0.16 and ηE = 0.11. Advection and
evaporation
efficiencies

Fig. 4.6 confirms that, regardless of the particular choice of a single
efficiency η, the decrease of precipitation over wetter soils cannot be
captured (orange line in Fig. 4.6). In contrast, using the two efficien-
cies ηA and ηE gives a much better match with the simulated value
of Pdry (see blue line in Fig. 4.6). Also, by using two efficiencies, the
latter become independent of soil moisture. The efficiencies can be
alternatively estimated through a fit of Eq. 4.2 using all the values of
Adry and Edry in Tab. 4.2. In this case I obtain the values ηA = 0.15
and ηE = 0.10 which, as expected, do not differ much from the ones
computed using the two extreme cases.
The fact that one efficiency is not enough to describe the variations of
precipitation, in contrast to previous studies, may be linked to the fact
that I consider a small domain and a short timescale. The assumption
of a well-mixed atmosphere likely holds better on a continental (e.g.
Europe) and seasonal scale, as in Schär et al. (1999). Using two effi-
ciencies nevertheless requires data from at least two simulations with
different values of advection, evaporation and precipitation.
Initializing the atmosphere with a different sounding will likely lead Results with the

additional soundingto different efficiencies. This is illustrated with the ID_ cases (see
Tab. 4.3), where the idealized sounding of Schlemmer, Hohenegger,
et al. (2012) is used to initialize the atmosphere (see section 4.2). For
a given soil moisture, advection reaches smaller values that in the
DA case. This is mainly an effect of larger precipitation amounts that
fall on the wet patch which in turn prevents an efficient advection of
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moisture from the wet to the dry patch.
The efficiencies computed for this case range from 47% to 31%, indi-

Case Adry Edry Pdry η

ID_20_100 3.814 0.008 1.789 0.468

ID_30_100 3.861 0.028 1.912 0.492

ID_40_100 3.920 0.143 1.671 0.411

ID_50_100 3.557 0.659 1.740 0.413

ID_60_100 2.631 2.054 1.759 0.376

ID_70_100 0.865 4.080 1.542 0.312

ID_80_100 -0.068 4.884 1.652 0.334

ID_100_100 0.022 4.776 1.662 0.346

Table 4.3: As in Tab. 4.2 but for the ID sounding.

cating that the atmosphere is more efficient at converting advection
and evaporation into precipitation than in DA. The higher efficiencies
obtained with the ID sounding are due to a combination of different
effects. One of those is the different convection triggering. With the
ID sounding convection is triggered almost 1 hour before than with
the DA sounding (not shown). This allows the atmosphere to fully ex-
ploit the instability caused by the morning heating which manifests
itself in a stronger enhancement of precipitation at the front, as shown
in Fig. 4.7. This is also corroborated by the fact that CAPE at 15 LST is
larger than the one at the initial time over both patches in DA_20_100

whereas it is depleted over the dry patch in the ID_20_100 case (not
shown). Moreover, as indicated by Fig. 4.2, the dew-point depression
in the ID sounding is smaller than in the DA sounding throughout
most of the atmospheric column. This suggests that, in the ID case,
convective updrafts are less affected by the entrainment of environ-
mental dry air. I verify this by computing the average difference in
MSE between updrafts, defined as grid points with vertical velocity
greater than 1 m s−1 and cloud water content greater than 10

−4 kg
kg−1, and the environment. Results show that this difference in the
ID case is less than 50 % the values observed in the DA case. The figure
containing the vertical profiles of MSE is available in Appendix C.2.
Despite the differences, the ID case confirms that advection and evap-
oration exhibit distinct efficiencies and that precipitation decreases
with increased local soil moisture. Here the decrease of precipitation
is smaller than the one obtained in the DA_ cases. Although this could
be related to a weaker sensitivity of the ID atmospheric state to mod-
ifications in the land-surface heterogeneity, we note that the amount
of precipitation strongly depends on the collision of the fronts. As
shown in Fig. 4.7 the collision of the fronts in the center of the dry
patch has different effects on precipitation depending on the atmo-
spheric state. In the ID_20_100 case strong precipitation events with
local maxima of 10 mm h−1 are produced in the center of the patch
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after the fronts’ collision and several secondary events develop due
to the fronts propagating away from the collision. Instead, in the

[mm h-1]

Figure 4.7: Hovmöller diagrams of precipitation rate [mm h−1] in case ID_20_100

and DA_20_100.

DA_20_100 case, no strong precipitation event is produced when the
fronts collide.

4.4 conceptual model

In section 4.3.2 we showed that precipitation can be expressed as a
linear combination of advection and evaporation weighted by differ-
ent efficiencies which are assumed independent of soil moisture (Eq.
4.2). Knowing this we can now try to answer one of the first questions
that was posed in the introduction:

What are the minimum parameters that control the variation of
precipitation with soil moisture?

In order to do so we first have to derive some functional forms of
evaporation and advection in terms of soil moisture.

4.4.1 Surface evaporation

The simplest parametrization of evaporation (we will neglect the tran-
spiration part given that the present study does not include plants) is
the so-called bucket model introduced by Budyko (1961) and extended
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by Manabe (1969). Evaporation is defined as a potential term con-
trolled by a limiting factor (also called stress factor). Here we use
such a formulation to approximate first the surface latent heat flux
LH [mm h−1] at a certain point in space and time as a function of soil
moisture φ [m3 m−3]:

LH(φ) = AQnet ×


0 for φ < φwp

φ−φwp
φcrit−φwp

for φwp ≤ φ ≤ φcrit

1 for φ > φcrit

(4.3)

where Qnet [mm h−1] is the net incoming radiation at the surface
(long-wave+short-wave), φwp [m3 m−3] the soil moisture at the per-
manent wilting point and φcrit [m3 m−3] is the critical soil moisture
at which evaporation does not increase any more with increasing soil
moisture. As explained by Seneviratne, Corti, et al. (2010) this does
not usually correspond to the field capacity.
A is a proportionality constant which needs to be introduced and
specified given that, even in the extreme case of a saturated soil, non-
zero sensible heat fluxes and ground heat flux prevent the entire con-
version of Qnet into LH. The constant A clearly depends on the partic-
ular soil model employed as well as on the different parameters that
characterize the soil type considered (e.g. albedo, heat capacity) and
partially also on the atmosphere.
In order to link Eq. 4.3 to the accumulated evaporation Edry needed
in Eq 4.2 I average Eq. 4.3 over the dry patch and integrate it over
the accumulation period τ. By doing so I assume a constant value for
soil moisture and replace it with the value at the initialization time.
Such assumption is motivated by the fact that changes in soil mois-
ture over one diurnal cycle are not expected to be able to significantly
feed back on evaporation and precipitation on such a short timescale.
The assumption is also well justify as the daily average value of soil
moisture remains similar to its initial value (see also section 3.3.2).
This gives:Parametrization of

surface evaporation

Edry(φdry) = τA 〈Qnet〉 ×


0 for φdry < φwp

φdry−φwp

φcrit−φwp
for φwp ≤ φdry ≤ φcrit

1 for φdry > φcrit

(4.4)

where now Edry does not depend on time nor space. 〈Qnet〉 de-
notes the net surface incoming radiation averaged over the period
τ, whereas φdry corresponds to the initial value of soil moisture.
Equation 4.4 can now be used to fit the values of Edry computed from
the simulations (Tab. 4.2) to obtain an unambiguous value for the
parameters A, φwp and φcrit (see Fig. 4.8). These are estimated to be
A = 0.663, φwp = 0.213 m3m−3 and φcrit = 0.350 m3m−3. Note that



4.4 conceptual model 73

the latter estimate is not far from the field capacity of this soil type,
i.e. 0.340 m3m−3, while the estimated wilting point is almost double
the expected one, i.e. 0.110 m3m−3 (see Appendix A). This is related
to the fact that the employed bare soil evaporation scheme tends to
shut down evaporation too early as noted by Schulz et al. (2016) and
in Chapter 3. Thus, both φwp,crit depend not only on the employed
soil type but also on the soil model.
Figure 4.8 shows the fit of Eq. 4.4, together with the values obtained
in the simulations. It reveals an excellent agreement between theory

Figure 4.8: Fit of Edry with values obtained from the simulations of the default con-
figuration (DA_20_100 to DA_100_100). Crosses indicate values obtained
from simulations while the line indicates the fit performed using Eq. 4.4.
The upper left inset shows the values obtained by the fit together with
absolute errors and the residual sum of squares χ2, i.e. the sum of the
squared difference between the values predicted by the fit and the ones
obtained in the simulations.

and simulations. The small discrepancies mainly come from the fact
that I assume a constant value of 〈Qnet〉 = 300 W m−2 = 0.43 mm
h−1 across the simulations, although the simulated value depends on
soil moisture and varies by about 7%. This is due to different cloud
regimes which alter the surface radiation balance (see section 3.4.2).
Furthermore, I use the average of Qnet over the entire domain, while
it should only be considered over the dry patch.
It should be noted that the adopted formulation of evaporation dif-
fers from the one used in the model of Lintner et al. (2013) where
potential evaporation was used in place of Qnet, which is the main
difference between the original framework of Budyko (1961) and the
one of Manabe (1969).

4.4.2 Advection

The goal of this section is to find a formulation of Adry as a function
of soil moisture. This can be achieved starting from the definition of
Eq. C.2 and assuming that the advection of every tracer is mainly
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due to the propagation of the front associated with the mesoscale
circulation, hence H = Hfront. In this case

Adry = − 1
ρw

∫ τ

0

∫ Hfront

0
vfront · ∇qtot

∣∣∣
dry

ρa dz dt

' − 1
ρw

∫ τ

0

∫ Hfront

0
ufront

∂qtot

∂x

∣∣∣
dry

ρa dz dt
(4.5)

where Hfront is the height of the front associated with the mesoscale
circulation or, equally, the PBL height, vfront its speed, ρa is the air
density and ρw the water density. Eq. 4.5 has been already approxi-
mated given that the front propagates mainly in the x direction (see
Sec. 4.3.1), so that there is no y component of ∇qtot.
The propagation speed of the front ufront and ρa can be seen as con-Propagation speed of

the front stants in the vertical within the height Hfront, while qtot remains a
function of x, z and time t. The time integration can be replaced by
considering the average over time multiplied by the timescale τ to
obtain

Adry = −τ
ρa

ρw
〈ufront〉dry 〈

∫ Hfront

0

∂qtot

∂x

∣∣∣
dry

dz〉

= −τ
ρa

ρw
〈ufront〉dry 〈

∫ Hfront

0

∆qtot

Lfront
dz〉

= −τ
ρa

ρw
〈ufront〉dry

Hfront

Lfront
〈∆qtot〉

(4.6)

In Eq. 4.6 I approximated the derivative of qtot as the difference be-
tween the two patches ∆qtot divided by the penetration length of the
front, Lfront (Crosman and Horel, 2010).
To simplify the problem I assume ∆qtot ' ∆qv, which is viewed as theApproximation for

the gradient in
specific humidity

difference in specific humidity ahead of the front and behind it. As in
studies which have viewed sea breezes as gravity current (Robinson,
Patterson, et al., 2013), I assume that this difference is not directly af-
fected by the circulation, which gives an upper bound estimate. The
changes in qv due to surface evaporation accumulated up to a certain
time τ can then be written as

qv(τ) = qv(0) +
ρwE

ρaHmoist
⇒ ∆qv = − ρw

ρaHmoist
(Ewet − Edry)︸ ︷︷ ︸

∆E

(4.7)

where Hmoist is the vertical extent of the moistening process due to the
accumulated surface evaporation E and qv(0) is the specific humidity
at the initial time. By assuming that the moistening is confined to the
PBL, so that Hmoist = Hfront I can substitute Eq. 4.7 into Eq. 4.6 to
obtain

Adry =
τ 〈ufront〉

Lfront
∆E (4.8)

My analysis thus indicates that the advection only depends on four
terms: τ, which is a constant, the difference in E between the two
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patches, which can be estimated from Eq. 4.4 and which depends
on the soil moisture, as well as Lfront and ufront. In all simulations the
front has a constant inland propagation of Lfront ' 100 km, which cor-
responds to half of the patch size. More importantly, the front speed
does not vary much with different surface heterogeneity gradients,
against my initial expectations that motivated this study (see Intro-
duction). For example, between the DA_20_100 and the DA_60_100

cases only a 3% relative decrease in the front speed is observed. This
can be seen in the additional figure provided in Appendix C.1.
This counter-intuitive behavior is related to the fact that cold pools
lead to a noticeable acceleration of the front, as seen in section 4.3.1. Homogenization of

the front speed due
to cold pools

Although the front is initially triggered by the surface heterogene-
ity, and different surface heterogeneities may lead to different initial
propagation velocities, the much faster cold pools end up determin-
ing the front velocity, thus masking the effect of the surface hetero-
geneity. This stands in agreement with what found by Rieck et al.
(2015), and in particular with the thermodynamic contribution of cold
pools to the propagation speed of the front (their Eq. 1). Moreover,
cold pools are distributed along the front and continuously fed by
precipitation events, similarly to what happens in squall-lines. Given
this spatial organization, their strength and propagation do not de-
pend on the surface state, as in the case for isolated convection (Gen-
tine, Garelli, et al., 2016). Instead, they solely depend on the state of
the mid- to upper-troposphere (Peters and Hohenegger, 2017) which
is also not significantly modified by surface fluxes over the course of
one diurnal cycle.
Advection can thus be finally expressed as: Parametrization of

advection
Adry(φdry) = B∆E(φdry) (4.9)

where B = τ 〈ufront〉 /Lfront is a proportionality constant that does not
depend on soil moisture. Using the parameters A, φwp, φcrit obtained
from the fit of Eq. 4.4 (see Fig. 4.8) the difference ∆E(φdry) can be
computed. Together with the values of Adry obtained in the simula-
tions the values of ∆E(φdry) can be used to fit Eq. 4.9 and compute a
value for the parameter B: in the DA cases B = 1.47. This is smaller
than the value that would be obtained by estimating instead 〈ufront〉
and Lfront directly, as this latter approximation does not take into ac-
count moisture losses due to advection.
Figure 4.9 shows the values of Adry and the fit performed using Eq.
4.9 for the basic set of experiments and for further cases, the latter
used to test the finding that B does not depend on φ but solely on
the atmospheric state. Overall the fit matches the variation of Adry
with φdry remarkably well given the various assumptions. Both the
simulated decrease of Adry with higher values of soil moisture and
the flattening of advection by soil moisture lower than the wilting
point are reproduced, although both effects seem to be overestimated
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DA_*_100
DA_*_70
ID_*_100

Figure 4.9: Fit of the advection in cases DA_*_100, DA_*_70 and ID_*_100. Symbols
indicate the values obtained from the simulations while lines represent
the fit performed using Eq. 4.9. The obtained values of B are reported
in the insets, together with the absolute error and the χ2 value (see Fig.
4.8 for the definition). Note that for the DA_*_100 and DA_*_70 cases the
fits yielded similar results: for this reason the obtained value for B is
reported only once.

by Eq. 4.9.
In the simulations where the initial value of φwet is reduced to just
70% of saturation, the estimated value of B is almost the same as
the one of the default configuration, confirming that B does not de-
pend on soil moisture. Instead, in the ID_ cases (Tab. 4.3), which use
a different atmospheric profile and hence support distinct cold pool
strength, the value of B is reduced by about half.

4.4.3 Computing the derivative of precipitation

Equations 4.2, 4.4 and 4.9 can be combined in order to compute Pdry.

I am, however, interested in its variation with soil moisture, ∂Pdry
∂φdry

,
which can be computed as:

∂Pdry

∂φdry
= ηA

∂Adry

∂φdry
+ ηE

∂Edry

∂φdry

= ηA
∂

∂φdry

(
B
(
Ewet − Edry

))
+ ηE

∂Edry

∂φdry

= −ηAB
∂Edry

∂φdry
+ ηE

∂Edry

∂φdry

(4.10)
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Note that the derivation of Eq. 4.10 retains only one term of the
difference given that Ewet does not depend on φdry. Using Eq. 4.4 it
is straightforward to compute the derivative of Edry as

∂Edry

∂φdry
= τA 〈Qnet〉 ×


0 for φdry < φwp(
φcrit − φwp

)−1 for φwp ≤ φdry ≤ φcrit

0 for φdry > φcrit

(4.11)

which is a step-wise function constituted by constant values.
Equations 4.10 and 4.11 indicate that for φdry < φwp and φdry > φcrit

there is no change in precipitation with soil moisture independently
of the value of the efficiencies. In contrast, for φwp ≤ φdry ≤ φcrit then
∂Edry
∂φdry

6= 0 but still the derivative of precipitation with respect to soil
moisture does not depend upon the soil moisture content itself. These Derivative does not

depend on soil
moisture

findings contrast with the ones of Lintner et al. (2013), who found a
minimum of the derivative for intermediate values of soil moisture.
This is a consequence of the formulation of Edry as a linear function
of φdry and the fact that Adry also turned out to be a linear function of
φdry as ufront is constant. This remains true as long as the convection
is strongly organized by the front associated with the mesoscale cir-
culation and produces strong cold pools that end up determining the
propagation velocity. It should be noted that, although the derivative
∂Pdry
∂φdry

does not depend on soil moisture, the absolute value of precipi-
tation Pdry does indeed depend on soil moisture, as I will show later.
Coming back to Eqs. 4.10 and 4.11, I can now determine under which Sign of the

derivativeconditions Pdry will increase or decrease.

∂Pdry

∂φdry
≶ 0⇔ −ηAB + ηE ≶ 0⇔ ηE ≶ ηAB (4.12)

The atmospheric conditions, through the terms ηA, ηE and B, deter-
mine whether increasing or decreasing the soil moisture of the dry
patch is needed to increase the precipitation amount. Inserting the
values of the efficiencies and of B obtained from the DA_ simulations
in Eq. 4.12 confirms that ∂Pdry

∂φdry
< 0, which agrees with the simu-

lated increase of precipitation with decreasing values of soil moisture.
These results are generalized with the help of Fig. 4.10 for three dif-
ferent values of B.
In Fig. 4.10 positive values indicate an increase of precipitation over

the dry patch with soil moisture, and vice-versa. Not surprisingly
(see Eq. 4.12) using a value of B = 1 gives a symmetric picture where
an increase of precipitation with soil moisture is obtained for those
cases when ηE > ηA. This relationship is modified by the value of B.
Figure 4.10 overall shows that, as long as ηA > ηE, it is very unlikely
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Figure 4.10: Contour plot of ∂Pdry
∂φdry

[mm m3 m−3] as a function of ηA, ηE for different
values of the parameter B. The black points in (a) and (c) are placed
using the efficiencies obtained in the ID_ and DA_ cases, respectively.
The dashed red line distinguishes the areas where ηA > ηE and vice
versa. Note the symmetric color scale and the thicker zero contour line.

to get a positive derivative. Only with values of B small enough,
which would mean weaker and slower cold pools, the derivative may
change sign even with ηA > ηE. This situation almost happens in the
ID simulation, where the theory predicts a derivative close to zero.
This agrees with the weaker sensitivity of precipitation to soil mois-
ture observed in that case. Alternatively, to get a positive derivative,
evaporation should become much more efficient than advection, i.e.
ηE � ηA. This, however, did not happen in the performed simula-
tions.
These findings already answer the main question posed in the intro-
duction and can be further generalized to the case when both φwet

and φdry are changed at the same time. This allows one to investigatePrecipitation as
function of soil

moisture of both
patches

the dependency of precipitation on the soil moisture values of the
two patches when the ηA, ηE and B parameters are fixed. First of all,
∂Pdry
∂φwet

can be computed with the same method as before:

∂Pdry

∂φwet
= ηAB

∂Ewet

∂φwet
(4.13)

given that the evaporation over the dry patch does not depend on the
soil moisture of the wet patch. Second, the two derivatives ∂Pdry

∂φwet
, ∂Pdry

∂φdry

can be combined to obtain the total precipitation change over the dry
patch.

∆Pdry =
∂Pdry

∂φdry
∆φdry +

∂Pdry

∂φwet
∆φwet

= (ηE − ηAB)
∂Edry

∂φdry
∆φdry + ηAB

∂Ewet

∂φwet
∆φwet

(4.14)

Assuming that the soil type of both patches is the same, only the case
φwp < φdry,wet < φcrit is of interest. The other cases either revert to the
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previously discussed case (Eq. 4.12) or reduce to the trivial solution
where only ∆φwet is affecting ∆Pdry. For φwp < φdry,wet < φcrit I obtain
∂Edry
∂φdry

= ∂Ewet
∂φwet

. Thus, changes in precipitation in the idealized model
can be formulated as

∆Pdry = τ
A 〈Qnet〉

φcrit − φwp

(
(ηE − ηAB)∆φdry + ηAB∆φwet

)
(4.15)

The behavior of Eq. 4.15 as function of ∆φdry, ∆φwet and B is investi-
gated with the help of Fig. 4.11.
In the default configuration described in section 4.3.1 the soil mois-

Figure 4.11: ∆Pdry as function of ∆φdry and ∆φwet for different values of the pa-
rameter B. The x- and y-axes represent the variation of φdry and φwet,
respectively. Note that the maximum variation is φcrit − φwp, as ∆Pdry
is computed for the regime φwp < φdry,wet < φcrit. The red dashed
lines indicate no variation of the soil moisture of either one of the
patches. The efficiencies are set to (ηA, ηE) = (0.16, 0.11) in (a) and
to (ηA, ηE) = (0.47, 0.35) in (b) and (c) to match the simulation results.
The black arrow indicates the direction of maximum growth, i.e. when
an increase of precipitation is expected.

ture of the wet patch was kept constant, i.e. ∆φwet = 0, while the
soil moisture of the dry patch was increased, i.e. ∆φdry > 0. Figure
4.11 (a) shows that, in the aforementioned case, ∆Pdry is negative, as
in my simulations. In this case decreasing φdry and increasing φwet is
the most efficient way to increase precipitation.
Figure 4.11 (b) presents the case characteristic of the simulations per-
formed with the ID sounding. The flattening of the contour lines
shows that there is little sensitivity on φdry, as previously discussed.
Mainly increasing φwet would allow precipitation to increase. In the
extreme case where B is further reduced (Fig. 4.11, c) the picture
partly reverses. Both soil moisture of the wet and of the dry patch
should be increased to sustain an increase of precipitation, as evapo-
ration becomes now relevant and advection has a negligible contribu-
tion.
Figure 4.11 thus indicates that, in any case, the soil moisture of the
wet patch should be increased to get more precipitation on the dry
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patch. The response to changes in soil moisture of the dry patch
is more subtle, and the combination of the two responses can lead
to positive or negative coupling depending on the atmosphere state.
This may explain why in reality both signs of the coupling are ob-
served with different atmospheric states.

4.5 summary

Motivated by the ambiguous relationship between soil moisture, soil
moisture heterogeneity and precipitation, in this Chapter I designed
idealized simulations of a convective diurnal cycle using ICON-LEM.
The heterogeneity in the land surface was prescribed by dividing the
domain into two patches with different initial values of soil moisture.
Inspired by the results of the simulations, I specifically wanted to de-
rive a simple conceptual model that retains the minimum parameters
that control precipitation over a spatially drier patch. Moreover, I
wanted to use this model to understand which is the most efficient
way to increase precipitation by acting on soil moisture given the op-
posite control of soil moisture on advection and evaporation.
Results from the simulations show, as expected, that the moisture ad-
vection over the dry patch decreases with increasing local soil mois-
ture, while evaporation increases. The interplay between these two
effects produces a decrease of precipitation with increasing values of
local soil moisture for the considered case. More importantly, the sim-
ulation results indicated that such a decrease can only be correctly
reproduced by assuming that advection and evaporation processes
contribute differently to precipitation. Hence I model precipitation as
the sum of advection and evaporation each weighted by its own effi-
ciency (see Eq. 4.2). By using two efficiencies they become indepen-
dent of soil moisture and only dependent on the initial atmospheric
state.
As a second step, I conceptualize the variations of evaporation and
advection with soil moisture. Evaporation can be approximated using
the bucket model owing to Budyko (1961) (see Eq. 4.3). The advection
is estimated as the product of the breeze front velocity and the gradi-
ent in near-surface specific humidity (see Eq. 4.5). A priori one would
have expected a squared dependency of advection on soil moisture
since both the velocity of the front and the gradient in specific humid-
ity should be related to soil moisture. However, it turns out that the
velocity of the front is independent of soil moisture as the develop-
ment of convection at the breeze front and the generation of strong
cold pools lead to a strong acceleration of the front that fully masks
the effect of the initial surface heterogeneity.
Putting all the results together indicates that the derivative of precip-
itation with respect to the soil moisture of the dry patch does not
depend on the actual soil moisture value. This is due to the fact that
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the functional forms of advection and evaporation end up to be lin-
ear functions in soil moisture. The idealized model is valid as long
as the evaporation keeps its linearity as function of soil moisture and
the propagation speed of the front does not depend on the surface
heterogeneity gradient, meaning strong enough cold pools.
The parameters that control the variations of precipitation with local
soil moisture are the aforementioned efficiencies and a scale parame-
ter that defines the magnitude of the advection. All these parameters
depend solely on the atmospheric state. According to the values of
these parameters, as estimated from the simulations, the most effi-
cient way to increase precipitation over the dry patch is to decrease
the soil moisture of the dry patch. However, if either the efficiency
of evaporation becomes much larger than the one of advection or the
scale parameter that defines the importance of advection decreases
under a certain threshold then the response of precipitation can be
reversed.
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T H E E F F E C T S O F A D V E C T I O N A N D E VA P O R AT I O N
O N P R E C I P I TAT I O N O V E R G E R M A N Y

5.1 introduction

In Chapter 3 and 4 two conceptual models have been developed to
explain the variations of precipitation with respect to soil moisture
over either homogeneous or heterogeneous surfaces. Although these
conceptual models improved our understanding of the physical pro-
cess linking soil moisture to precipitation, it is not clear whether they
can help explain what is observed in reality and in particular over
mid-latitude regions. Over this area of the globe the coupling of
soil moisture and precipitation, and in general the strength of land-
atmosphere interaction, is weakened (Koster et al., 2004).
Taylor (2015), for example, showed that over Europe the specific im- Land-atmosphere

interactions
weakened over
Europe

pact of soil moisture on convective initiation is weakened with respect
to the Sahel region because of three main reasons. First, due to the
abundance of vegetated areas the sensitivity of evapotranspiration
to soil moisture is strongly limited. As shown in Chapter 3 plants
extract soil moisture from deeper layers through their roots, thus en-
hancing evapotranspiration even in dry conditions. For this reason,
evapotranspiration is not expected to change much with soil moisture
(Budyko, 1974). Second, the synoptic forcing, that is the presence of
almost constant winds in the middle troposphere, will suppress the
development of mesoscale circulations mainly through a decrease of
the surface temperature gradient and a modification of the thunder-
storms’ propagation (Froidevaux et al., 2014). Finally, over Europe
thunderstorms only develop during particular periods characterized
by convective instability (usually summer), while in the Sahel they
are observed for most of the rainy season (Zipser et al., 2006).
This, however, does not mean that the conceptual models developed
in Chapters 3 and 4 cannot be applied to more realistic data obtained
from model simulations over Europe. In particular, in Chapter 4 it has
been shown that precipitation variations over a spatially drier patch
can be expressed as a function of soil moisture and three parameters,
namely the efficiency of advection ηA, the efficiency of evaporation ηE

and a scale parameter for advection B. Computing B would require
a knowledge of the advection dependency on soil moisture, which is
difficult to derive from more realistic simulations over Europe given
the aforementioned weak coupling of the land-surface with the at-
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mosphere. Instead, the parametrization of precipitation as weighted
sum of advection and evaporation (Eq. 4.2)

P = ηA A + ηEE (5.1)

can be used to estimate the two efficiencies ηA, ηE to understand
whether A and E have really different weights in a less idealized
framework. This is one of the goals underlying the analysis presented
in this chapter.Main goals

To that aim, I will first need to evaluate whether the conceptual
model of Eq. 5.1 is still valid to explain precipitation spatial vari-
ability and its dependence on advection and evaporation in a realistic
setup. More specifically, I need to assess whether two efficiencies are,
as stated in Chapter 4, really necessary to express variations in pre-
cipitation, or if the simpler conceptual model of Schär et al. (1999)

P = η(A + E) (5.2)

is enough to represent precipitation variability.
Using this model, several authors have tried to estimate the efficiency
using model simulations or re-analyses. For example, Asharaf et al.
(2012) quantified the importance of soil moisture-precipitation feed-
back processes in the Indian Monsoon by splitting the contributions
of precipitation efficiency η, local evapotranspiration and remote ad-
vection to precipitation. They found that local evapotranspiration
attains a minor role while remote advection and precipitation effi-
ciency are the main drivers of precipitation variability. Wei et al.
(2016) found, instead, that remote advection affects precipitation di-
rectly through the modification of the moisture balance in wet areas
and indirectly by changing the precipitation efficiency in transitional
zones.
Other authors have focused on estimating the precipitation recycling
ratio, i.e. the fraction of precipitation that comes from evaporation
in the same region (Eltahir and Bras, 1996; Trenberth, 1999; Burde
and Zangvil, 2001; Van der Ent et al., 2010). This fraction of precip-
itation is formally equivalent to ηEE in my conceptual model of Eq.
5.1. Van der Ent et al. (2010) found that, on average 40 % of the ter-
restrial precipitation originates from land evaporation. This value is
heavily reduced when considering a limited area: for example, over
Europe the regional precipitation recycling ratio is about 20 %. All
these studies focused on continental to global scales and on seasonal
to yearly time scales, often using models where convection is para-
metrized and only considering the model of Schär et al. (1999) to
estimate precipitation efficiency.
Instead, in this chapter I want to focus on the effect of the local (evap-
oration) and remote (advection) processes on a diurnal time scale in
models where convection is explicitly resolved. A diurnal cycle over
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Germany will be simulated using realistic forcing and a modeling
framework similar to the one employed in Chapters 3 and 4. The
realistic forcing is derived from an exceptional period of severe thun-
derstorms that affected Germany between May and June 2016, which
was also characterized by a weak synoptic forcing. First, the basic Outline of the

chapterobservational features of this period will be described in section 5.2.
In section 5.3.1 and 5.3.2 the modeling framework and the method
used to estimate the efficiencies will be briefly described. Results will
be presented in section 5.4.1, 5.4.2 and 5.4.3 for 6 June 2016 and in
section 5.5 for the additional day simulated, 5 June 2016. Finally, a
brief discussion of the results will be presented in section 5.6.

5.2 the exceptional sequence of thunderstorms over ger-
many in may-june 2016

During a 15-day period, spanning from 26 May to 10 June 2016, Ger-
many and the neighboring regions were affected by a period of severe
thunderstorms producing heavy precipitation, 10 Tornadoes and hail
which caused damages running into billions of Euros (Piper et al.,
2016). The accumulated precipitation amounts widely exceeded 100

mm in most of the country and 250 mm in several parts of Baden-
Württemberg and Bavaria. Only the north-eastern part of Germany
was affected by drier conditions which brought total accumulated
precipitation to almost zero (Piper et al., 2016, their Figures 1, 4).
The strongest events were concentrated between 26 and 29 May 2016,

due to the vicinity of an upper-level trough which induced the for- Synoptic
configurationmation of multiple Mesoscale Convective Systems (MCSs) over south-

western Germany (Piper et al., 2016). Instead, during the remaining
days of May and June, an Ω-blocking pattern (Rex, 1950; Tibaldi and
Molteni, 1990) established over Europe, as shown by Fig. 5.1. Such
configuration prevented the typical westerly flow to reach central Eu-
rope and enhanced instability caused by diurnal surface heating and
nocturnal cooling. During these days the synoptic forcing reached
an absolute minimum: the wind speed at 500 hPa at four German
sounding stations decreased below 3 m s−1 between 6 and 8 June
2016 (Piper et al., 2016). This resulted in convection being strongly
forced by the surface and quasi-randomly distributed over most of
Germany. As a consequence, during the same period, the precipita-
tion evolution over time followed a distinct diurnal cycle.
This can be seen in Fig. 5.2 where the hourly precipitation averaged Observed diurnal

cycle of precipitationover Germany was extracted from radar data. The aforementioned
strong events strike out in the period between 29 and 31 May 2016

with a peak of 0.58 mm h−1 on 30 May 2016. Instead, between 3

and 8 June 2016, the maxima of precipitation rarely exceed 0.2 mm
h−1 and closely follow a sin2 shape, i.e. the diurnal cycle induced by
diurnal radiation. As shown in the upper right inset of Fig. 5.2, dur-
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Figure 5.1: 500 hPa Geopotential Height (color shading, dam) and MSLP (hPa) aver-
aged between 4 June 2016 and 8 June 2016. Data from ERA-INTERIM.
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Figure 5.2: Hourly precipitation rate derived from RADOLAN data, that is radar
data calibrated with surface observations. The upper-right inset shows a
detail of the time series between 3 June 2016 00 UTC and 7 June 2016 00
UTC.

ing this period the diurnal cycle of precipitation peaked in the late
afternoon and showed a nocturnal minimum which extended up to
06 UTC in the morning and reached zero on 6 June.
This day was specifically interesting for several reasons. First, as
stated before, the synoptic forcing was negligible. Second, as shown
by satellite imagery (e.g. Fig. 5.3) clouds appeared to be strongly
forced by the surface. The spatial structure of clouds observed in this
image partially resembles the one described in Fig. 1.3. Clouds over
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Figure 5.3: MODIS satellite imagery acquired on 6 June 2016 at 13 UTC.

south-western Germany appear to have formed mostly over forest or
vegetated areas while the Rhine valley and the few lakes appearing in
the bottom of the picture are cloud-free. The thunderstorms appear-
ing at this time in south-western Germany remained active during
the afternoon but did not grow into organized structures, albeit hav-
ing cloud top brightness temperature of about -60

◦C (not shown). For
this reason, the diurnal peak of precipitation intensity during this day
was the smallest among the entire period (see Fig. 5.2). Given the low
synoptic forcing and the distinct diurnal cycle that characterized this
day, it was chosen as an ideal candidate for the analysis.

5.3 methods

5.3.1 Modeling framework and simulations

In order to study the interplay between advection, evaporation and
precipitation over Germany, model simulations of a diurnal cycle are
performed with ICON-LEM in hind-cast mode. The configuration is
identical to the one used in Heinze et al. (2016) in terms of the dynam-
ical core, model physics, domain and of the way initial and boundary
conditions are prescribed. The only difference concerns the represen-
tation of microphysical processes which employs the single-moment
3-cat ice microphysics. This is the same microphysical scheme used
in the model configuration of Chapters 3, 4 and allows to have better
consistency when comparing results. In fact, the employment of a
different microphysics scheme would greatly affect the partition of
the terms in the moisture balance (see Appendix C.3) thus making a
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comparison difficult.
From the set of domains available in Heinze et al. (2016) the outer-
most domain, DOM01, with a grid spacing of approximately 625 m,
was chosen. Although this corresponds to more than a doubling of
the grid spacing previously used in Chapters 3 and 4, performing
the runs with a much higher resolution would have been too much
expensive. Furthermore, a grid spacing of approximately 600 m al-
ready allows for an explicit representation of deep convection (Bryan
et al., 2003). The domain covers entirely Germany and parts of the
surrounding regions, including the Alps and the North Sea.
Convection parametrization is turned off and the turbulence is para-
metrized as in Dipankar et al. (2015) and in Chapters 3, 4. Initial and
boundary conditions are taken from the COSMO-DE model (Doms et
al., 2011): the latter are prescribed every hour in a nudging area 8

cells wide. The model output is saved every 15 minutes to allow for
a comprehensive description of the convective and diurnal cycle and
to obtain data comparable to Chapter 4. The simulations are run for
24 hours starting at midnight. I simulate a total of 2 days, namely
5 and 6 June 2016, in order to have a larger data sample to test the
conceptual model against.
In order to obtain the terms of the moisture balance E, A, P the same
methodology delineated in Chapter 4 and Appendix C.3 is used. That
is, from the 2-D model output vertically integrated values of micro-
physical tracers (cloud water, rain, ice, graupel, snow and hail) are
used to estimate the variation in time of the total moisture content,
which is combined with surface evaporation and precipitation to esti-
mate advection as residual.

5.3.2 Estimation of the efficiencies

As shown in Chapter 4, in order to estimate the efficiencies one needs
to have at least 2 individual values for each one of the terms in Eq.
5.1, namely precipitation P, advection A and evaporation E. This
is easy to achieve in an idealized framework, as several sensitivity
experiments can be performed by modifying the surface state, thus
obtaining different values for A, E and P. This way, the same ini-
tial atmospheric state is used for every sensitivity experiment, thus
strengthening the hypothesis that the efficiencies are strictly related
to the atmospheric state (see again Chapter 4). However, when ana-
lyzing data from a single realistic simulation the same approach can
not be used. Furthermore, in the idealized model of Chapter 4, I only
considered the superposition of a single dry and wet patch, while in
reality patches of different area and with different soil and vegetation
types are distributed over the land surface.
Although it is evident that several issues should be considered when
applying the conceptual model of Chapter 4 to more realistic simu-
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lations, an extensive treatment of these issues is beyond the scope of
this chapter. For this reason, my approach aims at providing a first
simple method needed to obtain the values of the efficiencies ηA and
ηE by using different values of A, E, P. Suggestions on how to refine
this method will be given in the summary, section 5.6.
First of all, in order to reduce the spurious effect of orography and Estimating A, E and

P over the domainlarge-scale heterogeneities, the analysis is focused on limited regions
of the simulation domain where the terrain is approximately flat and
the land-surface shows similar features. Second, in order to obtain
different values of A, E and P the aforementioned regions of the
simulation domain are divided into several non-overlapping squared
latitude-longitude boxes having the same width, which can then be
varied when performing the analysis (see Fig. 5.6 for a graphical
explanation of this subsetting algorithm). For every box, averaged
values of Abox, Ebox and Pbox are computed similarly to what was
done in Chapter 4. By collecting all these values one can then fit Eq.
5.1 and obtain the values of the two efficiencies.
Only the positive values of Abox and Ebox are retained when perform-
ing the fit to ease the interpretation of results. The fit employs a non-
linear least squares algorithm and provides as output the optimal val-
ues of the parameters ηA and ηE as well as the estimated covariance
matrix (Si,j with i ∈ [1, 2], j ∈ [1, 2]) of the parameters. The diagonals
of this matrix (S0,1 or S1,0) provide the variance of the parameters es-
timate which can be used to compute one standard deviation errors
of the parameters σ =

√
S0,1. For every box also a single efficiency

ηbox = Pbox
Abox+Ebox

is computed following Schär et al. (1999) in order to
compare it to the estimated ηA, ηE.
Since one of the goals is to understand which one of the two concep- Estimating the

goodness of the fittual models (Eq. 5.2 or 5.1) can better explain precipitation variabil-
ity over the chosen regions, the coefficient of determination χ2 (Steel
and Torrie, 1960) is computed in both cases using the methodology
explained hereinafter. If Pbox is the average of precipitation over a box
and Pfit

box the respective value predicted with the fit, χ2 is computed
as:

χ2 = 1− ∑boxes(Pbox − Pfit
box)

2

∑boxes(Pbox −∑boxes Pbox/Nboxes)2 (5.3)

where ∑boxes Pbox/Nboxes is, effectively, the average precipitation over
all the boxes. Pfit

box may be computed using one of the two conceptual
models of Eq.s 5.1, 5.2. In the first case, the two efficiencies obtained
with the fit are used in Eq. 5.1 to obtain Pfit

box. In the second case, a
single efficiency representative of all the boxes is estimated by com-
puting the average of all the single efficiencies in every box, i.e.

η =
1

Nboxes
∑

boxes
ηbox (5.4)
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In the latter case, the χ2 may be negative given that η hasn’t been
obtained through a fit but rather estimated using Eq. 5.4. When
observed, negative values of χ2 essentially mean that the model is a
poor fit to the data. For the conceptual model characterized by two
efficiencies, instead, χ2 varies between 1, when the model completely
explains the variability of the observed precipitation, and 0, when the
model doesn’t explain at all the variability.
I would like to stress that, by using this method, in both cases I’m
attempting to predict precipitation in every box by using a mean state
over the whole region. More precisely, by using values estimated
from contiguous areas of the domain I assume that the atmospheric
state in every box does not differ appreciably. This is also supported
by the fact that the large-scale state consists of a high-pressure ridge
within which the atmospheric state does not vary much (see Fig. 5.1).
Regarding the latter remark, it should be noted that the choice of this
particular day is fundamental, as days with strong synoptic forcing
will likely change the horizontal structure of the atmosphere.

5.4 analysis for 6 june 2016

5.4.1 General features of the diurnal cycle

The simulated diurnal cycle of convection and precipitation resem-
bles the observed one and follows the typical behavior that one expect
to see for mid-latitude regions with weak synoptic forcing (Schlem-
mer, Hohenegger, et al., 2012). As shown in Fig. 5.4 (a) precipitationPrecipitation

peaks between 12 and 15 UTC with a maximum of about 0.15 mm h−1,
not far away from the observed one (Fig. 5.2). The difference is likely
due to various reasons, including the fact that the area used for the
average is different and precipitation rate derived from radar data
use approximated equations. Furthermore, in Fig. 5.4 the average is
computed only for grid point located at an altitude less than 400 m.
It should be also noted that the first precipitating events observed be-
tween 00 and 06 UTC are likely spurious and due to the initial spin-up
of the model. Evaporation also shows a distinct diurnal cycle with aEvaporation

peak around 12 UTC, as expected because of the weak synoptic forc-
ing and distribution of the surface radiative heating. Note that this
average includes different soil types as well as vegetated, bare soil or
urban areas.
Figure 5.4 (b) delineates a decrease of convective inhibition and theCAPE and CIN

subsequent increase in convective instability during the early morn-
ing. Not surprisingly, when CIN reaches a minimum and CAPE starts
to increase, convection is triggered and the first precipitation events
are recorded. The fact that the absolute maximum of CAPE and CIN

are comparable in magnitude indicates that conditions are not prone
to very deep convection during this day. The diurnal cycle of relative
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Figure 5.4: Time series of domain-averaged variables for grid points located below
400 m. Upper panel shows precipitation (blue line) and evaporation
(green line) while the lower panel shows CAPE (black line), CIN (red line)
and relative humidity at 2 m (blue line).

humidity close to the surface includes a moistening during nightly
hours and a drying during daytime likely because of the surface heat-
ing.
By integrating the values of Fig. 5.4 (a) over the entire diurnal cy-
cle, and computing the advection as residual, Fig. 5.5 is obtained.
Although I am not interested in validating the skill of the modeling
framework against observations, it can be noted that the horizontal
distribution of precipitation resembles the one measured by the radar
(not shown). Events are randomly distributed, especially over the P, A and E

south-western part of Germany, and do not show any appreciable de-
gree of organization. Local maxima exceeding 40 mm are surrounded
by dry patches with a length scale comparable to the employed grid
spacing. By inspecting the horizontal distribution of the precipitation
diurnal cycle (not shown) it appears that the events over the south-
western part of Germany peak in the afternoon (between 12 and 18
UTC), while the ones developing in the eastern part of the domain are
developing mostly in the morning (between 09 and 12 UTC).
Evaporation shows different horizontal features which are related
both to the terrain characteristics (e.g. soil type, orography) and to
the synoptic evolution. For example, the minimum observed in the
north-western part of Germany (both over land and sea) is mainly
due to the persistence of fog and low-level clouds which prevented ra-
diation from reaching the surface. The persistence of this cloud layer
can be observed also in satellite imagery (not shown). Conversely,
the stripe-like distribution of minima observed in the southern part
of Germany is due to the presence of orography. Thus, during this
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Figure 5.5: Precipitation P, Evaporation E and Advection A terms of the moisture
balance integrated over the entire diurnal cycle. The red box highlights
the region used for the analysis afterward.

day high values of evaporation are mainly observed over cloud-free
and flat regions.
Advection inherits many small-scale structures observed in the pre-
cipitation distribution, as it is computed as residual from P and E.
In precipitating areas it exhibits intense localized maxima, given that
here precipitation removes most of the moisture in the atmospheric
column which cannot be replenished by evaporation alone. Large
patches of positive (convergence) and negative (divergence) advec-
tion appear to be superimposed over this small-scale structures.
Note that the overall balance of advection over Germany is negativeWhat does η > 1

mean? as the average over the entire domain is approximately -2.8 mm. Since
the domain averages of P and E are 1.6 mm and 3.2 mm, respectively,
according to the definition used in Schär et al. (1999) this would yield
a precipitation efficiency η = 4.3� 1 which contrasts with the results
of Schär et al. (1999) and Asharaf et al. (2012).
This is probably due to the different time scale considered, as noted
by Zhou et al. (2016). When considering long time scales (monthly
to seasonal) the atmospheric storage term ( 1

ρw

∫ τ
0

∫ H
0

∂qtot
∂t ρa dz dt in

Eq. C.3) is negligible (Burde and Zangvil, 2001; Fitzmaurice, 2007).
In other words, over seasonal time scales, P, E and A are balanced
together and yield a null sum. Instead, over a diurnal cycle and a
limited region, like the one considered in my study, the atmospheric
storage term can not be neglected. This causes an underestimation of
the denominator in Eq. 5.2, which results in a larger efficiency.

5.4.2 Analysis of the moisture balance terms

Figure 5.6 shows a detail from Fig. 5.5 where the 4× 5 degrees region
used for the analysis is highlighted. For this region, box-averaged
values of A, E and P are computed as explained in section 5.3.1.
However, before fitting Eq. 5.1 to these values, it is useful to in-



5.4 analysis for 6 june 2016 95

Figure 5.6: As in Fig. 5.5 but for a portion of the domain. Latitude/Longitude minor
ticks are placed every 0.125 degrees to highlight the size of the boxes used
in the analysis afterward.

spect the data and its dependency on the selected region. For this
reason, Fig. 5.7 shows the histograms and Gaussian Kernel Density
Estimate (GKDE) of Pbox, Abox and Ebox computed within two differ-
ent regions. In particular, the two nested regions with boundaries Regions chosen for

the analysislat∈ [49, 53], lon∈ [6, 11] and lat∈ [50, 53], lon∈ [6, 9] have been cho-
sen. This choice is mainly driven by the necessity of including most
of the precipitating events that are peaking in the afternoon and of
considering a relatively flat terrain. By analyzing Fig. 5.7 it can be
seen that the choice of a different region does not greatly affect the
distribution of A, E and P. In both the chosen regions precipita-
tion shows a maximum number of events for small values, which is
expected given the presence of small-scale events. Local maxima ap-
pear in the right side of the distribution but are fairly rare, as one
can see from Fig. 5.6. Evaporation shows a distribution with two dis-
tinct maxima, probably because of the presence of two different soil
types in this area. It is also interesting to note how the distribution
of evaporation is narrower than the one associated with precipitation
or advection. The latter term is distributed similarly to precipitation
but shows instead a peak for intermediate values, around 3 mm.

5.4.3 Efficiencies

A constant value of the spacing (0.125 degrees) and a fixed region
(lat∈ [49, 53], lon∈ [6, 11]) are used at first to aggregate all the box-
averaged values of A, E and P. Figures 5.8 (a) and (b) show that
evaporation and advection are positively correlated to precipitation.
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Figure 5.7: Normalized histograms and GKDEs of box-averaged diurnal-accumulated
precipitation Pbox, evaporation Ebox and advection Abox [mm] computed
in regions with different extents. Note that the y-axis doesn’t have units
since it represents the value of both the density function and of the nor-
malized histogram. It can be interpreted as a normalized frequency of
occurrence.
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Figure 5.8: Scatter plot of (a) P vs. A and (b) P vs. E. The red line represents a bin-
ning of the data using a total of 15 bins while Corr indicates the Pearson
correlation coefficient bounded between -1, completely anti-correlated,
and 1, completely correlated. In (c) a scatter plot of A vs. E is repre-
sented by means of circular marker colored according to the value of P.
In the lower-right inset the values of the parameters obtained from the fit
are reported, namely the advective efficiency ηA, evaporative efficiency
ηE and the coefficient of determination χ2. The model used to fit the data
follows Eq. 5.1. See section 5.3.2 for details.
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related not only in the conceptual model but also in more realistic
simulations. However, in order to find statistically significant and
plausible values for the efficiencies, the weighted sum of A and E
needs to be correlated with precipitation as well.
This can be seen by analyzing Fig. 5.8 (c), where the scatter plot of Fit of the conceptual

modelA and E is combined with precipitation amounts shown through a
color scale. If the conceptual model, i.e. Eq. 5.1, would perfectly ex-
plain the values of precipitation then one would expect to see larger
values of P in the upper-right corner of Fig. 5.8 (c) linearly decreasing
towards the bottom-left corner with a gradient proportional to the ef-
ficiencies. However, Fig. 5.8 (c) already suggests that the correlation
is not perfect.
The efficiencies computed from the fit are shown in the lower-right
inset of Fig. 5.8 (c). They show a larger value of ηA with respect to
ηE, which agrees with the finding of Chapter 4. However, as already
anticipated, the fit is not able to entirely explain the variance of pre-
cipitation, as shown by the coefficient of determination χ2. The latter
is slightly larger than 0.4, indicating that the model is only partially
able to explain the variance of Pbox among the boxes in the chosen
region using the two estimated efficiencies.
These estimates strongly depend on the width of the box chosen to Efficiencies with

different box widthscompute the averages, as it can be seen in Fig. 5.9. There the values
obtained from the fit using different box widths are reported, together
with the value of χ2. In Fig. 5.9 (a) it can be seen that the efficiency of
advection ηA quickly approaches 0 for box widths bigger than 30 km.
Instead, the efficiency of evaporation ηE (Fig. 5.9, b) increases with a
similar but positive trend and reaches a stable value of approximately
0.7. These observations, taken together with the fact that χ2 steadily
increases with the grid spacing (blue markers in Fig. 5.9, d), suggests
that the conceptual model of Eq. 5.1 is able to better explain the vari-
ability of precipitation when the dependency on A is removed.
These results need to be carefully interpreted. Although one would Effective

contributions of
advection and
precipitation

expect A to decrease as the size of a chosen region over Earth is
increased, the condition ηA → 0 more precisely means that, for exam-
ple, an increase in advection does not lead to an increase in precipita-
tion. That is, although A 6= 0, the amount of precipitation correlates
more with E, thus yielding ηA ' 0 and ηE > 0. This agrees with the
fact that, during this day, convection was strongly forced by surface
evaporation, as almost no synoptic forcing was present. Mesoscale
circulations induced by surface heterogeneity do contribute to precip-
itation through the advection term for small box widths but average
out to 0 when increasing the size of the box. Furthermore, given
that precipitation is randomly distributed over the domain (Fig. 5.6),
and given that the presence of mesoscale circulations would cause
convection to organize (Avissar and Liu, 1996), it is very likely that
the contribution of advection through mesoscale circulations is not so
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Figure 5.9: Values of (a) ηA and (b) ηE obtained with the fit as in Fig. 5.8 but for
different box widths. The vertical bar on every point is showing the
range of the estimated parameter using 1 standard deviation. When no
bar appears the fit was not able to determine the covariance matrix. In
(c) a box plot of the efficiency, computed simply as ηbox = Pbox

Abox+Ebox
, is

shown. The box extends from the lower to upper quartile values of the
data, while a closed circle indicates the mean value. The whiskers extend
from the box to show the range of the data while fliers points are not
shown. In (d) the χ2 of the fit is shown with the blue markers while the
χ2 obtained by using a single efficiency is shown with the red markers.
The value of the box width has been converted into km from degree
taking into account the Earth’s curvature to ease the interpretation of
results.

pronounced during this day and over this region.
When computing a single efficiency ηbox = Pbox/(Abox + Ebox) forSingle efficiency

every single box (Fig. 5.9, c) it shows a considerable spread for box
widths smaller than 50 km, probably because of local maxima in pre-
cipitation which are not smoothed out over such a limited area. It is
interesting to note that the range of ηbox reaches a minimum for box
widths around 120 km. The efficiency estimated with such box width
is approximately 0.45, which is different from the residual efficiency
of evaporation estimated from the fit with the same box width, i.e.
around 0.7 (Fig. 5.9, b). This is a consequence of the chosen model,
that is Eq. 5.1. In fact, when removing the dependency on advection
with a zero ηA the only source of moisture available in the model is
evaporation, while in the computation of η both sources are always
available.
Something interesting appears when considering the χ2 relative to
the single efficiency η (red markers in Fig. 5.9, d). First of all, one can
note that the χ2 of this simpler model (Eq. 5.2) is always smaller than
the one obtained with the more complex model using two efficiencies.
Thus, the conceptual model of Eq. 5.1 is more able to explain precip-
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itation variations inside this region by removing the dependency on
advection while still effectively using a single efficiency (the reader
should be reminded that, already for box widths larger than 50 km,
ηA is estimated to be 0). Second, the increase of χ2 with larger box
widths agrees with the fact that, when converging to the whole re-
gion, the simple model is able to explain precipitation’s variability, as
can be seen by computing the average of P, A and E over the entire
region highlighted in Fig. 5.5 and 5.6. In this case, I obtain an esti-
mated efficiency of η = 0.402 which is not far from the one estimated
from the average of all the boxes with different widths in Fig. 5.9 (c).

5.5 analysis for 5 june 2016

In this section I present results obtained with the additional day sim-
ulated, i.e. 5 June 2016. The observed evolution of convection and
precipitation during this day showed a less pronounced diurnal cycle,
with many organized thunderstorms developing in the south-western
part of Germany already during the morning (not shown). Further-
more, as noted already in Fig. 5.2, precipitation events remained
active during the night and precipitation intensity never reached 0.
This is also observed in the simulation where the precipitation inten-
sity reaches a minimum of about 0.05 mm h−1 around 05 UTC and a
diurnal peak of about 0.25 mm h−1 around 14 UTC (not shown), which
is similar to the one observed in radar data (Fig. 5.2). The evolution
of CAPE and CIN (not shown) is very similar to the one simulated on
the day after although convection seems to be capped by a stronger
inversion due to larger values of CIN which never vanishes.
Figure 5.10 presents the same analysis of the moisture balance terms Moisture balance

termsdone in Fig. 5.5 but for 5 June 2016. The horizontal distribution of
precipitation in this case greatly differs from the one observed on the
day after. Although the north-western regions are still affected by dry
conditions, in the southern part of the domain precipitation appears
to be organized in bands which have larger size than the individual
cells. Evaporation is enhanced over the northern part of the domain
and reduced in the south probably because of the presence of several
thunderstorms which developed during the morning and reduced
the surface incoming radiation. The domain-averaged value of evap-
oration shows nevertheless a similar diurnal evolution in both days
(not shown). Advection shows again a superposition of large-scale
features and small-scale features due to the presence of local precip-
itation maxima. Also for this day the advection averaged over the
entire domain is negative (-1.2 mm). Combining this with the values
of domain-average precipitation and evaporation an efficiency of 2.3
is obtained.
The analysis for this day focuses on two different regions (red boxes
in Fig. 5.10) which present different features. In the first region,
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Figure 5.10: Precipitation P, Evaporation E and Advection A terms of the moisture
balance integrated over the entire diurnal cycle for 5 June 2016. The two
red boxes represent the ones used for the analysis.

over north-eastern Germany, mostly scattered convection is observed,
while in the second region, over south-western Germany, several or-
ganized thunderstorms develop in the afternoon. The resulting val-
ues of precipitation for these two regions, averaged in boxes of 0.125

degrees width, show indeed different distributions, as displayed in
Fig. 5.11. In the south-western region individual maxima reach up
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Figure 5.11: Normalized histograms and GKDEs of diurnal accumulated precipita-
tion, evaporation and advection [mm] computed in regions with differ-
ent extents.

to 40 mm, while overall precipitation values are spread over a wide
interval. Instead, in the north-eastern region, precipitation values are
smaller and narrowly distributed.
Analyzing the data collected in the western region (Fig. 5.12) a strongAnalysis of A, E, P

for the western
region

positive correlation between precipitation and advection stands out.
Instead, evaporation does not appear to be correlated with precipita-
tion. However, when both advection and evaporation are combined
together in the conceptual model, precipitation can be explained with
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Figure 5.12: Same as in Fig. 5.8 but for the area in western Germany highlighted in
Fig. 5.10.

surprisingly good accuracy. The distribution of the color shades in
Fig. 5.12 already suggests that the model represents pretty well the
values of precipitation as the transition between blue and yellow col-
ors approximately follows tilted lines in the (A, E) space. The χ2

obtained from the fit is above 0.8 and the efficiencies computed in
this case are ηA = 1.12 and ηE = 1.88.
By computing the efficiencies for different box widths it can be again
noted that the efficiency of advection becomes 0 when the grid spac-
ing exceeds 100 km (Fig. 5.13, a). As a result of this, since the values
of evaporation are not large enough to be the only source for pre-
cipitation, ηE steadily increases and reaches values larger than 2.5.
However, the values of χ2 (Fig. 5.13, d) do not clearly indicate that
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Figure 5.13: As in Fig. 5.9 but for the western region of Fig. 5.10.
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the model is able to better capture the variations of precipitation with
increasing width of the boxes. Instead, the values of χ2 oscillate be-
tween 1 and 0, making it hard to draw any conclusions about the
performance of the conceptual model. Nevertheless, it appears that,
during this day, both advection and evaporation have a role in de-
termining precipitation variability. The best agreement with the sim-
ulated values of precipitation is obtained for box widths of 60 and
120 km, respectively. For these values the estimated efficiencies are
ηA = 1.2, ηE = 1.8 and ηA = 0.5, ηE = 2.5.
Some words are needed on the interpretation of these specific results.
In fact, the contribution of advection and evaporation on precipita-
tion can not be only measured by the efficiencies, as these values
are then multiplied by the relative source. Evaporation, in absolute
terms, shows values smaller than the one of advection (see e.g. Fig.
5.7 and 5.8). Thus, when estimating the contribution of A (namely
ηA A) and E (ηEE), in some of the boxes ηA A may be larger than ηEE,
even though ηA < ηE.
It is interesting to note that, also in this case, the single efficiency η

does not converge to the value of ηE when the dependency on theSingle efficiency

advection is removed, i.e. for larger box widths. Furthermore, even
when considering the single efficiency, the values appear to be larger
than 1 for almost every box width larger than 50 km. This is a strong
indication of the fact that, even when considering larger areas, effi-
ciency is not bounded to 1, as explained in the introduction.
In this case the conceptual model with a single efficiency is not able
to explain precipitation variations at all, as proved by the decrease of
χ2 (red points in Fig. 5.13) for widths larger than 80 km. It should
be noted that this decrease of χ2 does not necessarily contradict the
reduction seen in the range of the computed efficiency (Fig. 5.13, c).
This means that, although the ratio Pbox/(Abox + Ebox) is similar in
the boxes, the spatial variability of precipitation can not be explained
using a single efficiency, thus the null or even negative χ2 (see again
section 5.3.2).
For the northern region the correlation P vs. A is much smaller and
the precipitation values are more scattered in the E-A space (see Fig.
5.14 c). As a result, the difference between the value predicted by the
model and the simulated values of precipitation is large and the χ2

small. Thus, the values of the efficiencies computed are not represen-
tative of the atmospheric state given that the model is not able to cap-
ture the variations of precipitation. This shows how different regimes
of precipitation can affect the estimate of the efficiencies and that a
correlation between P and one of the two variables A, E is not suffi-
cient to say that those are correlated together using Eq. 5.1. Finally,
it should be noted that, in this area, the estimate of the efficiencies
is made difficult by the fact that many grid points are characterized
by small amounts of precipitation, which cause numerical instability
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Figure 5.14: Same as in Fig. 5.8 but for the area in north-eastern Germany high-
lighted in Fig. 5.10.

when determining the optimal values of the parameters through the
least-squared fit. For this reason a similar plot to Fig. 5.13 is not
shown for this area.

5.6 summary

The conceptual model developed in Chapter 4 was here applied to
a realistic simulation of a diurnal cycle over Germany to understand
whether it has some value in explaining the simulated variability of
precipitation. A total of two days (5 and 6 June 2016) were simulated.
The main goal was to derive the values of the efficiencies ηA, ηE, as
well as the single efficiency η, to verify whether advection and evap-
oration processes are characterized by different weights and whether
two efficiencies are really necessary to express precipitation variations
over a chosen region
Depending on the region, the width of the boxes and on the simu-
lated day, the obtained values of the efficiencies fluctuate between 0

and 3. For the case of scattered convection observed during 6 June
2016 the conceptual model was able to explain the observed variabil-
ity of precipitation when the width of the box was increased above
100 km. Interestingly enough, this coincided with an estimated null
efficiency of advection, showing that during this day precipitation
and convection were mainly correlated with surface evaporation.
The results obtained from the additional simulated day, 5 June 2016,
showed many differences also because the evolution of convection
and precipitation during this day had a less pronounced diurnal cycle.
The estimated efficiency of advection reached 0 only for box widths
larger than 130 km, while the efficiency of evaporation steadily in-
creased and reached a maximum of almost 3. In this case the model



104 advection and evaporation contributions over germany

was able to explain the variability of precipitation with good accuracy
even with small box widths. However, when selecting a different re-
gion with more scattered convection the model failed in explaining
precipitation variability, given the weaker correlation of precipitation
to advection and evaporation. In both cases the conceptual model
characterized by two different efficiencies appeared to be more skilled
with respect to the simpler model using only one efficiency in explain-
ing variations of precipitation with respect to advection and evapora-
tion.
Although some of the presented results are encouraging, the method
proposed here need to be extensively revised to allow for a more ac-
curate estimate of the efficiencies. Suggestions on how to improve
the method used to derive the efficiencies are given in the following.
First of all, a different period to be simulated could be selected, as
well as a different region over central Europe, to increase the number
of days to sample. Second, there is an explicit need for an objective
selection of precipitating events. In the present work only squared
lat-lon boxes were used to compute the values of A, E and P. Instead,
a segmentation algorithm (Hauser et al., 2007) could be applied to
the precipitation horizontal distribution to derive the position and ex-
tent of either single convective cells or organized thunderstorms. For
every one of these individual objects the analysis of the moisture bal-
ance terms could then be applied. Finally, additional filtering using
land-surface features like soil type, orography or vegetation is needed
to objectively choose different regions of the simulation domain.
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P R E D I C T I O N O F A M E D I T E R R A N E A N
T R O P I C A L - L I K E C Y C L O N E U S I N G I C O N - L E M

6.1 introduction

Chapters 3 and 4 have demonstrated that ICON-LEM can be used to de-
velop conceptual models of the interaction between soil moisture and
convective precipitation. The conceptual model developed in Chap-
ter 4 was also applied to more realistic simulations of a diurnal cycle
over Germany in Chapter 5. Although the main goal of Chapter 5

was not to evaluate the model forecast skill, it was highlighted that
ICON-LEM captured fairly well the diurnal cycle in terms of precipita-
tion intensity and distribution.
However, the atmospheric configuration adopted as forcing in Chap-
ter 5 was characterized by a weak synoptic forcing. On the other
hand, atmospheric predictability and model errors are highly flow-
dependent (Ferranti et al., 2002; Grazzini, 2007). This means that,
for example, atmospheric states characterized by an anticyclonic flow
with embedded large-scale subsidence (like the one employed in Chap-
ter 5) may be more predictable than those characterized by an upper-
level cold-core low which induces surface cyclogenesis. Thus, it is
interesting to ask to what extent ICON-LEM can still be used to de-
velop conceptual models of the interaction between convection and
the environmental atmospheric condition when convection itself is
embedded into a structure characterized by a strong synoptic forc-
ing.
A clear example of such structures are certainly synoptic cyclones,
i.e. atmospheric vortices with scales of O(100-1000 km) (Holton and
Hakim, 2012). These are one of the main mechanisms of large-scale
energy transport in mid-latitude regions, where they are also the
main cause of weather variability. The Mediterranean Sea, in par-
ticular, has one of the highest concentration of cyclogenesis events
in the world (Campins et al., 2011). In this area cyclones with hy-
brid tropical features, mainly driven by deep convection close to the
center of the structure, have been also observed with a characteristic
frequency of about 1.5 events per year (Cavicchia et al., 2014). These
cyclones, called MTLCs, cause several damages due to heavy precipi-
tation and strong winds in coastal areas, and are difficult to predict
due to their small-scale structure. In this chapter one of these cy-
clones, which interested the central Mediterranean between 7 and 9

November 2014, will be used as case study to investigate the interac-
tion of deep convection with the large-scale flow, taking advantage of
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ICON-LEM, where this interaction can be explicitly resolved.
This event was particularly interesting given both the observed fea-The MTLC of 7-8

November 2014 tures of the cyclone, which developed over a portion of the Mediter-
ranean covered by many active weather stations, and the poor perfor-
mances of the global NWP models National Centers for Environmen-
tal Prediction (NCEP)-Global Forecasting System (GFS) and ECMWF-IFS,
which failed to identify the correct trajectory already after a few hours
of forecast lead time. Pytharoulis et al. (2017) was the first study to
show that even higher resolution LAMs forced by ECMWF-IFS data were
showing similar biases. In a follow-up study Pytharoulis (2017) ob-
tained a slightly better trajectory by decreasing the grid spacing from
10 km to 7.5 km. Carrió et al. (2017) obtained a similar trajectory
to Pytharoulis et al. (2017) using a comparable model setup with an
even finer resolution. To my knowledge, no other study presented a
simulated trajectory that resembles the observed one for this particu-
lar MTLC case.
Motivated by the low predictability of this case, in this chapter I con-
duct a retrospective analysis by performing several simulations with
ICON using a setup similar to the one employed in Chapter 5. The
main goal of the analysis is to verify whether the employed model isChapter goals

able to reproduce the observed trajectory of the MTLC which occurred
in November 2014. In particular, I aim at identifying the minimum
resolution needed to correctly forecast the MTLC’s evolution. In order
to do so I will develop a simple conceptual model which explains how
the latent heat release due to deep convection embedded in the MTLC

changes with model resolution. This will be eventually used to assess
whether increasing the resolution is really necessary to increase the
forecast skill of such structure. Although being generally recognized
that convection-permitting NWP models show better performance in
capturing the updrafts produced by strong convection taking place in
MTLCs (Davolio et al., 2009), no particular study has focused on this
aspect.
In section 6.2 I first present all the available observational data col-Outline of the

chapter lected by the authors and attempt to retrace the observed trajectory
of the cyclone. Subsequently, in section 6.3, I introduce the modeling
setup. The results of simulations performed with the aforementioned
configuration are extensively described in section 6.4. Here several
hypotheses regarding the sensitivity of the cyclone trajectory to the
model setup are explored. Furthermore, the internal structure and
the physical features of the cyclone are described using data from
simulations with a sub-km grid spacing that allows me to explicitly
resolve convective eddies. Conclusions are presented in section 6.5.
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6.2 observational analysis

Figure 6.1 shows the observational-based best-track (see Appendix D
for details) of the 7-8 November 2014 MTLC together with the oper-
ational NWP forecasts of the ECMWF-IFS model and of the NCEP-GFS

model. It can be seen that the ECMWF-IFS model forecast initialized

Figure 6.1: Trajectory of the cyclone in NWP forecasts and observations. The closed
circles and the thick black line indicate the observational-based best-track
of the 7-8 November 2014 MTLC (see text for details). The position is
reported every hour while time labels, relative to 7-8 November 2014

and in UTC, are placed every 3 hours for clarity. MTLC trajectories pre-
dicted by the NCEP-GFS and ECMWF-IFS operational forecasts initialized
on 7 November 2014 at 00 UTC are represented by the two gray lines with
different markers. For these trajectories points are placed every 3 hours
starting on 7 November 2014 at 06 UTC and ending on 8 November 2014

at 06 UTC.

Biases of operational
modelson 7 November 2014 at 00 UTC placed the cyclone too northward too

early, thus predicting a landfall on the southern coast of Sicily. On
the other hand, the NCEP-GFS model forecast initialized at the same
time missed the approach with Sicily and resulted in an eastward
drift of the system in the evening of 7 November 2014. In both mod-
els this resulted in a missed approach over the eastern coast of Sicily.
The trajectory and characteristic features of the MTLC are now briefly
described. Given that Pytharoulis (2017) already presented an exhaus-
tive observational analysis of this event, I will only recall some of the
main aspects of the cyclone life cycle which are both necessary for
this study and that were not presented before. The reader is referred
to Pytharoulis (2017) for further details on the observational analysis
of the MTLC.
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The synoptic configuration prior to the cyclone formation is presented
in in Fig.s D.1 and D.2. The main feature was constituted by an elon-
gated upper-level trough which, at 00 UTC on 7 November 2014, ex-
tended from the North Sea to the Lybian region. The combination
of this upper-level trough with a pre-existent MSLP minimum that
moved towards Sicily the previous day led to the initial intensifica-
tion of the cyclone, which took place during the night between 6 andFormation and

intensification
7 November 2014.
The weather station located on the island of Pantelleria (see Fig. 6.1
for an exhaustive representation of all the toponyms mentioned in
the text) reported a minimum MSLP of 992 hPa at 08 UTC (Carrió et al.,
2017, their Fig. 5). Between 09 and 12 UTC the low-pressure system
rapidly deepened, as perceived from satellite imagery and predicted
by almost all operational models at that time. Figure 6.2 shows the
cyclone shortly after, at 1215 UTC, in its mature stage. The cloud
structure depicted in Fig. 6.2 highlights the presence of a cloud-free
region in the center of the system, together with spiraling distributed
cloud bands. At this time Infra-Red (IR) satellite imagery did not

Figure 6.2: MODIS RGB composite imagery of the MTLC acquired on 7 November
2014 at 1215 UTC by the satellite Aqua.

indicate the presence of deep convection near the cloud-free region
(not shown), a circumstance observed also by Claud et al. (2010) and
Miglietta, Laviola, et al. (2013) during the mature phase of MTLCs.
At around 1230 UTC the central cloud-free region of the cyclone passed
over Linosa island, where an active weather station was measuring
data every 5 minutes, providing insights into the cyclone structure:
these data are shown in Fig. 6.3. Figure 6.3 (a) underlines the sudden
drop of pressure, which occurred between 1000 and 1230 UTC from
approximately 1000 hPa to a minimum of 981.9 hPa. This value is
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not far from the one measured shortly after on the island of Malta
(978.6 hPa, see Tab. D.1 for an overview of all the observational val-
ues mentioned hereinafter), and represents a good approximation of
the pressure reached in the center of the MTLC, since satellite imagery
shows that the system crossed Linosa around 1200 UTC (see Figure
6.2). Figure 6.3 (a) also shows an abrupt decrease of wind speed be-

(c)

Figure 6.3: Weather observations at (a)-(b) the station situated on Linosa island from
06 UTC to 18 UTC on 7 November 2014 and at (c) the station located in
Bugibba (North-eastern Malta) from 12 UTC to 20 UTC on 7 November
2014. In (a) and (c) the black line indicates MSLP [hPa], the gray line wind
speed [km h−1] while gusts are reported by filled black triangles. In (b)
the black line is the 2-m air temperature [◦ C] while UV radiation [W
m−2] is indicated by the grey line. Details on these stations can be found
in Appendix D while the position of both sites is indicated in Fig. 6.1.

tween 12 and 13 UTC, which appears similar to the calm that is often
found in the eye of a TC and has been observed for other MTLC cases
(see e.g. Moscatello et al., 2008). During this period, the air tempera-
ture (Fig. 6.3, b) first increased from 13

◦C to 18
◦C and then decreased

to 16
◦C at 14 UTC, when the cyclone had already crossed the island.

This sudden rise in temperature suggests the presence of a low-level
warm core in the center of the cyclone. The cooling preceding the
cyclone arrival (between 09 and 10 UTC) was likely caused by the cold
front associated with the earlier baroclinic phase of the cyclone.
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The passage of the cyclone center is also outlined by the change in
UV radiation (Fig. 6.3, b). The first arrival of thick cumulonimbi
marks a sudden drop from approximately 350 W m−2 to nearly 0
W m−2, while the lowest pressure values are observed together with
high values of UV radiation, thus indicating a cloud-free region. The
subsequent decrease of UV radiation measured by the weather sta-
tion is due to sunset (1559 UTC).
At 1630 UTC the cyclone approached Malta, where a weather radarMalta’s approach

was operating at the Malta International Airport. The precipitation-
free region in the center of the cyclone, which crossed the northern
part of the island, is visible in the radar rain intensity estimate re-
ported in Figure 6.4 (a). The weather station of Bugibba, on the

Figure 6.4: Radar precipitation intensity estimate [mm h−1] from (a) Malta interna-
tional airport at 1637 UTC on 7 November 2014 and from the Italian na-
tional radar mosaic at (b) 2330 UTC on 7 November 2014 and (c) at 0440
UTC on 8 November 2014. Details on the radar data may be found in
Appendix D.

Northern side of the Malta island (see Fig. 6.1), recorded a mini-
mum pressure of 978.6 hPa and a maximum wind gust of 153.7 km
h−1 around 16 UTC: the time variation of both MSLP and wind speed
seen in Fig. 6.3 (c) is similar to the one observed few hours before in
Linosa.
After having crossed the Malta island the cyclone turned northward
towards the Gulf of Catania (Sicily) where it slowed down. As shownOff the coast of

Sicily in Figure 6.4 (c), at 05 UTC the system was still producing moderate in-
tensity rainfall on the eastern coast of Sicily. During this entire period
a precipitating-free, as well as cloud-free, region was always visible.
At about 0930 UTC on 8 November 2014 the cyclone was eventually
leaving the Gulf of Catania and Sicily. Table D.1 contains all the rele-
vant values measured by weather stations in chronological order: in
this discussion I only mentioned some of them.
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6.3 methods

In order to study the evolution and the internal structure of the MTLC

the ICON model is used in NWP configuration. Although the dynam-
ical core and most of the model features are the same described
in Chapters 2 and 5, the parametrizations used in this chapter are
slightly different given that a wide variety of simulations with differ-
ent grid spacing are performed. Table 6.1 presents an overview of the
different parametrization schemes available and used in the present
configuration. The reader is referred to the relevant publications (Ta-
ble D.2) for further details.

Several simulations are performed using ICON in hind-cast mode,

Parametrized process Name

Radiation RRTM

Microphysics
Single-Moment

3-cat ice Microphysics

Convection Mass-Flux shallow/deep

Cloud cover
All-or-nothing scheme

Diagnostic PDF

Turbulence
2-D Prognostic TKE

3-D Smagorinsky

Sub-Grid Scale
Lott & Miller

Orographic drag

Non-orographic Wave dissipation

Gravity wave drag at critical level

Land-Surface Tiled TERRA+FLAKE

Table 6.1: List of the sub-grid parametrizations available in ICON and employed in
this work. A list of all the relevant references can be found in Table D.2.

Modeling strategy
that is using a forecast forced by continuously updated analyses, sim-
ilar to what was done in Chapter 5. In this chapter, however, the
combination of 6-hourly operational analyses taken from ECMWF-IFS

given that the area to be simulated is not located over the COSMO-DE
domain. Note that this configuration does not necessarily reproduce
an operational setup, given that the analyses are always updated with
a new assimilation cycle. However, since the boundary conditions af-
fect only the large-scale flow, which is supposed not to differ much
between forecasts and analyses over daily time scales considered in
my study given the high skill of the host model, I don’t expect the
results to be greatly affected by this choice. Although I didn’t test the
sensitivity of the results to different prescribed boundary conditions
it should be highlighted that a similar approach has been already suc-
cessfully employed in Klocke et al. (2017).
In order to isolate the effects of the model resolution on the MTLC pre-
dictability, several simulations where only the grid spacing is grad-
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ually decreased from 10 km to 1 km are designed. These cases are
highlighted in Table 6.2 and share most elements of the basic config-
uration in terms of model physics, including the microphysical pro-
cesses, radiation and surface parametrizations. Regarding the latter, it
should be noted that SSTs are constant in time and initially prescribed
by the initial conditions as done in the operational version of ICON,
hence they can not change because of surface fluxes. The reader is
referred to Pytharoulis (2017) for a sensitivity study of this MTLC to
SSTs.
The control simulation adopts a grid spacing of about 1.2 km and

Name Grid Spacing Convection Turbulence Gravity Waves

10km 9806 m Parametrized 2-D Prognostic TKE Parametrized

5km 4903 m Parametrized 2-D Prognostic TKE Parametrized

2km 2451 m Explicit 2-D Prognostic TKE Parametrized

control 1226 m Explicit 2-D Prognostic TKE Parametrized

nested 1226 m
Explicit 3-D Smagorinsky Explicit613 m

306 m

nolatheat 1226 m Explicit 2-D Prognostic TKE Parametrized

No lat. heat

release

Table 6.2: Overview of simulation configurations.

a domain that encloses Sicily and part of the Central Mediterranean
(see black line in Fig. 6.5). A total of 91 vertical levels extend from
the surface up to a top of 75 km. The spacing between vertical levels
ranges from 20 m in the lower levels to 400 m in the middle tropo-
sphere and 2-3 km in the stratosphere. This is the same configuration
used operationally for global weather forecasts.
Using this setup I progressively increase the grid spacing (degrade
the resolution) to about 2.5, 5 and 10 km in the cases 2km, 5km and
10km, respectively. In the 10km and 5km cases the convection is para-
metrized (see Tab. 6.1). For all the aforementioned cases the sub-grid
cloud cover parametrization employs a simple diagnostic Probability
Density Function (PDF) scheme. An additional simulation using the
same setup of the control case where the release of latent heat by
condensation processes is turned off is also performed (nolatheat).
This will be fundamental to validate the main idea underlying the
conceptual model.
Finally, I design another simulation (nested) where the grid spacingThe nested

simulation. is decreased up to 306 m. In this case 3 domains with grid spacing
of 1.2 km, 613 m and 306 m, respectively, are one-way nested. While
the initial and boundary conditions for the outermost domain (1.2
km grid spacing) are taken from ECMWF-IFS, like in the control sim-
ulation, the forcing for the two inner domains is derived from the
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1.2 km domain simulation, similar to what was done in Heinze et al.
(2016). The area covered by the two inner nested domains is smaller
(see grey rectangle in Fig. 6.5) to reduce computational costs. Note
that the two innermost domains cover almost the same area except
for a 8-cells wide nudging area at the boundaries: this difference is
small enough to be not recognizable in Fig. 6.5. The area of the two

Nested

All experiments

6 hourly ECMWF-IFS boundary conditions

Live one-way 
nesting (ICON)

[m]

Figure 6.5: Topography data (shading) and different domains (solid lines) employed
in the simulations. The black solid line indicates the domain used in
the control case as well as 2km, 5km and 10km cases. The grey rectangle
represents the inner nested domain, obtained as a refinement from the
parent one (black line), used in the nested simulations.

innermost domains is chosen in such a way that the first 36 hours
of the cyclone’s life cycle are contained inside. Within this set of
simulations the 3-D Smagorinsky scheme for the parametrization of
sub-grid scale turbulence (Dipankar et al., 2015) is used. The cloud
cover parametrization employs a simple all-or-nothing scheme (see
Tab. 6.1).
External data are aggregated and interpolated to the target resolution
of the specific model configuration from observations. The data-sets
of soil type and orography have an original resolution of about 30

and 100 m, respectively, so that the characteristic features of the land-
surface are retained up to the resolution of the nested case.
All simulations cover a 48-hours forecast period beginning on 7 Novem-
ber 2014 at 00 UTC in order to capture the whole observed life cycle
of the cyclone (see Fig. 6.1). This study, however, focuses only on the
first 36 hours given that this period includes the initial intensification
and tropical transition of the cyclone. The model output is analyzed Analyzed model

outputevery hour in order to extract the MTLC trajectory and its internal
structure. In order to track the cyclone an algorithm similar to the
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one developed in Cioni et al. (2016) is employed. The minimum of
MSLP is used as a proxy for the cyclone position and a linear extrapo-
lation of the previous time steps is adopted to obtain a first guess of
the cyclone position at every time.
The study of the upper- and low-level PV structure is performed
through the analysis of the quantities introduced in Miglietta, Cerrai,
et al. (2017): the Dry Potential Vorticity (DPV) and Wet Potential Vor-
ticity (WPV). These allow distinguishing between the different sources
of PV generation, namely local and remote sources. The DPV is helpful
in distinguishing areas of tropopause folding, characterized by very
low relative humidity and high PV, thus leading to local maxima of
DPV. The generation of PV by means of diabatic heating is instead rep-
resented by the so-called WPV. The WPV attains large values where
high values of potential vorticity and relative humidity coincide (e.g.
deep moist convection).

6.4 results

6.4.1 Simulated trajectories and general features

The trajectories of the simulated cyclone obtained for the cases pre-
sented in Table 6.2 can be found in Fig. 6.6. The overall performance
of the model in simulating the MTLC’s trajectory increases with the
resolution. In the 10km and 5km cases the system moves northwardLow-resolution

simulations earlier than in the other cases, probably because the model is not able
to resolve the internal dynamics of the MTLC and thus closely follows
the large-scale evolution provided by boundary conditions (recall Fig.
6.1). The deepening of the system is completely missed in these cases
as the MSLP minimum does not reach the values observed in the sim-
ulations with higher resolution (compare the color of the lines in Fig.
6.6). The cyclone further weakens after the early landfall over Sicily
in the 10km and 5km cases. In order to evaluate the effect of the con-
vection parametrization on these results, I performed an additional
simulation identical to the 5km case where the convection scheme was
turned off. I found no significant differences in terms of the simu-
lated cyclone’s trajectory and evolution (not shown).
By decreasing the grid spacing to approximately 2.5 km in the 2kmHigh-resolution

simulations case the simulated track of the cyclone resembles more the observed
one. Not only the trajectory now includes a small loop off the eastern
coast of Sicily, but also the initial deepening of the cyclone is captured
fairly well. The control case shows a similar trajectory although with
a loop off the coast of Sicily characterized by a smaller radius. The
absence of latent heat release in the nolatheat causes the simulated
cyclone to miss the first intensification phase: the MSLP increases al-
ready in the first 8 hours and reaches almost 1000 hPa at 13 UTC on
7 November 2014. The system moves then eastward with an overall
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observed

nolatheat

observed

36

Figure 6.6: MTLC trajectories obtained in the simulations described in Tab. 6.2. The
points are placed every hour (starting on 7 November 2014 at 09 UTC and
ending on 8 November 2014 at 12 UTC) while the lines are colored accord-
ing to the attained MSLP minimum found by the tracking algorithm. The
observed trajectory is superimposed and delineated by the solid line in
order to allow for a direct comparison between all the cases. The right
inset shows a magnification of the same plot in a small area close to the
eastern coast of Sicily. Time labels are placed manually according to the
density of the points on the plot.

delay of about 5 hours and passes southward of Malta at 00 UTC on 8

November 2014. Interestingly enough, a northward deviation and a
loop of the trajectory are predicted also in this case but about 100 km
eastward of the location found in the control case (see Fig. 6.6).
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With a further increase of resolution, and the consequent employ-The nested
simulations ment of a 3-D Smagorinsky parametrization for sub-grid scale turbu-

lence, the simulated trajectory approaches even more the observed
one, with a wider loop that extends far northward. While in the
first 18 hours the cyclone track is similar to the one simulated in the
control and 2km cases, after having passed Malta the MTLC moves
eastward and makes a larger loop off the eastern coast of Sicily in
nested.
As already anticipated before, those experiments that simulate a wrong
trajectory (10km and 5km) also miss the first period of intensification.Analysis of the

MSLP and wind
time series

This can be clearly seen in Fig. 6.7, where the minimum of MSLP and
the average wind speed in a 50 km radius around the cyclone center
are displayed. The 20-hPa initial deepening of the cyclone is only

(a)

(b)

Figure 6.7: Cyclone MSLP minimum (a) and average 10-meters wind speed (b) in a 50

km radius around the cyclone in different simulations. Markers represent
the observed values presented in Tab. D.1.

found in cases with grid spacing smaller or equal than 2.5 km, while
the 5km and 10km cases show only a slight decrease in MSLP which
is quickly followed by a MSLP increase. Winds are clearly related to
the deepening of the cyclone with larger values being observed in the
control and 2km cases. In the nested case wind speeds of up to 32

m s−1 are simulated. Note that the difference in winds between the
control and nested simulation may be partially related to a bug in
the surface momentum flux formulation which has been found at the
time of writing (Dipankar, personal communication) and causes an
overestimation of surface winds.
The MTLC approach over Malta predicted in the nested case shows
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some similarities with the observed one. To show that in Fig. 6.8 The Malta’s
approach in the
nested simulations

I extracted temperature, winds and relative humidity data together
with surface winds and pressure from the grid point located at (lat,
lon)=(35.992, 14.372) every 5 minutes. This was necessary to have
data comparable to the observation of Bugibba shown in Fig. 6.3
(c). The pressure drops from 999 hPa to about 983 hPa when the cy-

M
S

LP
 [h

P
a]

Figure 6.8: Time-height plot and time series (meteogram) obtained from the nested

case for the grid point located at (lat, lon)=(35.992, 14.372) in the vicinity
of Bugibba, Malta. Data are every 5 minutes and times (lowermost x-
axis) are in UTC. Upper panel shows temperature (color shading, contour
every 2 degrees, 0-degree line with enhanced thickness), wind speed and
direction (grey barbs) and relative humidity (white contours, 40-60-90

% isolines are shown) at model levels (left axis, meters). Lower panels
indicate, respectively, MSLP (black line, hPa), 10-m wind speed (red line,
km h−1), rain rate (blue line, mm h−1) and PWAT (black line, mm).

clone crosses the island: note that there is a 1-hour delay between the
simulated landfall and the observed one. The relative humidity field
highlights the presence of a dry region between 1500 m and 5000 m
while the temperature shows a warm core extending from the surface
up to approximately 4000 meters. The 10-m wind speed decreases in
the center of the cyclone and increases immediately before and after
with winds up to 140 km h−1, which is close to the 150 km/h regis-
tered at Bugibba (Fig. 6.3, c). The decrease of precipitable water in
the cyclone center remarks the presence of dry air in the core of the
system.
Figure 6.9 shows a 3-D representation of the cyclone in the nested 3-D representation

of the cyclonesimulation using a volume rendering of clouds, obtained as the sum
of cloud water and cloud ice mixing ratios, together with stream-
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lines colored according to wind speed. The spirally distributed cloud

Figure 6.9: Results of the nested simulation at 14 UTC. 3-D volume rendering of the
sum of cloud water and cloud ice mixing ratios [kg kg−1] is shown by
means of gray-white shadings. Forward-backward time-integrated trajec-
tories of air parcels randomly selected around the cyclone and colored
according to the magnitude of surface winds are also shown.

bands stand out, including the cloud-free region at the center which
appears larger than in reality (see Fig. 6.2). This could be simply an
artifact of the particular visualization method employed to create the
figure. The trajectories of air parcels randomly selected around the
cyclone at different heights show that there is a strong convergence to-
wards the center of the cyclone, with winds being substantially more
intense in the southern flank of the system and calm in its center. The
cold front preceding the cyclone formation is also visible as a sharp
contrast of surface winds in the lower-right corner of Fig. 6.9. Finally,
it is interesting to note the presence of a subsiding trajectory in the
center of the cyclone, as expected in tropical structures.

6.4.2 Internal thermal structure and predictability

Motivated by the good performances of the nested, control and 2km

simulations I aim at understanding why other simulations fail to re-
produce the observed trajectory of the cyclone and in particular its
initial intensification phase. It has already been shown that, by us-
ing a grid spacing larger than 2.5 km, the initial deepening of the
cyclone is missed. This may arise from the fact that, without a suf-
ficiently small grid spacing, the internal convective structure of the
cyclone that drives its intensification is not correctly represented as
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the model is not convection-explicit but rather convection-permitting.
In order to understand the impact of the simulated internal structure
on the MTLC evolution over time the model data is examined in circles
centered on the cyclone position having a 100 km radius.
Figures 6.10 (a, b, d) show the cyclone-centered plots for the control, Analysis of the

cyclone-centered
plots

5km and the nested cases on 7 November 2014 at 12 UTC. In order to
highlight the inner structure of the cyclone the temperature anomaly
w.r.t. the average value over the 100 km circle around the cyclone was
computed: it is shown through the color-filled contour. This anomaly
is averaged in a vertical layer between 500 and 1000 m to smooth
out small-scale horizontal variations. This method allows identifying
the warm core that is usually associated with the mature phase of
MTLCs (Picornell et al., 2014) and that was already individuated by
Pytharoulis (2017) for this particular case.
By comparing Fig. 6.10 (a) and (b) it is evident that a warm core is
almost non-existent in the 5km simulation, given the lower value of
the anomaly in the center of the cyclone. In the control case, instead,
a wider anomaly with local maxima of about 3

◦C is found in the
center of the cyclone. The warm anomaly widens and strengthens
in the nested simulation (Fig. 6.10 d), where additional features are
visible. The lack of a strong warm core in the 5km case suggests that
the convection predicted in this particular case is not deep enough to
produce significant latent heat release and subsiding motions in the
center of the cyclone. Given that the deep convection found close to Lack of warm core in

low-resolution
simulations

the central region is the main mechanism driving the intensification
of tropical structures (Houze Jr, 2014), the poor performance of these
simulations is most likely related to the lack of an inner warm core.
To further test the hypothesis that the lack of latent heat release due to
non-resolved convection influences the cyclone’s forecast evolution I
performed the same analysis also for the nolatheat case where the re-
lease of latent heat due to condensation process is turned off. The cy-
clone structure predicted in the nolatheat case (Fig.6.10, c) includes
a shallower warm core with respect to the control case although still
deeper than the one obtained in the 5km case. This can be explained
considering that, first of all, in the nolatheat case only latent heat
release due to condensation processes is turned off. Other micro-
physical processes, especially those related to ice formation, may con-
tribute to the latent heat release. Second, the temperature anomaly in
the nolatheat case is not concentrated in the center of the cyclone but
rather widely spread over the chosen radius of exploration. Thus, it
is likely related to frontal structures which suggest the presence of an
extra-tropical structure. This strengthens my hypothesis that the lack
of an intense warm core is playing a role in determining the cyclone
evolution forecast by the model.
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200 km

200 km

Figure 6.10: Cyclone-centered plots for the (a) 5km, (b) control, (c) nolatheat and
(d) nested cases on 7 November 2014 at 12 UTC. These are obtained as
horizontal cross-sections of the cyclone centered on the position of the
MSLP minimum and spanning a 100 km radius. Color shadings show
the temperature anomaly w.r.t. to the average computed over the 100

km radius: the vertical average of temperature between 500 m and 1000

m is used instead of the value from a single level to smooth out the
field. Note that temperature and MSLP are masked over land to avoid
contamination when computing anomalies.

6.4.3 The role of Potential Vorticity

The lack of a diabatically-generated warm core in simulations with
poorly-resolved convection affects the forecast of the cyclone trajec-
tory since the atmospheric state is heavily modified in most of the
troposphere. This can be verified by analyzing the PV balance in dif-
ferent simulations.
I here consider the evolution of PV and of the derived quantities DPV

and WPV (see introduction and Miglietta, Cerrai, et al. (2017)) to bet-
ter distinguish the origin of different air masses. In Fig. 6.11 these
quantities are shown for the control case at different time instants
of the simulation. Prior to the MTLC formation, a stratospheric air
intrusion characterized by high DPV values (often referred to as PV

streamer, see e.g. in Massacand et al., 1998) is located south of the cy-
clone center. This PV streamer is part of a synoptic-scale stratospheric
intrusion which moved from the North Atlantic towards the Western
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Figure 6.11: Dry (left) and wet (right) PV, respectively at 350 hPa and 850 hPa, at 03
UTC (upper panel - a,b), 10 UTC (central panel - c,d) and 16 UTC (lower
panel - e,f) on 7 November 2014. The data from the control case is used.

Mediterranean basin during the previous days, turning northward
around the pre-existing MSLP minimum (Carrió et al., 2017, their Fig.
3). During this early stage preceding the MTLC formation the center
and the northern sector of the pre-existing MSLP minimum are charac-
terized by high values of WPV in the lower troposphere (Figure 6.11,
b), sign of extensive convection developing in the area.
Between 03 UTC and 10 UTC (Fig. 6.11 a,c) the PV streamer wraps
around the cyclone center, transforming into a narrow and elongated
structure characterized by high DPV values surrounded by much lower
but still positive values of DPV to the north of the streamer. The in-
crease of WPV seen in Fig. 6.11 (b,d) is driven, instead, mainly by
diabatic PV generation and low-level convergence. In particular, con-
vergence driven by the cyclonic circulation leads the PV generated
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during the formation and maintenance of the cyclone outer convec-
tive bands to accumulate at the cyclone center (Figure 6.11 d, f).
The vertical structure of PV can be better delineated by considering
the evolution of the PV profile over time, as done in Fig. 6.12 for aPotential Vorticity

profile over time
100-km radial average around the cyclone. Many studies in literature
(e.g. Delden, 2003) have shown that a vertically symmetric heat source
in the troposphere, caused by the occurrence of deep convection, in-
duces a PV dipole characterized by a positive PV maximum located
immediately below the level of maximum heating and a slightly neg-
ative PV minimum located aloft. A low-level maximum of PV is in-
deed evident between 950 and 600 hPa in Fig. 6.12 (a) for the control

simulation. Above this low-level maximum, a minimum of PV values

[PVU]

Figure 6.12: Time-pressure diagrams of the PV on isobaric levels averaged over a 100

km radius around the cyclone position. (a) shows the diagram obtained
in the control simulation while (b) shows the diagram obtained in the
nolatheat simulation, i.e. the control simulation where the release of
latent heat due to condensation is suppressed.

is located between 350 and 450 hPa. This minimum results from the
superposition of the aforementioned PV dipole and of the large-scale
PV structure. The upper-levels layer, between 200 and 350 hPa, shows
part of the PV streamer highlighted before.
The vertical distribution of PV changes appreciably when considering
the experiment nolatheat, where the release of latent heat by con-
densation is turned off. There we observe the disappearance of the
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low-level PV maximum and a vertical expansion of the upper-level
maximum (Fig. 6.12 b) which now extends more into the upper tro-
posphere. A similar vertical redistribution of PV is observed also in
the 10km case (not shown).
The effect of the redistribution of PV on the MTLC structure can also
be seen by analyzing the horizontal structure of the upper-level (350

hPa) PV anomaly and of the geopotential height depression at 500 Change in the
horizontal
distribution of PV

hPa in different simulations, as shown in Fig. 6.13. Although the

Figure 6.13: Comparison of Geopotential Height at 500 hPa [m, gray scale] and PV

at 350 hPa [PVU, countour at 4,5,6,8] predicted on 7 November 2014 at
14 UTC in the cases control, 2km, nolatheat and 10km. The position of
the cyclone in every case is indicated by the L symbol.

geopotential height does not show appreciable differences between
the simulations, a local closed minimum of about 540 dam is present
only in control and 2km, in agreement with the fact that in these
cases a deeper cyclone is predicted. The PV distribution predicted
close to the cyclone center, instead, greatly differs between the cases.
In particular, the PV maxima observed in control and 2km are mainly
related to the PV streamer structure and do not appear to be concen-
trated above the cyclone center. In the nolatheat and the 10km cases,
instead, intense localized maxima of PV appear over the cyclone cen-
tral region.
This is so because the smaller grid spacing adopted in the control

and 2km cases allows the model to explicitly resolve the latent heat
release by convection, which in turn induces a vertical dipole of PV,
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as explained before. Therefore, in these simulations, the PV at 350

hPa is partially depleted above the area with deep convection, that is
close to the cyclone center. In the 10km simulation, the lack of prop-
erly resolved convection close to the cyclone center does not allow a
decrease of the upper-levels PV values. Such occurrence of PV maxima
close to the cyclone center is observed also in the nolatheat experi-
ment.
It appears, therefore, that poorly resolved convection results in a mod-
ification of the low-level PV distribution which, in turn, modifies theEffect of the

low-resolution on PV
distribution.

upper-level PV structure. Given that the PV distribution is uniquely
determined by the wind and temperature field, its modification will
affect to some extent the forecast of the atmospheric state. Homar
et al. (2003) have already shown, using a PV inversion technique, that
the upper-level PV structures indirectly acts on the cyclone deepen-
ing through a modification of the surface circulation. Thus, it is very
likely that the modification of PV in the simulations with poorly re-
solved convection affects the forecast of the MTLC trajectory in ICON

and more generally in similar NWP models.

6.5 summary

In this chapter the MTLC event of 7-8 November 2014 was used as
case study to determine the NWP model requirements needed to cor-
rectly forecast its evolution over a 48 hours period. The trajectory of
this particular MTLC was poorly predicted by operational global NWP

models at that time and resulted in a missed landfall over Sicily.
I firstly focused on the dependency of the MTLC forecast on the model
resolution by setting up different simulations with a similar model
setup but different horizontal grid spacing ranging from 10 to 1 km.
The simulations characterized by a grid spacing equal or greater than
5 km missed the first intensification phase of the cyclone and did not
predict the correct landfall time over Sicily. Instead, simulations per-
formed with a grid spacing equal or smaller than 2.5 km correctly
reproduced the initial deepening of the cyclone and the northward
turn towards Sicily during the evening of 7 November.
By studying the internal structure of the simulated MTLC in the dif-
ferent cases, the lack of a central warm core was observed in simu-
lations with grid spacing equal or larger than 5 km. This was due
to the fact that, in theses cases, the model was not able to correctly
resolve the deep convection, and thus the associated latent heat re-
lease, developing into the central region of the MTLC. Given that deep
moist convection is the main mechanism leading to the sustainment
and deepening of the system, its weakening or even absence compro-
mises the forecast of the MTLC evolution over time. Decreasing the
grid spacing to 300 m produced a more intense cyclone characterized
by a trajectory with a wider loop, similar to the one seen in observa-
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tions.
Finally, given the importance attained by lower- and upper-levels PV

anomalies in the formation and intensification of the MTLC, I studied
the temporal and spatial distribution of DPV, which highlighted areas
of low relative humidity and high PV, and WPV, which instead attains
large values where high values of PV coincide with moist air. Positive
anomalies of DPV in the upper- and of WPV in the lower-troposphere
evolved and intensified in the hours before the MTLC formation. The
intensification of the low-level WPV anomaly, due to combined conver-
gence and latent heat release, and its interaction with the upper-level
DPV are candidates as main dynamical factors responsible for the cy-
clone evolution. Simulations where convection is poorly reproduced
were characterized by a negligible release of latent heat by convection
in the lower-levels, which prevented both the formation of a low-level
PV positive anomaly and the reduction of PV aloft. This eventually af-
fected the forecast of the cyclone evolution due to a modification of
the large-scale atmospheric state.





7
C O N C L U S I O N S

In this dissertation I developed conceptual models of the interaction
between convection and different atmospheric processes including
land-atmosphere interactions and mid-latitude storms by taking ad-
vantage of simulations performed with Icosahedral Non-hydrostatic
Large-Eddy Model (ICON-LEM). In this final chapter I will summarize
the results of my work, and return to the research questions posed in
the introduction.

7.1 conclusions by chapter

Part I: Conceptual models of the interaction between soil moisture, convec-
tion and precipitation

Although highly idealized, the conceptual models developed in this
part of the dissertation proved to be valuable tools for providing a
physical understanding of the interaction between soil moisture and
convective precipitation. Even though the main goal was not to eval-
uate the skill of the conceptual models, in both Chapters 3 and 4 the
simulated precipitation was predicted a priori using the conceptual
models developed here, with a relative error ranging from 1% to 20%.
This is a remarkable result considering the degree of simplification
adopted.

Implementation of the coupling between TERRA-ML and ICON-LEM in an
idealized configuration

In Chapter 2 a new test-case was included in the ICON-LEM code
in order to couple its atmospheric component to the Land-Surface
Model (LSM) TERRA-ML over a doubly-periodic idealized domain.
After having described the main features of the model components,
the setup was validated against similar frameworks constituted by the
University of California Los Angeles Large-Eddy Simulation (UCLA-

LES) and Dutch Atmospheric Large-Eddy Simulation (DALES) models,
which were used in the past for similar idealized studies. The com-
parison of the results obtained with these three models for a case of
Dry Convective Boundary Layer (DCBL) showed that ICON-LEM was
able to reproduce the evolution of surface fluxes and of the corre-
sponding atmospheric state over time. Differences observed between
the models were marginal in the case with fixed incoming radiation.
In the case adopting interactive radiation, ICON-LEM showed a differ-
ent evolution of near-surface atmospheric temperature and humidity
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close to the surface in the first hour. This was related to the different
formulation of surface latent heat flux in TERRA-ML and caused an
initial overestimation of surface moisture, and equivalently and un-
derestimation of surface temperature, both of which quickly adjusted
in the following hours.

May drier soils receive more precipitation than wetter ones in homogeneous
conditions?

In Chapter 3 the previously developed modeling framework was used
to investigate the coupling between soil moisture and precipitation
over a homogeneous surface. It was found that, depending on the ini-
tial atmospheric state, convection can be triggered earlier or later in
the day. However, total accumulated precipitation always decreases
over dry soils regardless of the employed atmospheric profile, imply-
ing a wet soil advantage. The development of a simple conceptual
model showed that precipitation strongly scales with surface evapo-
ration, thus preventing the appearance of a dry-soil advantage in this
idealized setup. Perturbed experiments investigating the effects of
cloud-radiation interactions, large-scale forcing, winds and plants all
supported a wet soil advantage.
Overall, the results of this chapter suggest that changes in convection
efficiency are unable to compensate for the reduction of evaporation
over dry soils. This only partially dismisses the ideas of Findell and
Eltahir (2003b) since a dry soil advantage (or equivalently wet soil
advantage) is indeed found in terms of convection-triggering but not
in terms of total accumulated precipitation. These findings are only
valid for those situations where changes in soil moisture do not affect
or generate circulations, an effect that will be investigated in Chapter
4. Moreover, a true feedback loop would imply that the increase in
soil moisture due to precipitation affects the subsequent precipitation
development. This is unlikely to occur over one diurnal cycle.

Can a simple conceptual model explain how precipitation responds to soil
moisture changes over a heterogeneous surface?

The transition to a heterogeneous land surface in Chapter 4 caused
convection to organize along a front created by a mesoscale circula-
tion similar to a land-sea breeze. While such a circulation contributes
to the moisture balance as an advection term, local evaporation also
plays a role in moistening the atmosphere, thus eventually modify-
ing the potential amount of precipitation. To understand the role
of these processes, simulations on a surface with various degrees of
heterogeneity were performed using ICON-LEM to develop a simple
conceptual model of precipitation enhancement over spatially drier
surfaces.
Results obtained in different cases showed that advection sources are



7.1 conclusions by chapter 129

more efficient than evaporation sources in producing precipitation.
This was explained through the development of a simple conceptual
model, which expresses precipitation as a sum of advection and evap-
oration weighted by two different efficiencies. In contrast with pre-
vious studies, where a single efficiency was used to express the con-
tribution of advection and evaporation (e.g. Schär et al., 1999), the
importance of using two different efficiencies on diurnal timescales
was highlighted.
The conceptual model was then used to derive a mathematical expres-
sion for the derivative of precipitation with respect to soil moisture.
It was found that changes in precipitation with respect to soil mois-
ture over a spatially drier patch surprisingly do not depend on soil
moisture itself. Instead, they depend on three parameters, namely the
two aforementioned efficiencies and a magnitude scale of advection,
which are representative of the initial atmospheric state only. This
is caused by the fact that strong cold pools accelerate the front and
effectively remove its dependency on the surface state, in agreement
with Rieck et al. (2015). Older studies that scaled the velocity of the
front with the difference in surface sensible heat fluxes between dry
and wet patches did not consider the production of precipitation and
thus missed this effect.
The absolute value of precipitation over the dry patch thus depends
both on the parameters of the conceptual model and on the value
of soil moisture. While the most efficient way to increase precipita-
tion over the dry patch is to decrease its soil moisture, if the afore-
mentioned parameters are modified, this behavior can be reversed.
Since this was not observed in the simulations, even when changing
the initial atmospheric state, it can be inferred that in order to in-
crease precipitation over drier areas, more precipitation should first
fall on wetter ones. In other words, the most efficient way to ob-
tain more precipitation over dry areas is to let them dry out over an
extended period so that a stronger gradient can build up, inducing
stronger mesoscale circulations and therefore more explosive convec-
tive events.

Part II: The coupling of convection with the land surface and the large-scale
flow in realistic simulations

In this part of the dissertation, ICON-LEM was used in two more real-
istic setups: a convective diurnal cycle over Germany and a Tropical-
Like Cyclone (TLC) over the Mediterranean Sea. Both the former
process–strongly modulated by the land surface–and the latter–strongly
forced by large-scale dynamics–were captured with good accuracy.
Thus, the obtained results were used to validate different conceptual
models of the interaction between convection and the environment in
which it is embedded.
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Can the effects of advection and evaporation on precipitation be recognized
in a diurnal cycle over Germany?

In Chapter 5 I quantified the relative weights of advection and evap-
oration on precipitation using the conceptual model developed in
Chapter 4 and simulations of a single diurnal cycle over Germany.
Two days (5, 6 June 2016) were chosen among an exceptional period
of severe weather that interested Germany in the summer of 2016.
By analyzing the data obtained with the simulation relative to 6 June
2016, it was shown that the efficiency of advection is larger than that
of evaporation when the width of the box chosen for the analysis is
smaller than 50 km. When averaging over larger scales, evaporation
turned out to be the only process contributing to precipitation. This
behavior is corroborated by the fact that, on this day, clouds were
randomly distributed over the region and not clustered or organized
along fronts reminiscent of mesoscale circulations.
However, it was also found that the results are highly dependent
upon the initial atmospheric state and the method used to select the
sampling region. Efficiencies computed for the previous day, 5 June
2016, demonstrated a different behavior, with the efficiency of evap-
oration being always larger than the one related to advection, which
approaches 0 for scales above 130 km. In both cases the complex
model introduced in Chapter 4 was able to explain precipitation vari-
ations better than the simple one, which uses only one single effi-
ciency. Although the proposed method needs to be extensively re-
vised, it demonstrates that over diurnal time scales the atmospheric
moisture storage term is not negligible and may bias the estimation
of the atmospheric efficiency in converting advection and evaporation
sources into precipitation.

Does poorly resolved convection influence the forecast of a Mediterranean
tropical-like cyclone?

While the diurnal cycle simulated in Chapter 5 was characterized by
a weak synoptic forcing, in Chapter 6 I performed simulations of a
synoptic configuration characterized by a strong cyclonic circulation.
The goal was to develop a simple conceptual model of how convec-
tion interacts with the large-scale flow in a configuration where con-
vection itself is embedded in a cyclonic circulation. A Mediterranean
Tropical-Like Cyclone (MTLC), which was poorly predicted by opera-
tional General Circulation Models (GCMs) at the time, was chosen as
case study.
The simulations employing a grid spacing of O(1 km) showed a sub-
stantial increase of the forecast skill, in terms of the cyclone’s trajec-
tory, over the National Centers for Environmental Prediction (NCEP)-
Global Forecasting System (GFS) and European Center for Medium
range Weather Forecast (ECMWF)-Integrated Forecast System (IFS) mod-
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els forecasts. Simulations characterized by a grid spacing larger than
2.5 km instead failed to represent the main observed features of the
cyclone. By analyzing the simulated internal structure of the cyclone
in different cases, it was shown that simulations characterized by a
grid spacing larger than 2.5 km contained a cyclone characterized by
a shallow, if not absent, central warm core. This was due to the fact
that poorly-resolved convective processes were not causing a signifi-
cant release of latent heat. The identified threshold of approximately
2 km is similar to the one found by Miyamoto, Kajikawa, et al. (2013)
in a global sub-km resolution.
Using a Potential Vorticity (PV)-thinking method, it was shown that
the biases in the representation of the latent heat release by convection
propagate to the large-scale flow, eventually modifying the cyclone
evolution over time. Additional nested simulations with sub-km grid
spacing (300 m) revealed the ability of the model to fully capture the
internal structure and in particular the central warm core, although
the model did produce a cyclone more intense than the observed.
The results of this chapter, despite being related to a specific case,
can provide guidance regarding the modeling setup of new studies
that will need to use Numerical Weather Prediction (NWP) models to
investigate the evolution of MTLCs. Adopting a grid spacing of O(1
km) in future state-of-the-art NWP models will improve our ability to
forecast intense storms like the one described here. A correct predic-
tion of these hybrid cyclones would help the affected territories to
be prepared and promptly respond to emergencies with an informed
damage mitigation strategy.

7.2 overall conclusions

The first attempt to predict the weather evolution is usually attributed
to Lewis Fry Richardson who, back in 1922, imagined the first fore- A hierarchy of NWP

modelscast factory made up of human calculators (Richardson, 1922). The
year 1950 saw one of the first true weather forecasts provided by a
model which integrated the quasi-geostrophic PV equation (Charney
et al., 1950) on the only available computer at that time, the Electronic
Numerical Integrator and Computer (ENIAC) located in Aberdeen,
Maryland (Lynch, 2008). In the following years, more conventional
approaches to represent the atmospheric evolution over time used
simplified models, in which the horizontal transport of energy was
parametrized (e.g. Earth System Models of Intermediate Complex-
ity (EMIC), Claussen et al., 2002). The first big leap in the science of
NWP was ushered in by the new generation of NWP models, which
treated the horizontal transport explicitly, while parametrizing verti-
cal motions with the hydrostatic approximation (e.g. the family of
Coupled Model Intercomparison Project (CMIP) models, Meehl et al.,
2000, and many GCMs widely used at the time of writing). Technolog-
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ical and scientific progress has allowed more recent models to fully
resolve the energy transport in 3 dimensions (e.g. the already cited
ICOsahedral Non-hydrostatic (ICON) used to produce global forecasts
at the Deutscher WetterDienst (DWD)).
Such advances in the science of NWPs represent a "quiet" evolution,The "quiet"

evolution of NWPs since they have not usually been perceived as fundamental break-
throughs in physics (Bauer et al., 2015). Nevertheless, these advances
in NWP can be counted among the greatest in the modern physical
sciences, since accurate forecasts save lives, support emergency man-
agement and mitigation of economic losses from high impact weather,
as already highlighted for the case of Hurricane Ophelia.
To appreciate such advances more quantitatively, consider that at the
time of writing a 10-day forecast obtained from the ECMWF-IFS model
has the same accuracy as a 7-day forecast from 1995, while a 5-days
forecast has the same skill as a 3-days forecast from 1999. This ad-
vance is illustrated by the famous figure depicting the anomaly corre-
lation of predicted geopotential height at 500 hPa1.
Although an increase in forecast skill is unequivocal up to 2010, more
recent years have not witnessed the same rapid progress. This is es-
pecially evident when one considers the evolution of the lead time of
the anomaly correlation reaching 80%, essentially a measure of high
accuracy forecasts2. This value steadily increased from 5 to 6.5 days
between 1998 and 2010 but has since then been oscillating between
6.5 and 7 days without any further sign of improvement.
Therefore, one may ask:

Why has our ability to forecast the weather evolution not improved in the
last 10 years?

One reason is certainly related to the intrinsic low predictability of
the atmosphere, which is a chaotic system characterized by large
Lyapunov exponents (Cecconi et al., 2012). Another reason is the
introduction of unwanted biases due to the need of parametrizingParametrizations

sub-grid scale processes in coarse resolution NWP models. Our skill
in predicting the weather is still bounded by the employment of
such parametrizations, which unfortunately can not be yet completely
abandoned (Maher et al., 2018). Alternative approaches to increase
the model resolution, and thus reduce the number of required parametriza-
tions while limiting computational costs, exist and have been ex-
plored in this dissertation. The main goal was to show that such
convection-explicit models provide us with a deeper level of under-
standing of different physical processes describing the interaction of
convection with the mesoscale and with large-scale atmospheric pro-
cesses.

1 Always available and up-to-date at https://www.ecmwf.int/en/forecasts/charts/
catalogue/plwww_m_hr_ccaf_adrian_ts

2 Available also on the ECMWF website at https://www.ecmwf.int/en/forecasts/

charts/catalogue/plwww_m_hr_ccafreach_ts.

https://www.ecmwf.int/en/forecasts/charts/catalogue/plwww_m_hr_ccaf_adrian_ts
https://www.ecmwf.int/en/forecasts/charts/catalogue/plwww_m_hr_ccaf_adrian_ts
https://www.ecmwf.int/en/forecasts/charts/catalogue/plwww_m_hr_ccafreach_ts
https://www.ecmwf.int/en/forecasts/charts/catalogue/plwww_m_hr_ccafreach_ts
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One of these processes, which has been shown to exert a strong in-
fluence on NWPs, is the interaction between the land surface and
the atmosphere. Surface fluxes of momentum, heat and moisture
are strongly modulated by the land surface and can affect the atmo-
spheric evolution over daily to seasonal time scales (MacLeod et al.,
2016). Soil moisture in particular is an important parameter that can
change the response of the earth system to perturbations through its
control on surface fluxes of moisture and heat (Seneviratne, Corti,
et al., 2010). A modification of surface fluxes alter the moisture and
thermal balance of the atmosphere, thus potentially affecting the for-
mation of convective clouds and ensuing precipitation on monthly to
seasonal time scales.
Thus, it is evident that land-atmosphere interactions are strongly af- Land-atmosphere

interactions and the
climate

fected by global warming and represent a key element for climate
change. This is due to the fact that the northwards shift of climatic
zones predicted on the European continent, due to enhanced green-
house gas concentrations, will make central and eastern Europe more
susceptible to the effect of land-atmosphere coupling (Seneviratne,
Lüthi, et al., 2006). Therefore, questions like the following will be-
come more relevant for the European continent in the future:

Will changes in irrigation affect the distribution of precipitation over the
same area?

Will planting crops or increasing the fraction of grazing land increase the
likelihood of heat waves?

Such projections of future climate scenarios, however, heavily rely
on the accuracy of climate models, which still struggle to reproduce
convective precipitation (Kendon et al., 2012) and can bias the result-
ing identification of feedback between soil moisture and precipitation
(Hohenegger, Brockhaus, et al., 2009).
According to the results of Chapters 3, 4 and 5, using models where
convection is explicitly resolved may help to reduce the aforemen-
tioned biases. Furthermore, my results show that, in areas of the
world where the surface is approximately homogeneous, precipita-
tion will increase if the soil moisture is increased, regardless of the
atmospheric state. This relationship will therefore most likely persist
under future global warming scenarios. Instead, in regions where
the land surface is heterogeneous the presence of mesoscale circula-
tions effectively removes the dependency on soil moisture: in this
case, variations of precipitation are more dependent on the atmo-
sphere, which controls the redistribution of advection and evapora-
tion sources. More investigations are needed to assess the response
of mesoscale circulations created by surface heterogeneities to climate
change.
The second aspect which is intimately related to NWPs and to the
results of this dissertation concerns the prediction of high-impact
weather events. Local thunderstorms, such as the ones simulated High-impact

weather events
prediction in the
future
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in Chapter 5, or more organized thunderstorms embedded in a cy-
clonic circulation, such as those reproduced in Chapter 6, are likely
to become either more frequent or stronger in the future. Púčik et
al. (2017), for example, found a robust increase in the frequency of
occurrence of unstable environments favorable for severe convective
storms across central and south-central Europe in the late 21

st century.
Such an increase is primarily caused by an enhanced latent instabil-
ity due to increases in the lower tropospheric moisture. Equivalently,
several authors (Romero and Emanuel, 2013; Tous, Zappa, et al., 2016;
Romera et al., 2017) have found a decrease in the number of MTLCs in
the future, albeit with an increase in the intensity of stronger events.
Although the vertical static stability of the atmosphere is projected to
increase in the future, the warming of Sea Surface Temperatures (SSTs)
and consequent enhancement of surface fluxes will likely give birth
to fewer but stronger cyclones.
Projections such as these rely on simulations performed with Regional
Climate Models (RCMs) which can only reproduce the average envi-
ronmental conditions prone to convection development. The latter
may not be necessarily representative of the actual convective ac-
tivity (Tippett et al., 2015). Furthermore, models characterized by
coarse resolutions may produce less intense storms as a result of miss-
ing thermodynamic processes related to convection development, as
shown in Chapter 6. However, since environmental conditions may
explain up to 80% of the variance associated with modeled severe
weather reports (Gensini and Mote, 2015), RCMs still provide us con-
sistent statistics of the increase in severe storms over Europe. In the
future these will be eventually replaced by more precise estimates
obtained through convection-permitting or even convection-explicit
models (Púčik et al., 2017).
Therefore, NWP models that can explicitly resolve convection on large
scales are important not only for weather forecast but also for cli-
mate prediction. In the beginning of this section we left the time-
line of NWPs advances at the arrival of global models that can ex-
plicitly reproduce horizontal and vertical transport or energy (e.g.
ICON) while still needing to parametrize sub-grid scale processes like
moist convection. The results of this dissertation show that the time
has come to take the next great leap by trying to implement O(1
km) or even sub-km grid spacing in operational NWP models. Al-
though this may sound like an impossible task, already 5 years ago
Miyamoto, Kajikawa, et al. (2013) showed that sub-km global sim-
ulations are feasible by performing a 3-day integration using the
Nonhydrostatic ICosahedral Atmospheric Model (NICAM) character-
ized by a grid spacing of 870 m. In a follow-up study, Miyamoto, Ya-
maura, et al. (2016) showed how results from such simulations can beTowards global

sub-km NWPs used to identify the precursors of deep moist convection over many
areas of the world. In fact, sub-km global resolutions have many ad-
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vantages. On top of explicitly resolving deep moist convection, they
can explicitly reproduce orographic drag, gravity waves, realistic land
surface features and shallow mesoscale circulations created by cloud-
radiation interactions. But, most importantly, they can provide us
with results directly comparable to observations, especially those re-
garding local point measurements. Such comparisons have until now
been difficult, given the coarse resolution employed in earlier genera-
tion models.
Models like NICAM and ICON-LEM finally allow us to consider the full
set of Navier-Stokes equations, without having to make compromises
on account of computational expense. It should be stressed that this
is maybe one of the greatest leaps yet in the science of NWPs, as such
models are entirely based on physical principles and not on empiri-
cal laws. This does not only mean that convective processes are ex-
plicitly represented, which was already the case in former idealized
Large Eddy Simulation (LES) models, but that their interactions with
all the scales of motions, from the mesoscale to the planetary scale,
are captured. Therefore, such models may be used in the future to un-
derstand how individual convective clouds develop, grow and decay
or even evolve into more organized structures which can eventually
become Hurricanes or Extra-Tropical Cyclones. In this dissertation I
have been able to glimpse such interactions and appreciate the power
of unraveling their secrets. It is, indeed, a golden age for atmospheric
sciences.
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A P P E N D I X T O C H A P T E R 2

a.1 parameters of the soil model

Table A.1 shows some of the parameters used in TERRA-ML for dif-
ferent soil types. For an exhaustive list of all the parameters the
reader is referred to Doms et al. (2011).

soil type sandy loam loam

volume of voids wpv 0.445 0.455

field capacity wfc 0.260 0.340

permanent wilting point wpwp 0.100 0.110

air dryness point wadp 0.030 0.035

hydraulic diffusivity parameter D0 [10
−9m2/s] 3460 3570

hydraulic diffusivity parameter D1 -9.47 -7.44

hydraulic conductivity parameter K0 [10
−9m/s] 9430 5310

hydraulic conductivity parameter K1 -20.86 -19.66

heat capacity ρ0c0 [10
6 Jm−3K−1] 1.35 1.42

heat conductivity λ0 [WK−1m−1] 0.28 0.25

heat conductivity ∆λ [WK−1m−1] 2.40 1.58

Table A.1: Hydraulic and thermal parameters of the different soil types.

a.2 parameters used in the extpar file

Table A.2 shows the values used to create the extpar file that is em-
ployed to initialize TERRA-ML.

Fraction of sand 100

Fraction of silt 0

Fraction of clay 0

Fraction of oc for soil index 0

Bulk density for soil index 1

Soil type 5 (loam)

Fraction of land 100

Fraction of ice 0

Plant cover maximum 0

Leaf Area Index Maximum 0

Minimum stomatal resistance 150 s m−1

Fraction of urban areas 0

Fraction of deciduous forests 0

Fraction of evergreen forests 0

139



140 appendix to chapter 2

Longwave surface emissivity 1

Root depth 0 m

Surface roughness length 0.1 m

NDVI (maximum, minimum, average) 0

Topography 0 m

Climatological layer temperature 281 K

Fraction of Lake 0

Depth of Lake 0 m

Land use class fraction 0

Surface albedo 15.3

Table A.2: Hydraulic and thermal parameters of the different soil types.
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A P P E N D I X T O C H A P T E R 3

Figure B.1 presents additional results of the conceptual model devel-
oped in Chapter 3 with different values of the slope m and offset q
used for the linear regression. It can be noted how increasing the
slope causes a higher sensitivity of precipitation to latent heat fluxes,
while increasing the offset flattens the contour lines, thus indicating
a weaker sensitivity of the atmosphere to the surface state.

slope=0.127 | offset=0.011 slope=0.2 | offset=0.01 slope=0.13 | offset=0.2

Figure B.1: Contour plot showing the estimated accumulated precipitation R [shad-
ing, mm] as function of L̃H [mm h−1] and t1 − t0 [h] for different values
of slope m and offset q. Panel a is equivalent to Fig. 3.8
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A P P E N D I X T O C H A P T E R 4

c.1 front velocity

Figure C.1 shows the diurnal-averaged speed of the front tracked
with the algorithm presented in chapter 4 for different cases. It shows
how the speed is approximately constant when changing the gradi-
ent in soil moisture, which affects the gradient in surface sensible
heat fluxes.
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Figure C.1: Diurnal-averaged speed of the front [m s−1] as function of diurnal-
averaged difference in sensible heat fluxes between the wet and dry
patch [W m−2] in different simulations. For details see Chapter 4.

c.2 moist static energy profiles

Figure C.2 shows the profiles of updraft-averaged Moist Static Energy
(MSE) and of the difference between the updraft and the environment
computed for the DA and ID simulations. Updraft points are selected
using a threshold for vertical velocity v3 and cloud water content
mixing ratio qc of 1 m s−1 and 10

−4 kg kg−1, respectively.
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Updraft Moist Static Energy (MSE) [kJ kg-1]
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Figure C.2: Vertical profiles of updraft and environmental MSE for the DA (left) and
ID (right) cases. Data are averaged in time during the entire length of the
simulation. Black line, dark and light red (blue) shadings represent, re-
spectively, the average, 1-standard deviation range and maximum (min-
imum) values averaged over all the updraft points. All these values are
referred to the bottom x-axis. Red solid line shows instead the difference
in MSE between the updraft and the environment and is represented by
the upper x-axis. The upper right inset contains the number of updrafts
sampled at every height level [m] and used to compute the average.

c.3 computation of the advection as residual term

The advection of every tracer is computed directly from the moisture
balance equation as a residual. I use the following formulation, which
applies for a certain point (x, y) over a 2-dimensional domain:

1
ρw

∫ τ

0

∫ H

0

Dqtot

Dt
ρa dz dt =

1
ρw

∫ τ

0

∫ H

0

[
∂qtot

∂t
+ v · ∇qtot

]
ρa dz dt = E− P

(C.1)

where D indicates the total derivative, P [m] is the accumulated pre-
cipitation, E [m] the accumulated evaporation, qtot [kg kg−1] repre-
sents the sum of all tracers (water vapour qv, clouds qc, rain qr, snow
qs, ice qi, graupel qg and hail qh) mixing ratios, ρw [kg m−3] the den-
sity of water, ρa [kg m−3] the air density and v the velocity of air as a
vector. H indicates the top of the simulation domain and τ the lenght
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of the accumulation period (18 hours in our experiments). The total
derivative can be divided into its advective term:

A ≡ − 1
ρw

∫ τ

0

∫ H

0
v · ∇qtotρa dz dt (C.2)

and the local derivative:

1
ρw

∫ τ

0

∫ H

0

∂qtot

∂t
ρa dz dt = A + E− P (C.3)

In both equations C.2 and C.3 the variables A, E, P are solely func-
tions of (x, y) whereas qtot depends also on time t and on the vertical
coordinate z. The dependency on (x, y) can be removed by applying
an average operator over a certain area, indicated with the subscript
area:

1
ρw

∫ τ

0

∫ H

0

∂qtot

∂t

∣∣∣
area

ρa dz dt = Aarea + Earea − Parea (C.4)

Throughout Chapters 4 and 5 I use as area either the full domain,
denoted with the suffix dom, or the dry patch only, denoted by the
suffix dry. By indicating the weighted vertical integral of qtot as qtot ≡∫ H

0 qtotρa dz I can further simplify the previous equation to:

1
ρw

∫ τ

0

∂qtot
∂t

∣∣∣
area

dt = Aarea + Earea − Parea (C.5)

Although other studies only considered the advection of water vapour,
i.e. of qv, in order to close the balance it is necessary to consider all
species. In fact, although qi, qg, qh, qs are order of magnitudes smaller
than qv, qc, qr, their variations over time are not, so that neglecting
these terms in Eq. C.5 would lead to an unbalance.
From the 5-min simulation output I use Eq. C.5 and estimate the ad-

vection as the residual Rarea = 1
ρw

∫ τ
0

∂qtot
∂t

∣∣∣
area

dt+ Parea− Earea ≡ Aarea.

When averaged over the entire domain, Rdom = 0, which shows that
the balance is closed.





D
A P P E N D I X T O C H A P T E R 6

d.1 additional figures

Figures D.1 and D.2 show the synoptic configuration preceding the
cyclone formation.

Figure D.1: Geopotential height [dam] at 500 hPa (color scale) and MSLP [hPa] on 6

November 2014 at 1200 UTC. Data from ERA-INTERIM.

Figure D.2: Potential Vorticity [PVU] at 350 hPa (color scale) and MSLP [hPa] on 6

November 2014 at 1200 UTC. Data from ERA-INTERIM.
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d.2 cyclone tracking using satellite data

In order to obtain the reference track presented in Fig. 6.1 I first
computed the brightness temperature using the radiance measured in
the Infra-Red (IR) 10.8 µm channel by the SEVIRI instrument aboard
the MSG satellite using Rapid-scan data (every 5 minutes). Then,
given that the cyclone showed a cloud-free region coincident with
the cyclone center for most of its life-cycle (until the late morning
of 8 November 2014), I obtained a first-guess trajectory by tracking
the maximum of brightness temperature located in the center of the
cyclone (see Fig. D.3). The obtained trajectory, which contained a new
position of the cloud-free region every 5 minutes, was then smoothed
to hourly data.

Figure D.3: High-Rate SEVIRI Infra-red imagery (10.8 µm channel brightness tem-
perature, ◦C) acquired at 1700 UTC. Black point shows the position of
the cyclone center as found by the tracking algorithm using the local
maximum of brightness temperature.

d.3 data sources

• Fig. 6.2 was generated using the imagery from the NASA World-
view application (https://worldview.earthdata.nasa.gov/) op-
erated by the NASA/Goddard Space Flight Center Earth Sci-
ence Data and Information System (ESDIS) project.

• MSG-SEVIRI data used for the tracking of the cyclone were ob-
tained using the EUMETSAT Data Centre.

• The Linosa weather station (Fig. 6.3 a and b) is part of Meteonet-
work, an Italian network of amateur weather stations follow-
ing WMO-standards (http://www.meteonetwork.it/) while the

https://worldview.earthdata.nasa.gov/
http://www.meteonetwork.it/
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Bugibba weather station (Fig. 6.3 c) is part of the Weather Un-
derground network (http://www.wunderground.com).

• The radar data of Fig. 6.4 (a) were obtained from the Malta In-
ternational Airport MetOffice (https://www.maltairport.com/
weather/radar-images/) while the data used in Fig. 6.4 (b,c)
were obtained from Italian National Radar Mosaic (Protezione
Civile, http://www.protezionecivile.gov.it/jcms/it/mappa_
radar.wp).

• Figure 6.9 was contributed by Felicia Brisc, Climate Visualiza-
tion Laboratory, Center for Earth System Research and Sustain-
ability, University of Hamburg.

d.4 observed values

Table 4.2 summarizes all the relevant values measured by weather
stations in chronological order.

Location Date Time (UTC) Type Value

Pantelleria 7/11/2014 0800 MSLP minimum 992 hPa

Linosa 7/11/2014 1150 Wind gust maximum 94.9 km h−1

Lampedusa 7/11/2014 1206 Wind gust maximum 135.2 km h−1

Lampedusa 7/11/2014 1206 MSLP minimum 994 hPa

Linosa 7/11/2014 1230 MSLP minimum 981.9 hPa

Bugibba (Malta) 7/11/2014 1558 Wind gust maximum 153.7 km h−1

Gharb (Malta) 7/11/2014 1604 MSLP minimum 988.7 hPa

Bugibba (Malta) 7/11/2014 1613 MSLP minimum 978.6 hPa

Malta airport 7/11/2014 1615 Wind gust maximum 103.7 km h−1

Malta airport 7/11/2014 1634 MSLP minimum 984 hPa

Cozzo Spadaro 7/11/2014 2100 MSLP minimum 994.2 hPa

Catania (Sigonella airport) 8/11/2014 0300 MSLP minimum 998.3 hPa

Sortino 8/11/2014 0721 MSLP minimum 995.8 hPa

Sortino 8/11/2014 0721 Wind gust maximum 90.1 km h−1

Cozzo Spadaro 8/11/2014 0800 MSLP minimum 996.2 hPa

Table D.1: Values measured by weather stations displayed in chronological order.

d.5 references for the employed parametrization schemes

Table D.2 contains all the relevant references for the parametrization
schemes used in the model. See Tab. 6.1 for further details.

http://www.wunderground.com
https://www.maltairport.com/weather/radar-images/
https://www.maltairport.com/weather/radar-images/
http://www.protezionecivile.gov.it/jcms/it/mappa_radar.wp
http://www.protezionecivile.gov.it/jcms/it/mappa_radar.wp
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Name References

RRTM Clough et al. (2005)

Single-Moment 3-cat ice Microphysics Doms et al. (2011)

Mass-Flux shallow/deep Bechtold et al. (2008)

All-or-nothing scheme
Sommeria and Deardorff (1977)

Diagnostic PDF

2-D Prognostic Turbulent Kinetic Energy (TKE) Raschendorfer (2001)

3-D Smagorinsky Dipankar et al. (2015)

Lott & Miller Lott and Miller (1997)

Wave dissipation at critical level Orr et al. (2010)

Tiled TERRA+FLAKE Schrodin and Heise (2002)

Table D.2: List of the references for the parametrizations listed in Table 6.1.
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