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ABSTRACT

The Arctic is warming faster than the rest of the Earth, leading to
changes in all components of arctic landscapes. Water bodies are
one such component, and arctic landscapes abound in water bodies.
Among them, ponds are the most numerous water-body type and are
especially sensitive to warming. The future of ponds impacts the land-
scape carbon balance because ponds, like lakes, are carbon sources in a
landscape that has acted as a carbon sink for millennia. Notably, water
bodies emit methane, with ponds emitting more methane per unit area
than larger lakes. However, our understanding of the landscape-scale
impact of ponds under current and future climate is lacking. In this
dissertation, I identify drivers of spatial variability in pond methane
concentrations and estimate the landscape impact of ponds under the
current climate and different warming scenarios. I study ponds in the
polygonal tundra of the Lena River Delta in Northeast Siberia, which
is characterized by a high density of ponds.

I show that geomorphology is one of the most important drivers of
methane concentrations. The three distinct pond types of the polygonal
tundra (ice-wedge, polygonal-center, and merged polygonal ponds)
each have different secondary drivers. These drivers, such as bot-
tom temperature and water depth, directly connect with the geomor-
phology of the pond types. Water depth is an important driver as it
limits the overgrown fraction of the pond. The more of the pond is
overgrown, the better is the substrate quality and the higher are the
methane concentrations.

Comparing eddy covariance measurements from the tundra and a
merged polygonal pond reveals that the pond is a carbon source. In
contrast, the tundra is a carbon dioxide sink during the growing season.
I show that the landscape uptake of carbon dioxide is overestimated
by 11% when neglecting ponds. Methane is highly variable, and one
of the measured shores emits significantly more methane than the
other landcover types, likely due to seep ebullition. However, methane
emissions from open water and from the tundra are of comparable
magnitude. Thus, the main landscape-scale impact of pond methane
is caused by one local hot spot of emissions.

I estimate an increase in pond methane emissions of 1.08 g CHy
year—! °C~! per square meter of pond area by employing the novel
model MeEP (Methane Emissions from Ponds). This rate translates into
an increase of emissions by 180 % if mean annual temperatures rise by
5 °C from present values. Using a historical simulation and simulations
with 2.5°C, 5.0°C, and 7.5°C higher annual mean temperatures, I
show that most of this emission increase is induced by higher substrate



availability due to elevated vascular-plant productivity under elevated
temperatures.

This thesis highlights the importance of polygonal-tundra ponds
as carbon sources on the landscape scale. Methane concentrations
differ between pond types, and emissions can vary strongly within
one pond, especially between the overgrown and open-water areas
of a pond. Vascular plants strengthen methanogenesis by improving
substrate quality and increasingly do so under warming. Thus, the
overgrown fraction of ponds might be an effective proxy for large-
scale pond methane emissions, and I demonstrate that plant-mediated
fluxes contribute most to the pond emissions on the landscape scale.
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ZUSAMMENFASSUNG

Die Arktis erwdrmt sich schneller als der Rest der Erde, was zu
Verdanderungen in allen Komponenten arktischer Landschaften fiihrt.
Binnengewdésser sind eine solche Komponente, und arktische Land-
schaften sind reich an Binnengewéssern. Unter ihnen sind Tiimpel
der zahlenmifig haufigste Gewdssertyp und einer, der besonders
empfindlich auf die Erwdrmung reagiert. Die Zukunft der Tiimpel
hat Auswirkungen auf die Kohlenstoffbilanz der Landschaft, denn
Tiimpel wie Seen sind Kohlenstoffquellen in einer Landschaft, die seit
Jahrtausenden eine Kohlenstoffsenke ist.

Alle Binnengewdsser emittieren Methan, aber Tiimpel emittieren
mehr Methan pro Fldcheneinheit als die grofleren Seen. Wir wissen
jedoch nicht, wie sich die Methanemissionen von Tiimpeln unter jetzi-
gen und zukiinftigen klimatischen Bedingungen auf die Kohlenstoffbi-
lanz der Landschaft auswirken. In dieser Dissertation identifiziere ich
die Faktoren, die fiir die rdumliche Variabilitit von Methankonzentra-
tionen in Tiimpeln verantwortlich sind, und ich schitze den Einfluss
von Tiimpeln auf die Kohlenstoffbilanz der Landschaft unter dem
jetzigen Klima und in verschiedenen Erwdrmungsszenarien ab. Ich
untersuche Tiimpel in der polygonalen Tundra des Lena-Flussdeltas
in Nordostsibirien. Die polygonale Tundra zeichnet sich durch eine
hohe Dichte an Tiimpeln aus.

Ich zeige, dass die Geomorphologie einer der wichtigsten Treiber der
Methankonzentration in Tiimpeln ist. Die drei verschiedenen Tiimpel-
typen der polygonalen Tundra (Eiskeiltiimpel, polygonmittige Tiimpel
und verbundene polygonale Tiimpel) haben jeweils unterschiedliche
sekundére Treiber. Diese Treiber, wie die Bodentemperatur oder die
Wassertiefe, stehen in direktem Zusammenhang mit der Geomorpho-
logie der Tiimpeltypen. Die Wassertiefe ist ein wichtiger Faktor, da sie
den bewachsenen Anteil des Tiimpels begrenzt. Je mehr Flache des
Tiimpels bewachsen ist, desto besser ist die Substratqualitdt und desto
hoher sind die Methankonzentrationen.

Der Vergleich von Eddy-Kovarianz-Messungen der Tundra und ei-
nes verbundenen polygonalen Tiimpels zeigt, dass der Tiimpel eine
Kohlenstoffquelle ist. Im Gegensatz dazu ist die Tundra wihrend der
Wachstumsperiode eine Kohlenstoffdioxidsenke. Ich zeige, dass die
Aufnahme von Kohlenstoffdioxid durch die Landschaft um 11% tiber-
schitzt wird, wenn Tiimpel vernachlissigt werden. Methanemissionen
sind sehr variabel, und eines der gemessenen Ufer emittiert deutlich
mehr Methan als die anderen Landschaftstypen, was wahrscheinlich
auf einen kontinuierlichen Austritt von Methanblasen zurtickzufiihren
ist. Die Methanemissionen aus offenen Gewédssern und aus der Tundra
sind dhnlich hoch im Gegensatz zu den Uferemissionen. Methan aus
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Tiimpeln wirkt sich also hauptsdchlich durch lokale Emissionshotspots
auf die Kohlenstoffbilanz der Landschaft aus.

Ich berechne einen Anstieg der Tiimpelmethanemissionen um 1.08
g CHy Jahr—'°C~! pro Quadratmeter Tiimpelflache mit dem neuen
Modell MeEP (Methanemissionen aus Tiimpeln). Diese Rate entspricht
einem Anstieg der Emissionen um 180 %, wenn die mittleren Jahres-
temperaturen gegeniiber den heutigen Werten um 5 °C steigen. An-
hand einer historischen Simulation und von Simulationen mit 2.5 °C,
5.0°C, und 7.5 °C hoheren Jahresmitteltemperaturen zeige ich, dass
eine hohere Substratverfiigbarkeit aufgrund angestiegener Produkti-
vitdt von Gefafspflanzen bei hoheren Temperaturen den grofsten Teil
dieses Emissionsanstiegs verursacht.

Diese Arbeit unterstreicht die Bedeutung von Tiimpeln in der po-
lygonalen Tundra als Kohlenstoffquellen auf der Landschaftsebene.
Die Methankonzentrationen unterscheiden sich je nach Tiimpeltyp,
und die Emissionen konnen innerhalb eines Tiimpels stark variieren,
insbesondere zwischen den bewachsenen und den offenen Wasserbe-
reichen eines Tiimpels. Gefafspflanzen verstirken die Methanogenese,
indem sie die Substratqualitdt verbessern, und tun dies zunehmend
bei Erwarmung. Daher konnte der bewachsene Anteil von Ttimpeln
ein effektiver Indikator fiir Methanemissionen aus Tiimpeln auf grofle-
ren rdumlichen Skalen sein. Ich zeige, dass pflanzenvermittelte Fliisse
den grofiten Anteil an Tiimpelemissionen auf der Landschaftsebene
haben.
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UNIFYING ESSAY






INTRODUCTION

Pond

noun, countable
an area of water smaller than a lake, often artificially made

— Cambridge Dictionary*

1.1 WHAT IS A POND?

What is a pond? The answer to this question seems to be very straight-
forward. We can probably immediately agree that a pond is like a
lake, just smaller. Correspondingly, many studies use size limits to
differentiate ponds from lakes (Labrecque et al., 2009; Muster et al.,
2017, among others). Yet, the maximum pond sizes differ by orders of
magnitude between studies, ranging from 500 m? (Polishchuk et al.,
2018) to 8- 10* m? (Ramsar Convention Secretariat, 2016). However,
the areal extent is not the only property of a pond.

A very descriptive definition of ponds is imposing that ponds are
water bodies too shallow to sustain fish (Rautio et al., 2011). The sizes
and shapes of water bodies fulfilling this requirement depend on local
climatic conditions, which brings us to our study region.

We concentrate on an arctic permafrost landscape in this work.
Ponds are the most common water-body type in the Arctic in terms of
numbers (Downing et al., 2006; Polishchuk et al., 2018; Muster et al.,
2019). In arctic lowlands, as much as 17 % of the landscape is covered
by water bodies (Muster et al., 2017), and ponds cover roughly the
same area as lakes in our study area (Muster et al., 2012; Beckebanze et
al., 2021a). Shallow water bodies regularly freeze completely in winter
in high latitudes. Maximum ice thickness reaches values between
two (Arp et al., 2012; Surdu et al., 2014) and five meters (Pienitz et
al., 2008). Hence, a water depth of two meters is another possible
threshold to differentiate between (arctic) ponds and lakes (Lim et
al., 2001). Then, per definition, ponds regularly freeze to the bottom
in winter. A complete freeze through has not only implications for
fish, but also for the sediment. Water bodies that retain an unfrozen
layer of water throughout the year also preserve a layer of unfrozen
sediment (talik). These layers can be more than 50 m deep (Ling and
Zhang, 2003) and sustain biological productivity throughout the year.
Consequently, arctic water bodies” physical, chemical, and biological
properties differ substantially depending on their depths.

https://dictionary.cambridge.org/dictionary/english/pond, last accessed:
23.12.2021

Is area enough to
define ponds?

Can ponds sustain

fish?

Arctic ponds freeze
through in winter.
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We define ponds
using area and depth.

Ponds are better
mixed than lakes.

What is the
large-scale impact of
ponds?

Where does
methanogenesis
occur?

INTRODUCTION

To account for the freeze through, I define ponds based on both
area and depths. In our study region, water bodies can have a large
area but still be very shallow, so I choose a generous threshold for
pond area of 8 - 10* m? (Ramsar Convention Secretariat, 2016). At the
same time, I demand that the average pond depth does not exceed
two meters and thereby exclude water bodies with talik formation.

1.2 WHY ARE PONDS RELEVANT?

Let us explore another consequence of the differing depths of lakes
and ponds. Ponds and lakes are mostly heated from the top, leading
to stratification, especially during summer (Boehrer and Schultze,
2008; Kraemer et al., 2015). Wind shear and cooling of water enhance
the mixing of water bodies (Pernica et al., 2014) partly reversing
the stratification. The resulting typical thermal profile of lakes in
summer is usually divided into two parts: The upper part of the
lake, the epilimnion, is continuously mixed and shows, if any, only
very weak temperature gradients. The lower part, the hypolimnion, is
stably stratified, so the oxygen supply is limited. The frequency of a
complete mixing, often called turnover, depends on climatic conditions
and water depths. Some water bodies turn over daily, some once
or twice a year, or only once every few years. Some always stay at
least partly stratified (Lewis, 1983). The frequency of the turnover has
strong implications for the biological processes in the lake, flushing
out accumulated dissolved substances and gases, such as methane
(Vachon et al., 2019), and raising oxygen concentrations (Lehmann
et al., 2015). The shallow depth of ponds enhances mixing, especially
convective mixing (Read et al., 2012), and thus expedites diffusive
fluxes from the sediment to the atmosphere.

One gas transported from the bottom of water bodies to the atmo-
sphere is methane. On a pan-Arctic scale, estimates of water-body
methane emissions range from 13.8 Tg CHy yr—! to 17.7 Tg CHy4 yr—!
(Tan and Zhuang, 2015; Wik et al., 2016; Matthews et al., 2020). That is
about 5 % of the annual antropogenic methane emissions in the years
2000 — 2017 (272 - 394 Tg CHy4 yr*1 , Saunois et al., 2020). The water-
body methane estimates include both lakes and ponds. Holgerson and
Raymond (2016) estimated that globally ponds contribute over 40 %
of total diffusive water-body methane emissions. Methane emissions
tend to be higher the smaller the water body (Bastviken et al., 2004;
Juutinen et al., 2009; Downing, 2010; Kuhn et al., 2021) partly due to
more efficient mixing in shallow water bodies (Holgerson and Ray-
mond, 2016). Thus, per unit area, ponds are more potent emitters than
lakes.

The high methane emissions from ponds can also be due to higher
rates of methanogenesis®>. Methane is mostly produced in anoxic
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1.3 KNOWN METHANE VARIABILITY IN PONDS

bottom waters and in the top sediment of lakes and ponds during
the decomposition of organic material (Conrad, 1999; Hedderich and
Whitman, 2006; Borrel et al., 2011). It is still debated whether methane
is additionally produced in the oxic part of the water column (Bogard
et al., 2014; Donis et al., 2017; Peeters et al., 2019) or if much of the
methane in the epilimnion is produced in the sediments of the littoral?
zone (Encinas Fernandez et al., 2016). However, oxic production is,
should it exist, more important in large water bodies than in ponds
(Glinthel et al., 2020). Since I focus on ponds, I concentrate on benthic*
methanogenesis.

Methane produced in the sediment escapes to the atmosphere
through one of three mechanisms during the open-water season, first,
by the diffusion mentioned above, second, through gas-filled pore
spaces in plants (plant-mediated transport), or, third, by bubbling
up (ebullition) (Bastviken et al., 2004; Knoblauch et al., 2015, among
others). Lastly, methane accumulates under the ice in winter and is
abruptly released when the ice opens up in the spring. Estimates
of the contribution of this spring flush to the annual water-body
methane emissions range from 15 % to more than 50 % (Wik et al.,
2016; Matthews et al., 2020; Préskienis et al., 2021). Ebullition trans-
ports three to four times more methane from arctic water bodies to
the atmosphere than diffusion (Wik et al., 2016; Préskienis et al., 2021)
during the open-water season. Hardly any study estimates the water-
body scale contribution of plant-mediated transport. Juutinen et al.
(2003) assessed that emissions from the littoral, overgrown zone of
boreal lakes are responsible for 66 — 77 % of total emissions while
only making up 8 — 25 % of the lake area. Andresen et al. (2016) fo-
cused on an arctic landscape and found that plant-mediated fluxes
contribute up to two-thirds of the overall tundra methane emissions
even though these fluxes originate in as little as five percent of the
area. Thus, ponds are a highly relevant landscape component in the
carbon balance. However, since individual ponds are small, they often
get neglected in landscape carbon budgets.

1.3 KNOWN METHANE VARIABILITY IN PONDS

Methane emissions are difficult to upscale because of a high spatial
and temporal variability. I already introduced the spring flush, which
leads to a pronounced seasonal signal. On the daily scale, fluxes are
driven by dynamics in the epilimnion depth (Laurion et al., 2009).
Another control on methane concentrations and diffusive emissions
is oxygen availability, which fuels methane oxidation in the water
column (Osudar et al., 2016; Martinez-Cruz et al., 2015). The rate of
methanogenesis, which is another strong control of methane dynamics,

3 near the shore
4 at the bottom of the pond

Methane is emitted
through different
processes.

Temporal variability
of methane emissions

Controls on methane
dynamics



Pond methane
emissions have
different drivers in
different regions.

Polygonal tundra
forms through freeze
and thaw processes.

There are three
ponds types in the
polygonal tundra.

INTRODUCTION

depends on substrate and nutrient availability (Juutinen et al., 2009;
Jong et al., 2018). Temperature impacts methanogenesis, methanotro-
phy?, and diffusive processes and is thus another important driver of
methane dynamics (Yvon-Durocher et al., 2014).

On the spatial scale, location and local climate strongly impact
methane emissions (Sepulveda-Jauregui et al., 2015; Sabrekov et al.,
2017). Regional differences explain part of the large spatial variability
of methane concentrations in those studies which aggregate pond con-
centrations over large areas, for example the West Siberian Lowlands
(Polishchuk et al., 2018) or Finland (Juutinen et al., 2009). These two
studies report an overarching dependence of methane concentrations
and emissions on water-body size despite covering different regions.
This dependence, however, has not been observed by Zabelina et al.
(2020) underlining the need for further studies on spatial variability.
To summarize, methane emissions depend on various environmental,
meteorological, and climatic variables and differ substantially between
regions.

1.4 WHAT IS THE POLYGONAL TUNDRA?

The ice-wedge polygonal tundra is a landscape type that typically
features a high pond density. It thus offers itself for studies of spatial
methane variability in ponds (Fig. 1.1(a)). This landscape type with
the characteristic patterned ground is common where the arctic to-
pography is flat and annual mean air temperatures are below —6°C
(Jorgenson et al., 2015). Polygonal tundra covers roughly 3 % of the
landmasses in the Arctic (Minke et al., 2007). It forms because tem-
peratures drop far below freezing in winter; consequently, the soil
contracts and tension cracks open up. These cracks fill with meltwater
in the spring before the soil can expand again. If this process repeat-
edly occurs, ice wedges eventually form just below the active layer
(Jorgenson et al., 2015). The cracks often occur in shapes that resemble
polygons (Cresto Aleina et al., 2013) and the formation of the ice
wedges leads to movement of material from the center of the polygon
to the edges resulting in dry rims on top of the ice wedges and moist
centers in the middle of the polygons (Minayeva et al., 2016).

1.4.1 PONDS IN THE POLYGONAL TUNDRA

The frozen soil strongly diminishes sub-surface runoff, and local
melting can lead to ground subsidence. If the soil subsides sufficiently,
the water table rises above the ground. Depending on where the
ground subsides, one of three distinct pond types establishes (Fig. 1.2).
If the middle part of a polygon subsides, in between the ice wedges, a
nearly circular pond develops with a flat bottom. We call these ponds

5 microbial consumption of methane



Figure 1.1

1.4 WHAT IS THE POLYGONAL TUNDRA?

Each panel shows different ponds on Samoylov Island. In addi-
tion, patterned ground is visible in the foreground of (a). The
cracks reveal the location of ice wedges. In the background, we
see two polygonal-center ponds with intact rims. The ice-wedge
pond in (b) has the typical elongated shape, while the polygonal-
center pond in (c) is more circular. In (c), we also see the author
of this work for scale and the research station of Samoylov Island
in the background. All photos were taken on Samoylov Island in
July or August of 2019. The photos (a) and (b) were taken by the
author, and (c) by Anna Zaplavnova during joint fieldwork.
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Figure 1.2: Schematic of the different pond types in the polygonal tundra.
Ice-wedge ponds form along the edges of polygons on top of ice
wedges, have a frozen bottom, and often have an elongated shape
and a steep slope. Polygonal-center ponds form in between ice
wedges, in the center of the polygons. They tend to be nearly
circular. If several polygons subside, merged polygonal ponds
form. These ponds are the largest pond type of the three.

polygonal-center ponds (Fig. 1.1(a) & (c)). If the ice wedge itself degrades,
a water-filled trough forms on top. These ponds are often elongated,
and the remainder of the ice wedge constitutes part of the pond bottom
leading to cold bottom temperatures. These ponds are labelled ice-
wedge ponds (Fig 1.1(b)). Finally, sometimes several polygons subside,
leading to comparably large submerged areas, though the polygonal
structure is often visible at the pond edge and bottom. We label these
ponds merged polygonal ponds.

The specific geomorphology of each pond type also has a large
impact on the spatial variability of pond methane dynamics (Negandhi
et al., 2013; Bouchard et al., 2015; Préskienis et al., 2021). However,
polygonal-tundra ponds have been studied more extensively on the
North American continent than in Eurasia, where our study site lies.

1.5 THE LENA RIVER DELTA AND SAMOYLOV ISLAND

I study the three pond types in the Lena River Delta in Northeast
Siberia (Fig. 1.3 (a) & (b)). With an annual mean temperature of less
than —12°C, the temperature condition for ice-wedge formation is
more than met in this area of continuous permafrost. The sediments
in the delta accumulated over the last ten thousands of years, and the
delta can be divided into three terraces® depending on the age, origin
and composition of the sediment (Fig. 1.3(b), Schwamborn et al., 2002).
The polygonal structures are most pronounced on the delta’s first,
youngest river terrace. This terrace formed during the Holocene due
to fluvial” deposition (Schwamborn et al., 2002; Schneider et al., 2009;

6 A river terrace is a flat area that used to be on the same level as the river but now has
a higher elevation than the river. Many floodplains eventually turn into river terraces
when they are not regularly flooded anymore.

7 by the river



1.5 THE LENA RIVER DELTA AND SAMOYLOV ISLAND
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Figure 1.3: Overview of my study area. The map in (a) illustrates the distri-
bution of pan-Arctic permafrost adapted from Ahlenius (2016).
The Lena River Delta, situated within the continuous permafrost
zone, is marked by a circle. In panel (b) we see a close-up of Lena
River Delta adapted from Schneider et al. (2009). The three river
terraces of the delta are depicted in gray shades. A circle marks
the location of Samoylov Island. The map of Samoylov Island
in (c) includes a classification of all ponds on the river terrace
(eastern part of the island) based on the landcover classification
in appendix B.

Muster et al., 2012) and among the three terraces of the Lena River
Delta, the first is the wettest and contains most of the small water
bodies. The second terrace features the least ponds and is thus not of
interest for this work. The third terrace is the oldest, its origin dating
back to the Pleistocene, and comprises sandy deposits overlain by an
ice complex. Much of the ice complex is in turn overlain by Holocene
deposits (Schwamborn et al., 2002; Wetterich et al., 2008). Part of the
third terrace also exhibits weak polygonal structures and, in some
parts, a high pond density, though less so than the first terrace. Besides
the three terraces, the delta includes floodplains regularly overflown
by the river.

Samoylov Island, my study site, is split into two parts: The smaller
western part is a floodplain covering about 2 km?. In contrast, the
eastern part (about 3 km?) belongs to the first river terrace with a

Samoylov Island is
divided into a river
terrace and a
floodplain.
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partly degraded polygonal tundra and numerous ponds (Fig. 1.3 (c)).
The island lies in the southern part of the delta at 72° 22" N and 126 °
30" E (Fig. 1.3 (b)) and hosts a research station. This work follows
in the footsteps of more than twenty years of research on Samoylov
Island, which is subject to long-term observations of the permafrost,
meteorological conditions (Boike et al., 2019), and greenhouse-gas
fluxes, like carbon dioxide (Holl et al., 2019b).

1.6 OPEN QUESTIONS ON PONDS AND METHANE

This thesis explores methane dynamics in ponds of the Lena River
Delta from various angles. First, I focus on the dissolved methane
concentration in the surface waters of ponds since the variability of
methane emissions and concentrations is larger in ponds than in
lakes (Juutinen et al., 2009; Laurion et al., 2009; Sepulveda-Jauregui
et al., 2015; Holgerson and Raymond, 2016). The causes of this high
variability are not fully constrained, leading to our first research
question:

WHAT DRIVES THE SPATIAL VARIABILITY OF METHANE CONCEN-
TRATION IN POLYGONAL-TUNDRA PONDS?

I investigate the role of the ponds as a landscape source of carbon.
As mentioned above, only a few studies directly compare carbon
fluxes from ponds with carbon fluxes from the surrounding landscape.
Jammet et al. (2017) found that lakes act as carbon sources within a
subarctic fen, which is otherwise a carbon sink. Comparable measure-
ment studies do not exist for tundra landscapes, which, as we have
seen, tend to be rich in ponds. Thus, our second research question is:

WHAT IS THE IMPACT OF POLYGONAL-TUNDRA PONDS ON THE
LANDSCAPE CARBON BUDGET?

Lastly, climate change is hard to ignore when researching the Arctic
since high latitudes are warming at an above-average rate (Chap-
man and Walsh, 1993; Bekryaev et al., 2010; Serreze and Barry, 2011).
Warmer temperatures alter many components of the local system,
which in turn modify methane emissions. For example, vegetation
may green or brown (Villarreal et al., 2012; Winkler et al., 2021) lead-
ing to lower of higher methane emissions. Ponds may form or vanish
due to hydrological changes (Christensen et al., 2004; Bring et al.,
2016). Higher temperatures and longer open-water seasons are ex-
pected to raise pond methane emissions (Zhu et al., 2020). To sum
up, many of the individual drivers of changes in methane emissions
under warming are known. However, the combined effect of these
direct and mediated impacts on methane emissions from ponds are
under-explored. So, I ask:
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HOW DO METHANE EMISSIONS FROM POLYGONAL-TUNDRA PONDS 3”’] research question

CHANGE UNDER WARMING?

While I address the first two questions using measurements, I ex-
ploit simulations from a dedicated pond model for the last research

question.






DRIVERS OF SPATIAL VARIABILITY

2.1 CONNECTING METHANE CONCENTRATIONS AND EMISSIONS

Ponds emit methane, and emissions are fluxes; they have a spatial
and temporal dependency, making them a bit more of a headache to
measure than state variables, such as, for example, air temperature.
There is a range of techniques to measure greenhouse-gas fluxes, and
I will explore one sophisticated, though stationary, method in the
next chapter. Firstly, however, we are more interested in spatial than
temporal variability. To assess spatial variability, we need to measure
various ponds in a short amount of time to minimize the impact
of seasonal variability. The most reasonable approach is to measure
methane concentrations instead of emissions. The diffusive fluxes and
the methane concentrations in the surface water of a pond are tightly
connected. The diffusive flux across the water-air interface Fg; (e.g.
mol m~2 s~ ') is commonly expressed based on Fick’s law of diffusion
(Fick, 1855) via

Faitr = k(Caq - Ceq)~ (2-1)

This equation is commonly called the turbulent boundary layer equa-
tion (TBL equation). Ceq (e.g. mol m—3) is the methane concentration
if the water body were in equilibrium with atmospheric methane con-
centrations. The equilibrium depends on the solubility of a specific
gas and on temperature (Sander, 2015). Cyq (e.g. mol m3) is the ac-
tual (measured) water methane concentration. Finally, k (e.g. m s~ 1),
the diffusion coefficient or piston velocity, summarizes all the diffi-
cult physics of diffusion in a rate parameter. While determining the
concentrations is straight-forward, estimating k ideally encompasses
time-intensive water-body specific measurements (Cole and Caraco,
1998; Wanninkhof, 1992; Matthews et al., 2003). Alternatively, we could
deploy a parameterization. However, a simple, wind-based parameter-
ization introduces considerable uncertainty, especially for small water
bodies and low wind speeds (Cole et al., 2010; MacIntyre et al., 2010).
Since I focus on small water bodies, a reasonable parameterization
of k requires information on convective turbulence (MacIntyre et al.,
2010; Read et al., 2012; Heiskanen et al., 2014). We need information
on heat fluxes, which are again less straightforward to measure than
methane concentrations.

In this study of spatial variability, I opted for investigating methane
concentrations directly rather than translating them into emissions
to avoid the uncertainty introduced by parameterizing k. However,
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DRIVERS OF SPATIAL VARIABILITY

to account for the processes relevant for connecting emissions and
concentrations, I measure variables that act as proxies for the mixing
strength, such as the wind speed and pond bottom temperatures
Compared to surface—layer temperatures. To summarize, I investigate
the spatial variability of methane concentration as a proxy for spatial
variability of diffusive methane emissions. We note that methane
concentrations can only give limited insight into the magnitude of
ebullition or plant-mediated fluxes. However, I expect general trends
of higher and lower emissions in specific ponds to be consistent
over methane emission pathways. The complete study is available in
appendix A.

2.2 MEASUREMENTS

To grasp the spatial variability of methane concentrations in Lena
River Delta ponds, I sampled 41 ponds in the summer of 2019 with
assistance from Anna Zaplavnova, a Master’s student at the University
of Novosibirsk. The sampled ponds are divided nearly equally among
the pond types; we sampled 15 polygonal-center ponds, 13 ice-wedge
ponds, and 14 merged polygonal ponds. Most of these ponds are
on Samoylov Island, but eleven were sampled on the southern tip
of Kurungakh island, where the first and the third terrace are close
to each other. We included six ponds from the third terrace and
five ponds from the first terrace on Kurungakh island (Fig. A.2). We
measured on 22 days between mid-July and the end of August. This
period falls well within the growing season, which usually lasts from
mid-June to mid-September (Kutzbach et al., 2007). Measurements
were always taken at a similar time (mid-day to afternoon). Each time
we examined a pond, we took water samples at several points in the
pond, both from the surface water and from the water column, to
determine the methane concentration (section A.2.2). In addition, we
measured the dissolved oxygen concentration, the water temperature
(both near the surface and at the bottom of the pond), the thaw depths
under the pond, the water depths, and the organic content of the
pond sediment near the shore. We combined this data with stationary
meteorological measurements of incoming short-wave radiation and
wind speed (section A.2.3). Last but not least, we used information on
the pond area, as well as the fraction of each pond covered by moss
and vascular plants' (section A.2.4) using an orthophoto map of both
islands, which was taken in 2016 (Kartoziia, 2019).

2.3 EACH POND TYPE HAS UNIQUE DRIVERS

I find that all pond types are super saturated in methane with highest

1 All plants which have tissues transporting water, nutrients and minerals are vascular

plants.
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Figure 2.1: Kendall-Tau correlation index of different variables with surface
methane concentrations in (a) ice-wedge ponds, (b) polygonal-
center ponds, (c) merged polygonal ponds. Significant correlations
(p < 0.05) are marked by a white cross. Number of measurements
per pond type (n) is indicated at the top of each column. The
white tile is due to missing data.

median concentrations of 2.4 umol L~ (25 - 75 percentile: 0.9-7.1
umol L~ 1) in ice-wedge ponds. Polygonal-center ponds have concen-
trations of 0.6 umol L™! (25 - 75" percentile: 0.4-1.5 umol L~") which
are comparable to the concentrations in merged polygonal ponds of
0.7 umol L™ (25 - 75t percentile: 0.5-1.2 umol L~"). Polygonal-center
ponds have a slightly higher variability. While two of the pond types
have similar concentrations, I find that each pond type has a distinct
set of controls on surface-water methane concentrations.

To get a first idea of the drivers, I correlate all additional variables
we collected with the surface-water methane concentrations. I use the
Kendall-Tau correlation, which does not assume a linear relationship
between the two considered variables (Knight, 1966, or section A.2.5).
I find that each pond type correlates significantly with a different set
of variables and that the main processes governing surface methane
concentrations are unique between pond types.

2.3.1 ICE-WEDGE PONDS

Surface methane concentrations in ice-wedge ponds only significantly
correlate with bottom methane concentrations; this correlation is es-

15

Each pond type has a
different set of
dominant drivers.

Ice-wedge ponds are
often stratified.



16

Larger ice-wedge
ponds are more
degraded.

Water depths is an
important predictor
in polygonal-center

ponds.

Methane
concentrations in
polygonal-center

ponds are limited by
substrate quality.

DRIVERS OF SPATIAL VARIABILITY

pecially strong for higher wind speeds (Kendall-tau correlation be-
tween bottom and surface methane concentrations for all wind speeds:
p < 0.05, for wind >4 m s~ :p < 0.01). At lower wind speeds, the
surface methane concentrations are also lower. This pattern is due to
stratification: Ice-wedge ponds have lower bottom temperatures than
the other two pond types (5.9(2.5) °C versus 9.5(2.2) °C (mean with
standard deviation)). This lower temperature leads to a more stable
stratification in ice-wedge ponds than in other pond types (Préskienis
et al., 2021). When the wind is strong enough, methane accumulated
in the hypolimnion is mixed towards the pond surface. Thus, both
bottom and surface methane concentrations depend strongly on wind
speed.

Apart from the correlation with wind speed, bottom methane con-
centrations correlate with pond area. In ice-wedge ponds, the pond
area plays a special role. When polygonal landscapes degrade, this
degradation usually leads to an increased formation of ice-wedge
ponds. Thus, leaching of dissolved organic materials is more common
in ice-wedge than in other ponds (Negandhi et al., 2014). The larger
an ice-wedge pond, the more advanced is the degradation (Liljedahl
et al., 2016), and leaching of freshly thawing labile carbon becomes
more unlikely again (Koch et al., 2018). In addition, the larger the
pond, the more efficient is the wind-based mixing (Bastviken et al.,
2004; Read et al., 2012).

Suppose I use a pond area, wind speed, and bottom concentrations
in a multiple linear regression to predict surface methane concentra-
tions. In that case, I can explain more than half of the variability of
surface methane concentrations (predictive®> R? = 0.6).

2.3.2 POLYGONAL-CENTER PONDS

Instead of area, water depth is a more important predictor in polygonal-
center ponds (Fig. 2.1), in line with Juutinen et al. (2009) who also
identified water depth as a more important predictor of methane
emissions than area. Interestingly, water depth does not strongly cor-
relate with pond area for this pond type (p = 0.3). In shallower ponds,
methane has to bridge a shorter distance from the sediment to the
atmosphere, and the well-mixed epilimnion makes up a larger fraction
of the water column.

In addition to water depth, the amount of organic carbon in the top
sediment has a significant correlation with surface methane concen-
trations; both of these variables have, in turn, a significant correlation
with the overgrown fraction of the pond (p < 0.05). The shallower the
pond, the larger is the fraction of the pond shallow enough for vascular

the predictive R> measures how well the regression model predicts values which
were not used to construct the model. See section A.2.5



2.4 OVERARCHING PATTERNS

plants. Apart from enabling plant-mediated transport, macrophytes3
improve substrate availability and elevate the organic content in the
sediment (Joabsson and Christensen, 2002; Strom et al., 2003) fueling
methanogenesis. Using the first principal component of these three
variables as input for a linear regression on the surface concentrations
yields a predictive R? of 0.6.

2.3.3 MERGED POLYGONAL PONDS

Among the three pond types, merged polygonal ponds correlate signif-
icantly with the largest number of environmental variables (Fig. 2.1).
The significant variables can be divided into two groups. Incoming
short-wave radiation in the last six hours, water (surface) temperature,
and pond area (as a proxy for wind fetch and water depths) correlate
negatively with surface methane concentrations, similar to results in a
study by Burger et al. (2016). The process I consider to be driving this
correlation is stratification. Since merged polygonal ponds are deeper
than the other pond types, the sunlight warms only the upper layer of
the pond and inhibits the mixing of surface and bottom waters. Thus,
methane produced in the sediment is trapped in the hypolimnion.

The second group of variables encompasses the organic content
in the top sediment, the overgrown fraction, and, as the first group,
area. These variables constrain substrate availability for methanogen-
esis. The fact that they correlate significantly with surface methane
concentrations indicates that merged polygonal ponds are driven by
substrate quality analogous to polygonal ponds and tundra soils in
our study area (Wagner et al., 2003). I combine variables from both
groups by using (a) incoming short-wave radiation and dissolved
oxygen as proxies for stratification, (b) the overgrown fraction and
organic content for substrate quality, and pond area, which is relevant
for both processes. These variables’ first two principal components
result in a predictive R? of 0.6 in a multiple linear regression of surface
methane concentrations.

2.4 OVERARCHING PATTERNS

We find that the intensity of mixing impacts surface methane con-
centrations substantially. While stratification is highly dependent on
meteorological conditions, like incoming radiation or wind speed,
some ponds promote stratification more than others. We determine
that ice-wedge ponds and large merged polygonal ponds are predis-
posed to stratification (Negandhi et al., 2014; Préskienis et al., 2021).
In both polygonal-center and merged polygonal ponds, we observe
a dependence of surface methane concentrations on substrate quality
(Jong et al., 2018), depicted by the organic content in the top sediment

3 Aquatic plants visible to the naked eye
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and the overgrown fraction. We assume that smaller ice-wedge ponds
exhibit higher concentrations due to a more pronounced input of
allochthonous#* substrate, another form of substrate dependence. We
conclude that substrate quality is closely linked to the abundance of
vascular plants in polygonal tundra ponds. The higher the macrophyte
cover, the higher is the rate of methanogenesis. This conclusion is
supported by previous findings that ponds emit mostly contemporary
carbon (Bouchard et al., 2015).

Though surface methane concentrations only directly relate to dif-
fusive fluxes, substrate limitation impacts all transport mechanisms.
Thus, I conclude that the overgrown fraction of ponds is an important
driver for the rate of methanogenesis (Joabsson and Christensen, 2002;
Kim, 2015). Furthermore, we know that plant-mediated transport is
a very efficient pathway for methane (Knoblauch et al., 2015) further
elevating the role of vegetation for total pond methane emissions.

Since water depth limits vegetation cover and the bathymetry of a
pond depends on the type, geomorphology is an important driver of
surface methane concentrations and emissions (Sepulveda-Jauregui
et al., 2015; Juutinen et al., 2009). Further, the pond type affects stratifi-
cation by controlling water depth, area, and bottom temperature.

The geomorphological features of the three pond types are also
prevalent in polygonal-tundra landscapes other than the one studied
here. Strikingly, the mean surface concentrations we measured are
very similar to concentrations in polygonal-tundra ponds sampled in
the Canadian Arctic (mean with standard deviation in parenthesis:
ice-wedge ponds 4.1(4.7) umol L-1; polygonal-center ponds 1.3(1.7)
umol L-1; Laurion et al., 2009; Negandhi et al., 2013). Though the
results of this study can not be generalized for ponds in all landscapes,
the results might apply to other polygonal-tundra ponds.

4 not originating in the pond



LANDSCAPE IMPACT OF POLYGONAL-TUNDRA
PONDS

While I have emphasized the relevance of ponds as methane sources, I
have hardly focused on the landscape surrounding the ponds. We have
discussed ground heterogeneity and how it governs pond properties
so far. Next, we focus on the magnitude of carbon fluxes from ponds
and compare them to the carbon balance of the tundra surrounding
the ponds to assess the landscape impact of ponds.

3.1 THE CARBON BALANCE OF THE TUNDRA

What do we know about the carbon balance of the tundra? Circum-
polar soils have been a sink of carbon for a long time, storing large
amounts of it. Hugelius et al. (2014) estimated that more than 1300 Pg
of organic carbon are stored in the three uppermost meters of circum-
polar soils, which is about twice the carbon content of the atmosphere.
The polygonal tundra on Samoylov Island is still a stable carbon diox-
ide sink throughout the growing season (Holl et al., 2019b). However,
due to the high water saturation in the soils, the polygonal tundra
is a net source of methane. Similar to the high spatial variability of
methane emissions from ponds, methane emissions from the polygo-
nal tundra as a whole are also highly variable. The geomorphology
drives much of this variability. Even when ponds do not form, the
typical microtopography of the polygonal tundra modulates the water
table, and the water-table height is an important control on tundra
methane emissions (Kutzbach et al., 2004; Sachs et al., 2010): The rims
of polygons are slightly elevated compared to polygonal centers, which
are wetter than the rims and have a higher water-table height. Since
methanogenesis requires anoxic conditions, the methane in the centers
is produced closer to the top of the soil, and less of it is oxidized on its
way to the atmosphere since methanotrophs are more abundant in the
rims than in the centers (Liebner and Wagner, 2007). Hence, polygonal
centers are stronger emitters of methane than the rims.

Besides polygonal centers and rims, ponds add to the spatial het-
erogeneity of the landscape. In a region as rich in water bodies as the
polygonal tundra of Samoylov Island, the question of the landscape
impact of ponds is self-evident.
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Figure 3.1: Photograph of the eddy covariance tower next to a merged polyg-
onal pond. Since the tower was located at the shore of a large
pond, it measured both tundra (westerly wind) and pond (easterly
wind). The photo was taken on 11 July 2019 by the author.

3.2 EDDY COVARIANCE MEASUREMENTS

I mentioned earlier that measuring fluxes is more intricate than mea-
suring state variables. A key component of this chapter is a measure-
ment technique called eddy covariance. I will first give an overview
of the associated assumptions, advantages, and limitations before we
examine the landscape impact of pond carbon emissions. With eddy
covariance measurements, we can observe fluxes at a high temporal
resolution, usually half-hourly fluxes, from the area surrounding the
tower on which the instruments are mounted. By strategically placing
a tower at the shore of a large pond, we can quantify pond and tundra
fluxes and compare them. For the full study, which I conducted in
close cooperation with Lutz Beckebanze, a Ph.D. candidate at the
Universitdt Hamburg, please refer to appendix B.



3.2 EDDY COVARIANCE MEASUREMENTS

3.2.1 HOW DO EDDY COVARIANCE MEASUREMENTS WORK?

With eddy covariance, we quantify turbulent fluxes only. Additional
transport mechanisms like molecular diffusion or advection are not
assessed. However, if turbulence is well developed, the contribution of
molecular diffusion and advection to gas and heat fluxes is negligible.
We measure air properties at a high frequency and a certain height,
usually between 1.5 and 150 m above the ground (Burba, 2013), and
calculate the fluxes from those measurements. Air passes by the in-
struments, and this air consists of little parcels, which we call eddies.
The area where the air parcels most likely last made contact with the
surface is called the footprint. We assess fluxes between this footprint
and the atmosphere with the eddy covariance technique. If we quan-
tify all upwards and downwards moving parcels as well as their gas
concentrations, we can infer the net gas fluxes (F), such as the methane
flux, as

F~pw'c' (3.1)

p is the mean air density during one flux interval. w stands for the
vertical velocity, and c is the gas concentration. Using the apostrophe
indicates that we are only considering the deviations of a variable
around its mean value of each flux interval. The vertical bar signifies
the temporal mean over each flux interval. Thus, it is enough to
measure p with a low temporal resolution. For w and ¢, we need
high-frequency measurements. Nevertheless, if the average value of
one of these two variables is off, we still compute the correct flux.
More detail on eddy covariance fluxes can be found in, for example,
Burba (2013), and in section B.2.3.
Eq. 3.1 is only valid under three main assumptions:

¢ Turbulence is well developed and dominates the gas flux.
¢ The area around the eddy covariance instruments is flat.

* There is no divergence or convergence of air around the instru-
ments.

The advantage of this method is that it does not disturb the surface,
in contrast to, for example, chamber measurements. The disadvantage
is that we average over the entire footprint, which in our case has
a diameter of a few hundred meters, and cannot resolve small-scale
point sources.

3.2.2 EDDY COVARIANCE MEASUREMENTS IN THIS WORK

The instruments to measure p, w, and different gas concentrations ¢
are usually attached to a tower. For this work, I set up a tower at the
western shore of a large merged polygonal pond on the river terrace
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of Samoylov Island. Only large merged polygonal ponds are extensive
enough to fit the scale of the eddy covariance measurements. The tower
recorded the three-dimensional wind speed and gas fluxes of water,
carbon dioxide, and methane at a frequency of 20 Hz (section B.2.2
and Fig. 3.1). The tower operated for about 60 days, from mid-June to
mid-September in the summer of 2019. When the wind blew from the
west, the tower measured mostly tundra fluxes, including some small
polygonal-center ponds. The merged polygonal pond dominated the
measured fluxes when the wind blew from the east. Using a land-cover
classification, we can determine the relative contribution of different
surface classes to the footprint area at each half-hourly flux interval.

3.3 A SHORT EXCURSION ON CARBON DIOXIDE

Since the tundra is a carbon dioxide sink, I first delve into the carbon
dioxide dynamics of pond versus tundra. In contrast to methane,
the carbon dioxide dynamics of the tundra can be approximated by
an empirical model (Runkle et al., 2013). We fit the model to our
tundra measurements for moving five-day periods. In this way, the
model captures seasonal variability. We can extract the water-body
fluxes from the mixed signal measured by the tower by exploiting
the modeled fluxes. Applying this model to the total measurement
period, we find that on average, the tundra takes up 0.27 £0.01 g m 2
day~! carbon in the form of carbon dioxide per day. Note that the
uncertainty indicates the model error, not the daily variations of the
fluxes, which vary from net uptake during the day to a net release
of carbon dioxide during the night. The merged polygonal pond is
a stable source of carbon dioxide, emitting on average 0.13 g CO,-C
m~2 day~'. When weighting the two fluxes with the area they cover
on the river terrace of Samoylov Island, the landscape takes up 11%
less carbon dioxide than it would without ponds.

3.4 METHANE EMISSIONS FROM TUNDRA AND POND

Let us come back to the primary trace gas of this study. Methane
exhibits more spatial variability than carbon dioxide. Since there is no
comparable model to the empirical one we used for carbon dioxide
fluxes from the tundra, it is not possible to extract the fluxes from
the pond from a mixed signal. We instead investigate methane fluxes
based on wind sectors (Fig. 3.2). We divide the landscape into a tundra
section, two shore sections, and one section dominated by open water
from the merged polygonal pond.

The fluxes from the direction of the pond (13.90 1§35 mgm=—2d~"!,
Median 22pEereentiley are glightly higher than the fluxes from the
tundra (12.55 ;66'27 mg m~2 d~ ") but the difference is well within
statistical uncertainty. This finding agrees with results by Knoblauch
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Figure 3.2: Violin plots of observed CHy4 emissions at the EC tower separated
into four different wind direction classes. A violin plot shows
the distribution of measurements along the y-axis - the width of
the curves expresses the density of data points at each y-value.
Medians of CH4 emission distributions are shown as red lines,
and 75t & 25™ percentile are shown as black lines. On the right,
we see the location of the eddy covariance tower within the land-
cover classification. Light blue background colors indicate open
water. The merged polygonal pond, our main focus, is marked by
a red outline. The wind sectors are shown as colored wedges.

et al. (2015) who also reported emissions from pond centers of a simi-
lar magnitude to tundra fluxes. Knoblauch et al. (2015) investigated
smaller ponds also on Samoylov Island. Nevertheless, the similarity
between the two landscape classes is noteworthy since processes of
methane transport differ substantially between them. Bigger differ-
ences between the two land-cover classes have been recorded in other
regions (Jammet et al., 2017).

Most interestingly, methane fluxes to the atmosphere are especially
high from one of the shores (Fig. 3.2, Shore 120°: 19.18 2347 mg m~—2
d~', Median Zg%gg:gggﬂ{g) With the measurements we conducted,
we can not identify the reason for these higher emissions. Through
testing, we can exclude meteorological conditions like wind speed
or temperature, a specific vegetation coverage favoring exceptionally
high plant-mediated transport, recent shoreline degradation, and ebul-
lition events. The most reasonable process which we suspect is seep
ebullition, which is simply ebullition occurring over a prolonged pe-
riod (Walter et al., 2006). In contrast, ebullition events are short-lived
and are often caused by air pressure changes, which should have been
detectable in the eddy covariance output (Iwata et al., 2018).
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3.5 CONSOLIDATING THE CARBON IMPACT OF PONDS

As emissions of ponds tend to be higher the smaller the pond (Hol-
gerson and Raymond, 2016; Wik et al., 2016), the estimate of carbon
emissions from the merged polygonal pond might be a conservative
estimate for pond emissions from our study site. Nevertheless, the
main finding that open-water emissions are comparable to tundra
emissions is consistent with findings by Knoblauch et al. (2015). The
methane and carbon dioxide fluxes from the pond studied here fall
into the range of prior measurements (Tab. B.1 including Eugster et al.
(2003), Jonsson et al. (2008), Sepulveda-Jauregui et al. (2015), Wik et al.
(2016), and Jammet et al. (2017)).

When the ice melts in spring, the methane and carbon dioxide which
accumulate in the water column and under the ice are rapidly released.
However, like many of the studies above, we only report fluxes from
the open-water season. Préskienis et al. (2021) documented that up to
52 % of the annual pond methane emissions are emitted in spring, and
up to 13 % of the annual lake emissions. The spring flush contributed
up to 8o % of the annual emissions for carbon dioxide in their study.
These are rather high estimates, and Wik et al. (2016) estimated an
average methane spring flush of 27 % for pan-Arctic thermokarst
water bodies. Jansen et al. (2019) assessed that 15-30 % of the annual
carbon dioxide emissions are emitted during spring. Regardless of
the estimate, we can conclude that a substantial fraction of the annual
emissions arise in spring, strengthening ponds’ landscape impact.

Nevertheless, during the open-water season, the landscape impact
of ponds in terms of methane emissions is moderate but uncertain. In
our study, one of the pond’s shorelines features above-average emis-
sions, probably due to seep ebullition. We still need further studies to
constrain better the causes and locations of seep ebullition in our study
region. Possible methods to identify seep ebullition include counting
bubbles in the ice in winter or employing funnels or chambers. Only
then can we better constrain the landscape impact of methane emis-
sions. We find that ponds are a carbon source rather than a sink like
the surrounding landscape. To conclude, the higher the pond coverage,
the lower is the carbon sink function of the overall landscape.
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4.1 ARCTIC AMPLIFICATION AND PONDS

The high latitudes are warming faster than the rest of the world
(Chapman and Walsh, 1993; Bekryaev et al., 2010). For the Northern
Hemisphere, the term Arctic amplification was coined to describe the
above-average warming rate. The reasons for this phenomenon are
complex (Serreze and Barry, 2011). Much of the Arctic amplification
has been attributed to the loss of sea ice (Screen and Simmonds,
2010b; Dai et al., 2019). Sea-ice loss alters the surface energy fluxes
and ultimately leads to an increased energy transfer from the ocean
to the atmosphere (Deser et al., 2010; Screen and Simmonds, 2010a;
Chemke et al., 2021). In addition, the dynamics of atmospheric and
oceanic energy transport into the Arctic modulate the strength of
Arctic amplification (Graversen et al., 2008; Chylek et al., 2009; Yang
et al., 2010), as do the dynamics in atmospheric moisture transport
and changes in cloud cover (Intrieri et al., 2002; Barton and Veron,
2012; Sang et al., 2022).

Despite interdecadal variation in strength, it has been shown that in
recent decades the Arctic has warmed about twice as fast as the rest
of the world (Chylek et al., 2009). That implies that even with a global
mean temperature increase of 1.5 °C, we expect the Arctic to warm by
more than 3 °C (Hoegh-Guldberg et al., 2018).

4.1.1 RAMIFICATIONS OF WARMING FOR PONDS

This pronounced warming brings about numerous changes in arc-
tic tundra landscapes, and ponds are especially vulnerable to these
changes. This vulnerability partly originates in their small size com-
pared to lakes, which leads to low thermal inertia. In other words,
pond temperatures respond faster to atmospheric temperature changes
than lake temperatures because ponds are shallower than lakes. The
responsiveness also enhances evaporation. In addition, total annual
evaporation rises with a longer ice-free season, as does subsurface
runoff (Riordan et al., 2006; Anderson et al., 2013). The continued
existence of ponds and lakes in permafrost regions is often dependent
on the frozen ground, which limits the subsurface runoff of water.
The deeper the unfrozen soil layer in summer and the longer part of
the soil stays unfrozen, the more water drains from the water bodies.
Thus, thawing permafrost can induce drainage, especially of shallow
water bodies, like ponds (Jepsen et al., 2013). Disappearing ponds have
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already been observed in several regions of the Arctic (Riordan et al.,
2006; Andresen and Lougheed, 2015).

In our study region, however, rising temperatures can also initi-
ate pond formation. When the ice wedges, the characteristic of the
polygonal tundra, start melting, new ponds can form on top of them
(Jorgenson et al., 2006; Liljedahl et al., 2016). While already-existing
ponds emit predominantly contemporary carbon (Negandhi et al.,
2013; Bouchard et al., 2015; Dean et al., 2020), ponds formed on top of
degrading ice wedges might emit older carbon providing additional
greenhouse-gas forcing to the climate system (Préskienis et al., 2021).

Apart from these physical processes, warming also has biological
implications. Higher temperatures can shift the methanogenic commu-
nities in the pond and make them much more productive, leading to
substantially higher methane emissions from ponds (Zhu et al., 2020).
Furthermore, we can already observe changes in arctic vegetation
in response to higher temperatures and resulting changes in arctic
hydrology (Bhatt et al., 2013; Winkler et al., 2021). With increasing
productivity of macrophytes, we also expect an improved substrate
quality leading to higher pond methane emissions (Joabsson et al.,
1999; Joabsson and Christensen, 2002; Strom et al., 2012). This chapter
investigates the response of methane emissions from ponds to rising
temperatures. How much more methane is released per degree of local
warming? Which processes and methane pathways are responsible for
the emission increases?

4.2 INTRODUCING MeEEP

My target is to assess and understand the changes of pond methane
emissions with warming on the landscape scale. I develop the model
MeEP, which stands for Methane Emissions from Ponds, to investigate
these changes. I design MeEP having the polygonal tundra in mind.
Thus, MeEP accounts for the three dominant pond types of the polyg-
onal tundra: ice-wedge ponds, polygonal-center ponds, and merged
polygonal ponds. In addition, MeEP includes freeze and thaw pro-
cesses of both the ponds and the surrounding soils. The polygonal
tundra of Samoylov Island has been extensively measured, including
measurements of pond methane fluxes. Using the data published by
Knoblauch et al. (2015), I can tune the individual pathways of methane
and the overall magnitude of methane emissions from overgrown and
open-water areas of ponds to fluxes measured in our study region.
Comparing all individual measured and modeled fluxes results in a
root-mean-squared error of 9.7 nmol m~2 s~! at an average flux of
13.6 nmol m~2 s~ '. Emissions range from 0.007 nmol m~2 s~! to 62.8
nmol m~2 s~'. The model captures 65 % of the variability in the mea-
surements. Please refer to appendix C for more detail on the tuning
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Figure 4.1: Schematics visualizing the structure of MeEP. Modules consti-
tuting MeEP are shown in (a) as colored circles. The variables
used to couple the modules are labeling the arrows between the
modules. The relevant output variables of the methane and hydro-
logical module are listed above the respective module. In (b), we
see an overview of the pathways of methane to the atmosphere
in MeEP during the open-water season, including the order in
which the different emission pathways of methane are computed
(numbers in brown boxes). Production is computed separately for
the overgrown and open-water part of the pond to account for
the additional substrate provided by the macrophytes in the over-
grown pond fraction. We compute the plant-mediated transport
in the overgrown part of the pond, while diffusion and ebullition
are computed for both pond parts.

and for the complete study. Before summarizing the main findings, I
will give a short overview of how MeEP works in the following.

4.2.1 MEEP STRUCTURE

MeEP consists of four modules (Fig. 4.1(a)). The pond physics module MeEP simulates
uses an adapted version of the lake bulk model FLake (Mironov, 2005) ~ ponds and the -
to simulate water temperatures, ice dynamics, and energy fluxes be- surrounding soil.
tween the water and the atmosphere. The soil physics are computed

with a simplified version of the CryoGrid permafrost model, similar

to the one applied in Langer et al. (2016). This model computes sedi-

ment temperatures and thaw depth. I develop a hydrological module

for a first-order estimate of water-table dynamics and a module for

methane dynamics. Here, I will introduce the methane module briefly.

A detailed description of the hydrological module and the methane

module is part of appendix C.
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4.2.2 THE METHANE MODULE

The methane module is separated into a description of the open-water
season (Fig. 4.1(b)), and one for the ice-covered season. Independent of
the season, methane is produced in the unfrozen layer of the sediment.
When the sediment eventually freezes at the beginning of winter,
methanogenesis ceases. If the pond is ice-covered, the methane re-
mains in the water column, either dissolved or in gaseous form, and
can be oxidized as long as oxygen is available. During the open-water
season, the pond is divided into an open-water and an overgrown
part. We compute the plant-mediated transport only for the overgrown
part. There, the plant-mediated transport is the first flux type MeEP
determines. Next, MeEP computes diffusive fluxes based on a concen-
tration gradient between the pond sediment and the atmosphere and
based on oxidation. All the methane left in the sediment, after diffu-
sive fluxes were computed, emitted through ebullition. This means
methane production and emissions are considered to be in equilibrium
in each time step.

4.2.3 SIMULATION OVERVIEW

I simulate pond methane emissions under rising temperatures. To
determine the landscape-scale pond methane emissions, I use the
landcover classification described in the last chapter. The landcover
classification provides data on each water body on Samoylov Island,
including area, overgrown fraction, and the type of each pond (ice-
wedge, polygonal-center, or merged polygonal ponds). With this clas-
sification, I can upscale the model output to the landscape scale since
we know the total area covered by each pond type. The classified
ponds are shown in Fig. 1.3(b).

I force the model with a mix of data from reanalysis (ERA5, Hers-
bach et al., 2020) and remote sensing (MODIS, Myneni et al., 2015). I
always use the grid cell covering Samoylov Island in the Lena River
Delta. The remote-sensing data is used for the vegetation-related
forcing variables (leaf-area index and net-primary productivity). Re-
analysis and remote-sensing provide forcing for a historical period,
and I employ them in a simulation covering the years 2002 — 2019
(simulation name hist_all). I then adapt this forcing to simulate the
Arctic with higher mean temperatures.

To imitate higher temperatures using the forcing for the historical
period, I exploit MPI-ESM" simulations (Mauritsen et al., 2019; Wieners
et al.,, 2019) from the 1pctCOz2-scenarios of CMIP6* (Eyring et al.,

MPI-ESM is the earth system model developed at the Max-Planck Institute for
Meteorology (Giorgetta et al., 2013; Mauritsen et al., 2019)

CMIP6 stands for the sixth phase of the Coupled Model Intercomparison Project, which
assesses the performance of several earth system models by comparing standardized
simulations.
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Figure 4.2: MeEP simulation results. In panel (a), we see a linear regression of
the annual pond methane emissions per square kilometer of river
terrace versus the local increase in local annual mean temperature
of each simulation. The distribution of annual emissions per year
in each simulation is depicted as a violin plot: The more often a
certain y-value occurs within a simulation, the wider the shape
is. The y-axis indicates the sum of the annual methane emissions
of all ponds on Samoylov Island. In panel (b), the contribution
of each flux type to annual mean emissions is depicted by the
size of the respective circle segment. The area of each circle is
proportional to the absolute methane emissions of the average
year in each simulation.

2016). In the 1pctCO2-scenario, the carbon dioxide concentration in
the atmosphere is consistently increased by 1 % per year resulting
in steady global warming. I fit linear or quadratic regressions to the
monthly means of the forcing variables I need against the annual
mean air temperature using again the grid cell covering Samoylov
Island. With the regressions, I compute the monthly response AX of
a forcing variable X to a given local increase in the local annual air
temperature of AT. To each forcing variable X from the forcing for the
historical period, I add AX. In this way, I obtain a forcing for a 2.5°C, a
5.0°C and 7.5 °C warmer Arctic, and run one simulation for each case
(simulation names expz.5_all, exps.o_all, and expy.5_all, respectively).

I investigate the drivers of emissions changes with additional simu-
lations, which mix the forcing for the historical period with the forcing
of a 5 °C warmer Arctic. These simulations isolate the impact of hydrol-
ogy, of vegetation, and of the combined effect of higher temperatures
and a longer open-water season on emissions.

Isolating drivers
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4.3 POND METHANE EMISSIONS IN A WARMER ARCTIC

Landscape-scale pond methane emissions increase with the annual
average of the air temperature by 1.08 g CHy year_] oCT per square
meter of pond area (Fig. 4.2). This emission increase corresponds to
180 % higher emissions in the exp5.0_all simulation than in the hist_all
simulation. Pond areas decrease slightly with warming by 2 £3 %
(mean + standard deviation) between the historical simulation and
the simulation with a temperature increase of 7.5 °C. Thus, water-table
changes lead to a slight decrease in landscape-scale pond methane
emissions. This projection is a first-order estimate of water-table and
pond-area dynamics. It does not include processes like pond formation,
which is likely to occur especially along currently undegraded ice-
wedges (Bouchard et al., 2020; Wickland et al., 2020). I also do not
account for channel formation along connected ponds, which might
intensify pond drainage (Cresto Aleina et al., 2015). Thus, trends in
pond cover may be largely over- or underestimated, while I expect a
reasonable seasonal cycle.

More abundant and more productive macrophytes, as well as a
longer, warmer open-water season, raise annual emissions in con-
trast to water-table dynamics, which reduce landscape-scale pond
methane emissions. Vegetation has a much stronger impact compared
to changes in length and temperature of the open-water season. In
MeEP, the impact of macrophytes on methanogenesis is prescribed
using a linear relationship. We know that vascular plants strongly
impact tundra methane emissions by providing substrate to methano-
genesis (Joabsson et al., 1999; Andresen et al., 2016; Turner et al,,
2020). Unfortunately, data regarding the strength of this relationship
is lacking. There are no measurements that constrain the impact of
emergent macrophytes on methanogenesis in arctic ponds. With future
measurements, the parameterization in MeEP could be improved, and
uncertainty regarding the strength of the emission increase reduced.
Nevertheless, my findings highlight the importance of the connection
between methanogenesis and macrophyte productivity as a driver of
pond methane dynamics.

The share of plant-mediated transport is nearly the same in all sim-
ulations regarding the relative contribution of the methane pathways
to the overall pond emissions. This indicates that the macrophytes’
capacity to conduct methane increases at least at the same rate as
the methanogenesis. However, we observe changes in the relative
contribution of the spring flush, diffusive fluxes, and ebullition in
the open-water parts of ponds. While the relative contribution of the
spring flush decreases, ebullition becomes a more important methane-
emission pathway. Since only little of the methane emitted through
ebullition is oxidized, more methane produced in the sediment can
reach the surface.
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In conclusion, the simulations with MeEP indicate that ponds will
become stronger sources of methane in the future and that much of
the emission increase is mediated through increased biomass and
productivity of macrophytes.

4.4 MEEP ON A PAN-ARCTIC SCALE

MeEP can easily be applied to the pan-Arctic, either as a whole or only
using some of the modules, making it a versatile tool for landscape-
scale and large-scale studies. There are still uncertainties regarding
trends of pond evolution, both on the landscape and on the pan-Arctic
scale (Bring et al., 2016). Including these processes in MeEP is beyond
the scope of this thesis. However, the results from the study above
show that even combining MeEP with a rough estimate of future
pond coverage can give valuable insight into future pond methane
emissions. Ideally, such a large-scale approach would also account
for the dynamics in macrophytes. At the moment, MeEP does not
differentiate between different plant species. However, some species
are more efficient than others in conducting methane (Knoblauch et al.,
2015). Incorporating species information in MeEP will improve my
emission estimates, but data on macrophyte distribution are hard to
come by.

When considering present-day pond emissions, combining MeEP
with a map of dominant macrophyte species can improve estimates
of pan-Arctic methane emissions. Even without this map, the big ad-
vantage of MeEP is that it accounts for all three pathways of methane
emissions from ponds, in contrast to previous upscaling efforts (Wik
et al., 2016; Polishchuk et al., 2018; Zabelina et al., 2020) which do not
include plant-mediated methane emissions. I show that this emission
pathway is the most important in our study region.
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SUMMARY AND CONCLUSIONS

5.1 MY FINDINGS ON PONDS AND METHANE

In the introduction, I posed three research questions. We have explored
various aspects regarding each of them and can now briefly summarize
our answers.

WHAT DRIVES THE SPATIAL VARIABILITY OF METHANE CONCEN-
TRATION IN POLYGONAL-TUNDRA PONDS?

In the polygonal tundra, I find that geomorphology is one of the most
important drivers of pond methane concentrations as it controls many
pond properties. First and foremost, due to distinct geomorphology,
the ponds can be divided into three types, which have specific proper-
ties: ice-wedge ponds, polygonal-center ponds, and merged polygonal
ponds.

* Due to their geomorphology, ice-wedge ponds have an elongated
shape and cold bottom temperatures. These two characteristics
support stratification in ponds of this type. Consequently, sur-
face methane concentrations depend strongly on the amount
of methane accumulated in the hypolimnion and wind speed,
which enhances mixing.

* In polygonal-center ponds, water depth is an important driver of
surface methane concentrations. Shallower ponds mix more ef-
ticiently. Furthermore, they have a higher overgrown fraction
enhancing the soil’s organic content. Since methanogenesis de-
pends on substrate availability, a higher macrophyte cover results
in higher surface methane concentrations.

* Merged polygonal ponds are the deepest and largest ponds. Sur-
face methane concentrations depend on how well-developed
stratification is due to their larger size compared to the other
pond types. Similar to polygonal-center ponds, methane concen-
trations in this pond type are substrate-dependent: the shallower
the ponds, the higher the vegetation cover, and the higher the
surface methane concentrations.

WHAT IS THE IMPACT OF POLYGONAL-TUNDRA PONDS ON THE
LANDSCAPE CARBON BUDGET?

Using eddy covariance measurements of both the tundra and a larger
merged polygonal pond, I show that the tundra is a net sink of carbon
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dioxide during the open-water season. In contrast, the pond is a source.
Not accounting for ponds leads to an overestimation of the landscape
uptake by 11%.

Methane emissions from pond and tundra are comparably high, but
pond methane emissions show substantial spatial variability. One of
the shore regions emits significantly more methane than the rest of
the measured area. We hypothesize that this increase is due to seep
ebullition, which warrants more measurements using, for example,
funnels or chambers.

In conclusion, ponds are a relevant landscape source of carbon with
strong variability in methane emissions.

HOW DO METHANE EMISSIONS FROM POLYGONAL-TUNDRA PONDS
CHANGE UNDER WARMING?

Employing the novel model MeEP, which resolves the three distinct
pond types of the polygonal tundra, I show that pond methane emis-
sions increase by 1.08 g CHy year_] oCc! per square meter of pond
area. At the same time, the projected pond area only decreases slightly.
However, the modeled water-table dynamics are only a first-order
estimate. Better projections of future pond areas, including pond
formation, drainage, and shore erosion, are needed to estimate fu-
ture pond methane emissions conclusively. Nevertheless, ponds will
emit more methane per unit area as the climate warms, and much
of this emission increase is caused by macrophytes. Vascular-plant
productivity increases with warming and provides more substrate for
methanogenesis. In all simulations, plant-mediated transport is the
mechanism contributing most to methane emission on the landscape
scale. Moreover, I find that ebullition becomes more important as the
climate warms while the influence of the spring flush decreases.

5.2 IMPLICATIONS OF THIS DISSERTATION

This dissertation investigates methane dynamics in polygonal-tundra
ponds on the landscape scale. We know that methane is highly vari-
able, and I show that much of this variability is connected to the
geomorphology of ponds. The drivers of spatial variability might be
transferable from our study region to other polygonal-tundra land-
scapes. However, I want to highlight one finding, which I deem rele-
vant for other landscape types as well: a higher vegetation cover leads
to higher methane concentrations in polygonal-center and merged
polygonal ponds. The same trend might apply to ice-wedge ponds but
could be masked by stratification in our measurements.

We could not extract the emissions from the overgrown water from
the eddy covariance measurements in the second study, and we only
suspect seep ebullition to be the cause of the high emissions from one
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shore. Nevertheless, we know that methane productivity and ebullition
are linked (DelSontro et al., 2016) and that vascular plants enhance
substrate quality (Joabsson and Christensen, 2002; Strom et al., 2003).
Thus, a reasonable hypothesis is that the locally high emissions are
fueled by substrate derived from the nearby macrophytes.

Lastly, my model simulations project that the impact of vegetation
will only become more pronounced with warming due to increases
in biomass and vascular-plant productivity. The estimate from MeEP
relies on a parameterization that needs to be improved with additional
measurements, which are not available at the moment. This leads
to uncertainty regarding the strength of the pond-methane response,
but, generally, the response we see is in line with my first study,
which concludes that ponds are substrate-limited at present. Hence,
the additional substrate provided by emergent macrophytes leads
to rising methane emissions. We know that the vegetated littoral
zone contributes out-of-proportion to the methane budget of boreal
lakes (Juutinen et al., 2003). Thus, I expect plant-mediated transport
and vegetation cover are important for pond methane emissions on
the pan-Arctic scale. Most upscaling studies neglect the impact of
vegetation. These studies might substantially underestimate pond
methane emissions.

If a study concentrates solely on ponds, the focus usually lies on
individual ponds. If water bodies are studied in general, the focus
often lies on larger lakes. This dissertation highlights ponds as an
important landscape feature of the polygonal tundra. It presents the
first study that estimates landscape-scale methane emissions from
tundra ponds including not only diffusive fluxes and ebullition but
also plant-mediated transport.
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ABSTRACT

Waterbody methane emissions per area are negatively correlated with
the size of the emitting waterbody. Thus, ponds, defined here as having
an area smaller than 8 - 10 m?, contribute out of proportion to the
aquatic methane budget compared to the total area they cover and
compared to other waterbodies. However, methane concentrations in
and methane emissions from ponds show more spatial variability than
larger waterbodies. We need to better understand this variability to
improve upscaling estimates of freshwater methane emissions. In this
regard, the Arctic permafrost landscape is an important region, which,
besides carbon-rich soils, features a high pond density and is exposed
to above-average climatic warming. We studied 41 polygonal-tundra
ponds in the Lena River Delta, northeast Siberia. We collected water
samples at different locations and depths in each pond and determined
methane concentrations using gas chromatography. Additionally, we
collected information on the key properties of the ponds to identify
drivers of surface water methane concentrations.

The ponds can be categorized into three geomorphological types
with distinct differences in drivers of methane concentrations: polygonal-
center ponds, ice-wedge ponds and larger merged polygonal ponds.
All ponds are supersaturated in methane, but ice-wedge ponds ex-
hibit the highest surface water concentrations. We find that ice-wedge
ponds feature a strong stratification due to consistently low bottom
temperatures. This causes surface concentrations to mainly depend
on wind speed and on the amount of methane that has accumulated
in the hypolimnion. In polygonal-center ponds, high methane sur-
face concentrations are mostly determined by a small water depth.
Apart from the influence of water depth on mixing speed, water depth
controls the overgrown fraction, the fraction of the pond covered by
vascular plants. The plants provide labile substrate to the methane-
producing microbes. This link can also be seen in merged polygonal
ponds, which furthermore show the strongest dependence on area as
well as an anticorrelation to energy input indicating that stratification
influences the surface water methane concentrations in larger ponds.
Overall, our findings underpin the strong variability of methane con-
centrations in ponds. No single driver could explain a significant part
of the variability over all pond types suggesting that more complex
upscaling methods such as process-based modelling are needed.



A.1 INTRODUCTION

A.1 INTRODUCTION

Ponds are small waterbodies that are often defined by their area with
varying thresholds. Here, we follow the Ramsar classification scheme,
which sets a comparably high limit of 8 - 10* m? (Ramsar Convention
Secretariat, 2016). Notably, ponds are the most common waterbody
type in the Arctic (Muster et al., 2017) and emit more methane (CHj)
per area than larger lakes (Juutinen et al., 2009; Downing, 2010; Hol-
gerson and Raymond, 2016; Wik et al., 2016). Thus, they are important
contributors to the methane budget of the Arctic. The variability of
methane emissions and concentrations is also higher in ponds than it is
in lakes (Juutinen et al., 2009; Laurion et al., 2009; Sepulveda-Jauregui
et al., 2015; Holgerson and Raymond, 2016) and uncertainty remains
as to what causes the variability. In this study, we focus on identifying
drivers of local methane concentration variability. A good grasp on
the main mechanisms responsible for spatial variability is essential to
improve upscaling and modeling of water methane emissions.

Previous upscaling efforts of methane emissions from lakes and
ponds differ considerably. Holgerson and Raymond (2016) estimate
global waterbody methane emissions of 12 Tg CH,-C yr~ ' through
diffusion only. Accounting additionally for ebullition Wik et al. (2016)
estimates that ponds and lakes north of 50 °N alone emit the same
amount. DelSontro et al. (2018), on the other hand, state an estimate
for global emissions from lakes and reservoirs of 112 Tg CH,-C yr—'.
This is nearly ten times as high as the estimate from Holgerson and
Raymond (2016) who exclude reservoirs but still assume a larger total
waterbody area than DelSontro et al. (2018). All three estimates are
all based on varying total areas of lakes and ponds, but part of the
spread can also be explained by varying upscaling methods. Each
study assumes a different main predictor of water methane concen-
trations: While Holgerson and Raymond (2016) use size classes and
Wik et al. (2016) waterbody type as the predictor, DelSontro et al.
(2018) use chlorophyll (a proxy for the trophic state of the water-
body and its productivity). This approach is supported by Rinta et al.
(2017) who find higher methane emissions from (more productive)
central European as opposed to boreal lakes. Contrastingly, Arctic
waterbodies tend to still have significant carbon emissions but low
primary productivity due to low energy input and due to nutrient de-
ficiencies (Anderson et al., 2001; Hamilton et al., 2001; Ortiz-Llorente
and Alvarez-Cobelas, 2012). These waterbodies are very sensitive to
changes in allochthonous carbon and nutrient inputs, changes we
expect due to climate-change-induced permafrost thaw (Vonk et al.,
2015; Burpee et al., 2016). Note, that small absolute changes in inputs
have a stronger impact the smaller the waterbody is due to a smaller
water volume.
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Figure A.1: Schematic of the different pond types in the polygonal tundra.
Ice-wedge ponds form along the edges of polygons on top of ice
wedges, have a frozen bottom and have often an elongated shape
and a steep slope. Polygonal-center ponds from in between ice
wedges, in the center of the polygons. They tend to be nearly
circular. If several polygons subside, merged polygonal ponds
form. These ponds are the largest pond type of the three.

Lake size, with depth being a better predictor than area, is the
main predictor in a study of small Finnish lakes (Juutinen et al., 2009).
Secondary drivers include the oxygen status and nutrient availability
within the lake. Even when considering these drivers, the authors
find a large variability in methane concentrations (2 aj. < 0.4 for
surface concentrations) with an average summer surface concentration
of 0.25 umol L', Higher average concentrations have been found
in the Western Siberian Lowlands (0.98 umol L™ in waterbodies
larger than 5-10~% km? and 9 umol L™ in waterbodies smaller than
5.1074 kmz). Note that small waterbodies have concentrations one
order of magnitude greater than larger lakes. Even though this relation
is striking, the spread around it is still broad (r* < 0.3) (Polishchuk
et al., 2018).

Both the study by Polishchuk et al. (2018) and the study by Juu-
tinen et al. (2009) cover a large area. Focusing on a specific region
reduces driver variability due to deviating environmental conditions.
For the polygonal tundra of northern Canada, Negandhi et al. (2013)
found that methane concentration depend on waterbody type (Fig.
A.1): In the polygonal tundra, waterbodies can form in the center of
polygon (polygonal-center ponds) or along the edges of a polygon.
These edges are underlain by ice wedges, so ice-wedge ponds still have
ice at their bottom. According to Negandhi et al. (2013), ice-wedge
ponds exhibit significantly higher methane emissions than polygonal-
center ponds, which contain a higher number of methane-consuming
microbes (methanotrophs) and more dissolved oxygen, while the
methane-producing microbes (methanogens) in ice-wedge ponds are
more adapted to high substrate availability. But even when separating
by pond type, the standard deviation of the surface methane concentra-
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Figure A.2: Overview of study region. The Lena River Delta (A) is located
in Eastern Siberia at the coast of the Laptev Sea. Samoylov and
Kurungakh Island are situated in the southern end of the Delta
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tions is still approximately as high as the respective mean, indicating
that there is still strong variation in surface methane concentrations
within each group which needs an explanation.

Polygonal tundra is prevalent throughout the lowlands of the Arc-
tic, and often peatlands form in these patterned-ground landscapes
characterised by a pronounced microrelief (French, 2007; Minayeva
et al., 2016). Especially in the centers of the polygons, where the water
table is higher than along the rims of the polygons, peat forms. These
landscapes feature a high density of small waterbodies and carbon-
rich soils. Here, we build on the work by Negandhi et al. (2013) and
investigate what drives variability in methane concentrations of ponds
in the polygonal tundra of Eastern Siberia. We include a wide range of
variables, from wind speed over vegetation cover to geomorphological
pond type. Notably, we also include the effect of submerged mosses
on methane-concentration variability. These mosses photosynthesize
and create an oxic zone at the bottom to the pond, where methane
can be oxidized. This layer is often strongly enriched with methane,
and concentrations drop steeply above the moss layer (Liebner et al.,
2011; Knoblauch et al., 2015). Though these effects are known, it is
unknown how submerged mosses impact methane concentrations on
the scale of a whole pond.

A.2 MATERIALS AND METHODS
A.2.1 SITE DESCRIPTION
We studied 41 ponds on the islands Samoylov and Kurungakh (Fig.

A.2). The two islands are located in the Lena River Delta of Eastern
Siberia in a zone of continuous permafrost with an annual mean tem-
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perature of -12.5 °C (Boike et al., 2013). The delta can be divided into
three terraces of different genesis. The first terrace is the youngest,
it formed in the Holocene through fluvial deposition. This terrace is
the wettest, has the most pronounced microtopography due to active
ice-wedge polygon formation and consequently the highest density
of small-scale waterbodies (Schwamborn et al., 2002; Schneider et
al., 2009; Muster et al., 2012). Both Samoylov and the southern tip
of Kurungakh belong to the first terrace, and here we sampled 35
ponds in total. Six additional ponds were measured further north on
Kurungnakh on the third terrace. The third terrace consists of sandy
deposits overlain by an ice complex which formed in the Pleistocene.
This organic-rich ice complex then is often overlain again by Holocene
deposits (Schwamborn et al., 2002; Wetterich et al., 2008). The loca-
tions we sampled on the third terrace exhibited only weak polygonal
structures, and especially smaller waterbodies were more sparse than
on the first terrace. Still, overall roughly 20% percent of the delta
(excluding the river) are covered by waterbodies — in the first terrace
we find most small waterbodies while the third terrace has a higher
fraction of large thermokarst lakes (Muster et al., 2012). The second
terrace features less ponds and has not been sampled.

We divided the waterbodies into three groups based on their geo-
morphology (Fig. A.1). Ponds which formed in the center of a single
polygon with intact rims are labelled polygonal-center ponds. These
ponds are mostly circular and only seldomly deeper than one meter.
Ice-wedge ponds are ponds which formed on top of a thawing ice
wedge along the edge of one or several polygons. These ponds tend to
have an elongated shape and highly variable water depth with steep
margins. Lastly, if several neighbouring polygons including their rims
are inundated, we call them merged polygonal ponds. These ponds
are the largest and differ most in size. They also usually have the gen-
tlest slope. We sampled 15 polygonal-center ponds with areas ranging
from 24 m? to 200 m?, 13 ice-wedge ponds with areas between 13 m?
and 252 m?, and 14 merged polygonal ponds (area range 214 m? —
24301 m?).

In the shallow parts and along the margins of all pond types, vas-
cular plants species such as Carex aquatilis or Artcophila fulva grow
(Knoblauch et al., 2015). On the bottom of many ponds, submerged
brown mosses form a thick layer (Liebner et al., 2011; Knoblauch et al.,
2015).

A.2.2 GAS CONCENTRATION MEASUREMENTS

We conducted the field measurements on 22 days between mid-July
and the end of August during mid-day to afternoon. In each pond
several water samples were taken within an hour. The number of
samples was dependent on ground-cover heterogeneity: The ground
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of a pond was either covered by vegetation like vascular plants or
submerged mosses or vegetation free. For each pond, we took at least
one sample over each ground-cover type, on average we took two
samples. In total, we collected 116 surface water sample, 44 samples
over sediment, 37 over moss and 33 in the overgrown part of ponds.
The overgrown fraction got sampled least, as it covers a smaller part
of the average pond than mosses. Most samples were taken over
sediment, because most of the area of larger ponds has bare ground.
To get a better estimate by including more spatial variability, in large
ponds surface concentrations over sediment were taken more than
once. Water samples were taken through three aluminum tubes which
were fixed to a larger 2 m pipe. To this pipe, two floating bodies were
attached (see Supplementary Fig. A.8). We carefully placed the pipe
in the pond away from the margin with little disturbance of the water.
Up to three samples were taken at one spot within the pond: One five
centimeters below the water surface through the first aluminum tube;
one at the bottom of the pond through a second aluminum tube which
end could be lowered; and, if the water was deeper than about half a
meter, one additional sample was taken at about 55 cm depth through
a third aluminum tube. Water was sucked through the respective tube
with 50 mL syringes. After flushing the syringes, a 30 mL water sample
was inserted into 50 mL injection bottles, which, beforehand, had been
evacuated and then filled with nitrogen. The samples were stored dark
between sampling and measuring to avoid photolysis and microbial
breakup of dissolved organic carbon. The gas in the headspace of the
injection bottles was analyzed within 12 hours of sampling using a
gas chromatograph (Agilent GC 7890, Agilent Technologies, Germany)
with an flame ionization detector (FID). The headspace pressure in
the injection bottle was measured with a digital manometer (LEO1,
Keller, Switzerland). We estimate a loss of methane due to oxidation
between sampling and gas chromatography measurement well below
5%. For this estimate, we use the mean potential methane oxidation
rate for Alaskan non-yedoma lakes as determined by Martinez-Cruz
et al. (2015) and the approach of the same authors to infer the in-situ
oxidation rates by a double Monod model.

We computed the methane and carbon dioxide concentrations using
the measured partial pressure of the respective gas in the headspace
of the injection bottle, the ideal gas law and Henry’s law with a
temperature-dependent Henry’s constant (Sander, 2015). The gas con-
tent of each injection bottle was measured at least twice.

A.2.3 ENVIRONMENTAL SAMPLING

Using the handheld meter WTW Multi 340i (Xylem Analytics, Ger-
many) and, on the last day of measurements, a WTW Multi 350i,
equipped with a CellOx325 probe we measured dissolved oxygen in
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Figure A.3: Excerpt of the orthophoto shows two exemplary polygonal-center
ponds, (A) shows pond 3, (B) shows pond 21. Both are located on
Samoylov Island. The black line marks the edge of the pond, the
green line delimits the overgrown area, and the yellow dashed
line marks the moss-covered parts of the pond.

the pond water and water temperature with a SenTix41 probe. After
each water sampling, we estimated the thaw depth of the ponds by
driving a metal rod into the sediment until it hits the frozen ground.
To assess water depth, we submerged a water-level logger Mini-Diver
(DIso1, Schlumberger Water Services, Netherlands) in the middle of
the ponds. This diver measured temperature and hydrostatic pres-
sure. Using a second diver which measured atmospheric pressure and
the difference between the hydrostatic and atmospheric pressure, we
computed water depth.

In each pond we collected two subaquatic top-sediment samples
near the shore. The sediment sampling was done directly after the
water sampling. According to Knoblauch et al. (2015) the top sediment
exhibits higher methane production rates than deeper soil layers. We
removed large roots from the samples, dried the sample for 24 hours
at 105 °C and measured the sample mass. We then determined the
organic fraction of the sample by burning it in a muffle furnace for
four hours at 550 °C and remeasuring the mass.

For incoming short-wave radiation, data from a four-component
net radiation sensor (NRo1, Campell Scientific, UK) was used. Wind
speed was measured with a omnidirectional ultrasonic anemometer
(R3-50, Gill Instruments, UK). Both of these instruments were station-
ary installed on Samoylov Island, data was recorded at half-hourly
intervals.

A2.4 IMAGERY

We used an orthophoto map of Samoylov and Kurungakh obtained
in 2016 (Kartoziia, 2019) to determine the area of each pond, the
area covered by moss and the area overgrown by plants. The map
has a resolution of 0.05 m px~' thus providing enough detail to
differentiate between surface types (see Fig. A.3). The orthophoto map
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was loaded into the GIS software ArcGIS 10.2.2, in which the ground-
cover types were circled manually. The calculations of the enclosed
areas were made in automatic mode in the GIS software QGIS. For
very small ponds and for quality control, the areas computed through
imaginary were compared to measurements of the pond diameter
(see Supplementary Tab. A.2) and to measurements of the width
of the overgrown margin taken during the measurement campaign
with a measuring tape. When possible, we also visually estimated
the moss-covered fraction, to compare with the orthophoto map. For
ponds, where the orthophoto map resolution was insufficient, the area
approximated by the tape measurements was used.

A.2.5 STATISTICAL ANALYSIS

For each time a pond was measured (water and environmental sam-
pling), we averaged all measurements of surface methane concen-
trations and computed the standard deviation. To assign a standard
deviation to those ponds with only one sample, we performed a linear
regression between the standard deviation and the mean concentra-
tion of the ponds with more than one sample (R? = 0.8) and used the
regression to predict the standard deviation of the ponds with one
sample.

As a measure of correlation we applied the Kendall rank correlation
index (Knight, 1966). The advantage of this Kendall’s tau is that it does
not assume a linear relation between the two variables in question. This
is achieved by always comparing a pair of two points: If both variables
show the same trend (increase or decrease) between two points, it
is counted towards the concordant pairs. If one variable shows an
increase and the other a decrease, the pair is counted towards the
discordant pairs. The index then is computed as the difference between
the concordant and the discordant pairs divided by the absolute
number of pairs while accounting for ties. Analogously to the more
common Pearson correlation, an index of 1 indicates a strong positive
correlation, -1 indicates a strong negative correlation, and o indicates
no correlation.

To investigate the relation between methane concentrations and
individual drivers in depth, we used linear regressions based on ordi-
nary least squares, with log-transformed variables when looking at
the relation between pond area and surface methane concentrations.
To evaluate the goodness of the fit, we utilize the error on the slope
parameter and the root mean squared error (RMSE) as well as the
predictive R2. The predictive R? gives a measure of how well the
regression model predicts new observations. It is determined by re-
moving one measurement from the dataset, redoing the regression and
predicting the removed measurement. After repeating this procedure
for all measurements in the dataset, the predictive R? is computed
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Figure A .4: Distribution of surface concentrations separated by pond type.
Boxplots with median as well as all data points are displayed.
Number of measurements (N) is stated below each boxplot.

using the true and the predicted values of the target variable. The
predictive R? is sensitive to overfitting.

To determine if two distributions are statistically different we used
the Kolmogorov-Smirnov test (Hodges, 1958), which is a general,
non-parametic test, which is sensitive both to the shape and to the
location of a distribution. All analysis was done in python 3.6 using
the packages numpy 1.17 (Harris et al., 2020), scipy 1.5 (Virtanen et
al., 2020), scikit learn 0.21 (Pedregosa et al., 2011) and matplotlib 3.2
(Hunter, 2007).

A.2.6 EQUILIBRIUM CONCENTRATIONS

The dissolved gas concentrations of methane and carbon dioxide for
equilibrium conditions were computed using the mean measured wa-
ter temperature, the mean air pressure, the mean atmospheric methane
and carbon dioxide concentrations as measured by a nearby eddy-
covariance station. Using a temperature-dependent Henry’s constant
H(T) Sander (2015), the concentrations were computed via

c=H(T) p, (A1)

where c is the equilibrium concentration in water, and p is the partial
pressure (atmospheric pressure multiplied by the mole fraction of
methane or carbon dioxide).

A.3 RESULTS

Median concentrations in ice-wedge, polygonal-center and merged
polygonal ponds, respectively, are 2.4 umol L~ (25 - 75 percentile:
0.9-7.1 umol L™'), 0.6 umol L™! (25 - 75 percentile: 0.4-1.5 pmol
L~") and 0.7 umol L™! (25 - 75t percentile: 0.5-1.2 umol L=1). All
these values are far higher than the average methane equilibrium
concentration of 0.004 pumol L~!, which was computed using the
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Figure A.5: Surface methane concentrations of the ice-wedge ponds in re-
lation to mean wind speed in the last 1.5 hours and methane
bottom concentrations.

mean water temperature of 9.7 °C, mean air pressure of 101.144 kPa
and mean methane air concentration of 2 ppm. Additionally, all ponds
exhibited stratification. When comparing surface concentrations to
bottom concentrations over sedimented areas in the ponds, where
mixing is not obstructed, bottom concentrations in ice-wedge ponds
are on average more than 100 times larger than surface concentrations.
For polygonal-center ponds and merged polygonal ponds, bottom
concentrations still exceed surface concentrations by a factor of 42 and
38 on average (see Tab. A.1).

ICE-WEDGE PONDS

Ice-wedge ponds exhibit by far the highest methane concentrations
and the largest spread in the distribution (Fig. A.4). In ice-wedge
ponds, the surface concentrations tend to be low when wind speed is
below 4 m s~! (Fig. A.5). In this regime, the pond is stratified because
bottom temperatures are much lower than in the other two pond
types (5.9(2.5) °C versus 9.5(2.2) °C (mean with standard deviation)).
With raising wind speeds maximum surface concentrations steeply
increase. The strength of this increase mainly correlates with the
bottom concentrations — the more methane there is at the bottom,
the more gets mixed up (Kendall-tau correlation between bottom
and surface methane concentrations for all wind speeds: p < 0.05,
for wind > 4 ms~! : p < 0.01). Both the bottom and the surface
methane concentrations significantly correlate solely to each other.
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Figure A.6: Kendall-Tau correlation index of different variables with surface
methane concentrations in (a) ice-wedge ponds, (b) polygonal-
center ponds, (c) merged polygonal ponds. Significant correla-
tions (p < 0.05) are marked by a white cross. Number of measure-
ments per pond type (n) is indicated at the top of each column.

The next-strongest correlation of the bottom concentrations is with
area (p = 0.2). Using area, wind speed and bottom concentrations as
regressors in a multiple linear regression, we achieve a predictive R?
of 0.6.

POLYGONAL-CENTER PONDS

While area was a good predictor for ice-wedge ponds, water depth
is more potent for polygonal-center ponds (Fig. A.6). Water depth
and area do not significantly correlate for this pond type (p = 0.3).
Apart from water depth, surface methane concentrations in polygonal-
center ponds also significantly correlate with organic content in the
top sediment, and these two are slightly correlated with each (p =
0.07) and both significantly correlated with the overgrown fraction (p
< 0.05). Using the first principle component of these three variables
as input for a linear regression on the surface concentrations yields a
predictive R? of 0.6.
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Figure A.7: Linear regression between the natural logarithm of methane
surface concentrations and the natural logarithm of pond area.
Shaded area indicates the 95% confidence band.

MERGED POLYGONAL PONDS

Polygonal-center and merged polygonal ponds have a similar range
of methane surface concentrations, but merged polygonal ponds have
the least skewed distribution among the three pond types (Fig. A.4).
These ponds also correlate significantly to the largest number of envi-
ronmental variables, like water temperature and incoming shortwave
radiation (Fig. A.6). Using the first two principle components of the
pond area, the overgrown fraction, the incoming shortwave radiation,
dissolved oxygen and the organic content yields a predictive R? of 0.6.

POND-TYPE INDEPENDENT RESULTS

The relation between surface methane concentration and pond area
can be approximated by a log-log relation (Fig. A.7). While the relation
between area and methane concentration for merged polygonal ponds
is strongest among the three pond types (Rére 4 = 0.21), the deviation
from the regression model increases for small ponds and no clear trend
with area is visible. Compared to the linear regression, ice-wedge
ponds have higher-than-expected concentrations, while polygonal-
center ponds have lower-than-expected concentrations for a given
area.

The fraction covered by mosses has no clear influence on surface
methane concentrations. For all three pond types, the error on the
slope parameter of a linear regression between surface methane con-
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centrations and moss cover is far larger than the slope parameter (see
Fig. A.9). This indicated that the sign of the regression can not be
determined.

A.4 DISCUSSION

The surface methane concentrations measured in this study fall in
the range of concentrations measured on Samoylov Island before
(Abnizova et al., 2012; Knoblauch et al., 2015). The concentrations
in the polygonal tundra of the Lena River Delta are lower than the
mean concentration of small ponds in the permafrost-affected parts
of Western Siberian Lowlands Polishchuk et al., 2018, 9 umol L-1.
A large fraction of the West Siberian Lowlands is characterized by
peatlands and many ponds and lakes formed through thermokarst.
Only part of the West Siberian Lowlands is covered by polygonal
tundra. A major difference between the two landscapes, which could
explain the difference in concentrations, is the water depth of the
ponds. The ponds in our study tend to be more than four times
deeper (depths of ice-wedge and polygonal-center pond range from
17-117 cm) than ponds of the same area in the Western Siberian
Lowlands (Polishchuk et al., 2018). When comparing to the more
similar landscape of polygonal tundra in Northern Canada, we find
that the concentrations and particularly the differences between the
two small pond types match very well Laurion et al., 2009; Negandhi
et al., 2013, mean with standard deviation in parenthesis: ice-wedge
ponds 4.1(4.7) umol L-1, polygonal-center ponds 1.3(1.7) umol L-
1. We can thus assume these concentration ranges hold as well for
other regions that contain similar pond types, and that the drivers
we identify here might apply in other regions, too. We find that the
drivers and the distribution of methane concentrations differ between
pond types:

ICE-WEDGE PONDS

Surface methane concentrations in ice-wedge ponds can be reasonably
well predicted using area, wind speed and bottom concentrations.
However, bottom concentrations in turn do not exhibit a correlation
to any of the measured variables. This might be due to stratification,
which we observe and has also been observed in ice-wedge ponds by
Negandhi et al. (2014). We hypothesize that both bottom and surface
concentrations depend on the current and past mixing efficiency,
which determines the time methane accumulated in the hypolimnion.
Because of this accumulation process, the dependency of bottom
concentrations on other drivers, like substrate availability, could be
masked. This decoupling between methane production and release
has been observed by Sachs et al. (2008) in the polygonal tundra of
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Samoylov Island. Nevertheless, in Swedish lakes, Juutinen et al. (2009)
found that bottom concentrations correlate with nutrient content. We
might not capture this dependency in ice-wedge ponds because the
organic content in the top sediment might not be representative for the
substrate availability in this pond type: Koch et al. (2018) found that
especially in newly-formed ice-wedge ponds old carbon leeches into
the pond along the edge, which is consistent with results by Negandhi
et al. (2013) and Laurion et al. (2009), who find that this pond type
emits a larger fraction of old carbon compared to polygonal-center
ponds. More of the methanogenesis might be fueled by this leaching
of dissolved organic matter, which is a different substrate source than
the organic content in the top sediment that was measured in this
study. Negandhi et al. (2014) found methane produced from leached
organic material to be slightly more abundant in ice-wedge than in
polygonal-center ponds. Therefore, the negative dependence of surface
methane concentrations in ice-wedge ponds on area could be driven by
two mechanisms. First, gas-exchange velocities increase the larger the
area of the pond is (Bastviken et al., 2004; Read et al., 2012; Negandhi
et al., 2014), and, second, as ice-wedge pond formation is a type of
permafrost degradation, the larger the pond, the more advanced is the
degradation (Liljedahl et al., 2016). The more degraded the permafrost
around the pond is, the less likely is it that labile old permafrost is
leached. Reinforcing this, the larger the pond, the smaller the fraction
of the pond bottom that is comprised of ice: we found that larger
ponds have a deeper than average thaw depth (p < 0.05). To sum up,
the typical features of ice-wedge ponds tend to be less pronounced
the larger the area of an ice-wedge pond, and the ponds become
more similar to polygonal-center ponds. The reverse effect can also
be observed in Fig. A.7: The smaller the ice-wedge and polygonal
center ponds are, the larger is the difference between their methane
concentrations.

POLYGONAL-CENTER PONDS

Surface area and water depth of waterbodies regulate diffusive gas
transport in a similar manner. The larger or the shallower the pond, the
better mixed it is: Larger surface areas promote wind-induced mixing
and thus a deeper mixed layer as well as a higher gas exchange velocity
(Bastviken et al., 2004; Read et al., 2012). The deeper the pond, the
longer the distance the gas has to travel from its source in the sediment
to the surface. Though depth and area are often correlated (Wik et al.,
2016), in our study, we find that water depth and area are hardly
correlated for polygonal-center ponds (Fig. A.6). When comparing
their relative importance, water depth has a stronger impact than area
on surface methane concentrations in polygonal-center ponds. This is
in line with Juutinen et al. (2009) and Wik et al. (2016) who found that
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generally for all waterbody types water depth is a better predictor of
methane fluxes than area.

Instead of area, water depth in polygonal-center ponds is highly
correlated with the overgrown fraction of the ponds in our study
— wherever the water is shallow enough, plants tend to take root.
Vascular plants also have a strong impact on the carbon cycling in
ponds. For example, vascular plants are known to enhance methane
emissions by acting as chimneys through which the methane pro-
duced at the sediments can bypass the oxidation zone (Kutzbach et al.,
2004; Knoblauch et al., 2015). Further, vascular plants are known to
increase substrate quality, consequently enhancing methanogenesis
in the sediment (Joabsson and Christensen, 2002; Strom et al., 2003).
This second effect might be the reason that ponds with the highest
overgrown fraction also are likely to contain high organic fraction
in the top sediment. Consequently, shallow polygonal-center ponds
are mixed better and have a higher substrate availability as they are
overgrown to a greater extent. Since we observe that out of the three
drivers, which together well explain the variability of surface methane
concentrations, two are connected to substrate availability, we con-
clude that polygonal-center ponds are substrate-limited. Additionally,
the strongest driver of the variability between the ponds is due to
variations in topography, primarily water depth.

MERGED POLYGONAL PONDS

Compared to the other two pond types, merged polygonal ponds are
the largest, the deepest and, consequently, the pond type with least
moss cover and the smallest overgrown fraction. A larger surface area
increases the gas-exchange velocities, and a vegetation-free pond bot-
tom promotes faster upward mixing into the water column. Therefore,
we hypothesize that the coupling between the production of methane
in the sediment and surface methane concentrations is strongest in
merged polygonal ponds among the pond types. The stratification
of ice-wedge and polygonal-center ponds might at least partly mask
the influence of environmental variables, like water temperature, on
surface methane concentrations. Thus, that methane concentrations
in merged polygonal ponds significantly correlate with the largest
number of variables might be due to their better-mixed state. The
negative correlation of methane surface concentrations with incoming
solar radiation and water temperature has been observed before in a
study by Burger et al. (2016) but stands in contrast to other studies
(Yvon-Durocher et al., 2014; Natchimuthu et al., 2015; Jansen et al.,
2020, e.g.), which find that methane concentrations and fluxes increase
with increasing temperatures. We cannot conclusively determine the
mechanisms responsible for the negative correlation but offer several
arguments. Warmer temperatures strengthen both methanogenesis,
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which increase surface methane concentrations, and the oxidation
of methane in the water column, which decreases methane surface
concentrations. Studies come to varying results regarding which of the
two processes has a stronger temperature dependency (Duc et al., 2010;
Borrel et al., 2011; Lofton et al., 2014; Negandhi et al., 2016). However,
in Arctic soils methanogenesis is less temperature-dependent than in
warmer regions as the methanogenic communities are adapted to cold
temperatures (Tveit et al., 2015). Additionally, the merged polygonal
ponds have the lowest overgrown fraction and the lowest fraction of
organic content in the top sediment. The temperature dependence
of the methanogenesis might also be dampened because of substrate
limitation (Lofton et al., 2014; DelSontro et al., 2016), specifically as
methanogenesis in the study area is known to depend on substrate
quality (Wagner et al., 2003). At the same time, mainly when the ponds
are deeper, the water temperature, which was used in the correlation
analysis, can be assumed to be more variable than the sediment tem-
peratures, which more directly affect methane concentrations. The
methanotrophs benefit before the methanogens, when water warms.
Ensuing temperature differences between water surface and sediment
might also enhance stratification: Stratification slows down the trans-
port of methane through the water by inhibiting turbulent mixing,
and, if there is still oxygen in the water column, additionally enhances
oxidation efficiency.

Rather than water temperature, the incoming radiation in the last
six hours is more likely the root cause of enhanced stratification, as
a measure of how much energy got absorbed by the lake in the last
six hours. Supporting this, we find that incoming radiation predicts
surface methane concentrations better than the water temperature for
predicting surface methane concentrations in merged polygonal pond
types together with dissolved oxygen, pond area, organic content in
the top sediment and the overgrown fraction. Dissolved oxygen was
measured close to the surface making this parameter an indicator of
how well the surface layer is mixed and how much oxygen is avail-
able for methanotrophs. Both mixing and oxidation decrease methane
surface concentrations. Overgrown area can, like for polygonal-center
ponds, be seen as a proxy for both the substrate quality and the mean
water depth. Especially as the organic content and the overgrown
fraction of merged polygonal ponds are smaller than in polygonal-
center ponds, we can analogously infer that merged polygonal ponds
are substrate-limited and, more than polygonal-center ponds, depen-
dent on those environmental conditions, which influence stratification.
Lastly, we note that both stratification and vegetated fraction are at
least partly regulated by the topography and mean water depth of the
ponds.
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DRIVERS OF METHANE VARIABILITY BETWEEN POND TYPES

The three geomorphological pond types have varying drivers of type-
internal methane variability, and concurrently, the distributions and
mean values of surface methane concentrations of the three pond
types differ as well.

Ice-wedge ponds are the most stratified and exhibit other bacterial
communities than polygonal-center ponds (Negandhi et al., 2014);
merged polygonal ponds are the largest, the best mixed pond type
with the highest gas-exchange velocities (Bastviken et al., 2004; Read
et al., 2012), and the pond type with the least substrate, the smallest
overgrown and moss-covered fraction. Polygonal-center ponds are of
the same size than ice-wedge ponds, but for many properties, like
dissolved oxygen or thaw depth, fall into the middle of the other
two ponds. A reason why the surface methane concentrations of
polygonal-center ponds are not as high as would be expected from the
log-log regression between methane concentrations and area (see Fig.
A.7) might lie with water depth. In polygonal-center ponds, surface
methane concentrations strongly depend on water depth, but water
depth is not strongly correlated with area. Thus, though polygonal-
center ponds have a smaller area than merged polygonal ponds, they
might not be shallower.

AREA

As previous studies (DelSontro et al., 2018; Zabelina et al., 2020) sug-
gest, we find that pond area alone is not sufficient to explain variability
in methane concentrations. Yet, the observed trend is in agreement
with prior studies (Juutinen et al., 2009; Wik et al., 2016), and the rela-
tion between pond size and methane concentrations is very similar to
the estimate by Polishchuk et al. (2018) — their regression line follows
log([CH4l) = —0.258 - log(area) + 0.635. This similarity especially in
the slope (our result: —0.2) is astounding since Polishchuk et al. (2018)
covered a much larger spatial area, spanning from continuous to spo-
radic permafrost zones. We conclude that, especially for ponds larger
than roughly 10 m?, an area-based upscaling can be a reasonable
choice in permafrost-affected landscapes, but that for smaller ponds
additional predictors need to be taken into consideration.

MOSS COVER

Most of the subaquatic soils of the ponds in the study area are at least
partly covered by submerged mosses (Scorpidium scorpioides). This moss
photosynthesises at the bottom of the pond and creates an oxic layer
where methane can be oxidised. Additionally, the thick moss captures
bubbles and thus suppresses ebullition (Liebner et al., 2011; Knoblauch
et al., 2015). Suprisingly, we do not find that moss cover reduces
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surface methane concentration on the pond scale (Supplementary Fig.
A.9). However, we find that moss does inhibit diffusion, if we look at
stratification: Bottom methane concentrations in the moss layer are on
average (with standard deviation) 1.8(1.2) times higher than in open
water. To reconcile these two findings, we hypothesize that moss cover
has a counterbalancing effect: If moss also enhances methanogenesis
by providing additional organic substrate similar to what has been
shown for vascular plants (Joabsson and Christensen, 2002; Strom
et al., 2003), then even though moss leads to enhanced oxidation at
the bottom of the pond, the higher productivity might balance out
the loss through oxidation. Additionally, the accumulation of methane
in the moss layer creates a gradient between moss-covered and moss-
free areas in the ponds which are not completely covered by moss.
Through lateral mixing part of the methane might escape the moss
layer and reach the surface.

The mosses in our study area should not be confused with mosses
of the genus Sphagnum. Kuhn et al. (2018) found that for sphagnum-
dominated ponds diffusive methane fluxes are lower than for ponds
with open water, but in contrast to the submerged mosses in our study
side, Sphagnum stays at the water surface, and thus has a direct impact
on the gas exchange at the water-air interface.

CARBON DIOXIDE

All ponds show a positive correlation between surface methane and
carbon dioxide concentrations (Fig. A.6). This correlation was expected,
since carbon dioxide is produced during acetoclastic methanogenesis,
which is assumed to be the most prominent pathway of methanogene-
sis in cold lakes and ponds (Borrel et al., 2011; Negandhi et al., 2013;
Tveit et al., 2015). Additional carbon dioxide is produced during the
oxidation of methane, and the oxidation rates have been found to be
coupled to methane production rates (Duc et al., 2010). Thus, at least
part of the production of carbon dioxide in the pond is closely cou-
pled to methanogenesis. Additionally, the carbon dioxide produced
independently of the methane might follow similar drivers.

A.5 CONCLUSIONS

The dominant drivers of methane emissions differ depending on the
pond type. We consider substrate availability to be an important
driver of methane concentrations markedly in polygonal-center and
merged polygonal ponds. Smaller, shallower ponds tend to be richer in
substrate (more organic content in the sediment and higher overgrown
fraction) and thus exhibit higher concentrations. Accordingly, substrate
availability is at least partly determined by the topography of the pond.
This finding matches results from prior studies (Juutinen et al., 2009;
Sepulveda-Jauregui et al., 2015). The easiest-to-measure topographical
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property of ponds is area, and, for merged polygonal ponds, area is a
good predictor of methane concentrations. But for polygonal-center
ponds, water depth is a far better predictor. Water depth, overgrown
fraction (as both a proxy for mean water depth and for substrate
availability) and organic fraction in the top sediment are enough to
predict surface methane concentrations reasonably well in polygonal-
center ponds. In our study, the incoming short-wave radiation over the
past six hours was the best proxy for stratification, much improving
the statistical model for merged polygonal ponds.

Lastly, ice-wedge ponds are the most distinct pond type. Ice-wedge
ponds are strongly stratified as they are narrow, steep and feature a
large temperature gradient in summer. If bottom waters are mixed
up, surface methane concentrations spike. Additionally, these ponds
tend to be richer in substrate and have been shown to emit a larger
fraction of old carbon than polygonal-center ponds (Laurion et al.,
2009; Negandhi et al., 2013). We find that ice-wedge ponds feature
the highest concentrations and, thus, likely also the highest diffusive
emissions.

We do not find that the moss-covered fraction of a pond controls
methane surface concentrations, as moss might enhance local methano-
genesis by providing substrate and lateral mixing might reduce the
dampening effect of moss on diffusion.

Climate changes at an above-average rate in the Arctic, and there is
growing evidence that global warming will enhance methane emis-
sions from ponds (e.g. Vonk et al., 2015; Tan and Zhuang, 2015; Wik
et al., 2016; Aben et al., 2017; Yvon-Durocher et al., 2017), especially
so from ice-wedge ponds, which are expected to increasingly form
(Liljedahl et al., 2016; Martin et al., 2017). When including small wa-
terbodies in large-scale studies, it is import to choose an appropriate
representation for the ponds. As it is not possible to approximate the
behaviour of all pond types in our study with the same drivers, let
alone use a single driver to approximate the behaviour of all ponds,
we conclude that process-based models which ideally capture the dif-
ferent waterbody types will be useful in the improvement of upscaling
of pan-Arctic waterbody-methane emissions.

A6 SUPPLEMENTARY MATERIAL
A.6.1 SUPPLEMENTARY TEXT

GAS CHROMATOGRAPHY

A 10mL sample was injected into a sample loop and separated on
to the detector by nitrogen as carrier gas. To separate methane and
carbon dioxide a PoralPakQ column was used and carbon dioxide
was methanized with an nickel catalyst. Before each use the gas
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chromatograph was calibrated using three control concentrations per
measured gas.

A.6.2 SUPPLEMENTARY FIGURES AND TABLES
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Figure A.8: Sketch of water sampling device. Water samples are taken
through three aluminum tubes, which is fixed to a larger 2
m pipe. Two tubes are within the pipe (Tube 1 and 2) and one
attached to the outside of the pipe (Tube 3). Tube 1 is used to
sample the surface water and is located at 5 cm below the water
surface. Tube 2 is used to sample water at 50 cm depth. Tube 3
can be lowered to the bottom of the pond by releasing the rope.
A water-level logger Mini-Diver (DIso1, Schlumberger Water Ser-
vices, Netherlands) is attached to the end of this tube, to measure
the depth at which the sample was taken. To keep the pipe afloat,
two floating bodies are attached.
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Table A.2: Quality control of a selection of small and round ponds. Diameter
was measured several times along different section over each pond.
Using the mean diameter and the assumption that the pond is a
perfect circle, the approximated area was computed. The relative
difference between approximated area and the area retrieved from
the orthophoto map differ between 20% and 2% indicating that
both methods provide comparable results.

POND DIAM. A (FIELD) A (IMAG.) DIFF.

[m] [m?] [m?]  [frac]
2 8.2 53.0 44.6 -0.19
3 11.3 99.8 93.7 -0.06
13 6.7 34.7 31.1 -0.12
16 13.4 140.3 127.9 -0.10
22 12.4 120.8 117.9 -0.02
27 9.8 74.9 78.1 0.04

Diam, Diameter; A (Field), area measured in the field; A (Imag.),
area obtained through orthophotomap; Diff, difference between
the areas.
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Figure A.9: Methane surface concentrations in each pond type as a function
of the moss-covered fraction of each pond. Shaded area indicates
the 95% confidence bands.
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ABSTRACT

Arctic permafrost landscapes have functioned as a global carbon sink
for millennia. These landscapes are very heterogeneous, and the om-
nipresent water bodies within them act as a carbon source. Yet, few
studies have focused on the impact of these water bodies on the
landscape carbon budget. We deepen our understanding of carbon
emissions from thermokarst ponds and constrain their impact by
comparing carbon dioxide and methane fluxes from these ponds to
fluxes from the surrounding tundra. We use eddy covariance measure-
ments from a tower located at the border between a large pond and
semi-terrestrial tundra.

When we take the open-water areas of thermokarst ponds into
account, our results show that the estimated summer carbon uptake of
the polygonal tundra is 11% lower. Further, the data show that open-
water methane emissions are of similar magnitude as polygonal tundra
emissions. However, some parts of the pond’s shoreline exhibit much
higher emissions. This finding underlines the high spatial variability
of methane emissions. We conclude that gas fluxes from thermokarst
ponds can contribute significantly to the carbon budget of arctic tundra
landscapes. Consequently, changes in the water body distribution of
tundra landscapes due to permafrost degradation may substantially
impact the overall carbon budget of the Arctic.



B.1 INTRODUCTION

B.1 INTRODUCTION

Water bodies make up a significant part of the arctic lowlands with
an areal coverage of about 17 % (Muster et al., 2017), and act as an
important carbon source in a landscape that is an overall carbon sink
(Kuhn et al., 2018). Intensified permafrost thaw in the warming Arctic
will change the distribution of water bodies, and thereby change their
contribution (Andresen and Lougheed, 2015; Bring et al., 2016) to the
landscape carbon budget (Kuhn et al., 2018) of tundra landscapes.
However, data on greenhouse gas emissions from arctic water bodies
are still sparse, especially data with high temporal resolution and from
non-Yedoma regions (Vonk et al., 2015).

Our study site in the Lena River Delta, Siberia, is located on an island
mostly characterized by non-Yedoma polygonal tundra (Fig. B.1). This
landscape features many ponds; we define ponds as water bodies
with an area of less than 8 - 10* m?, following Ramsar Convention
Secretariat (2016) and Rehder et al. (2021). Within our area of interest,
ponds cover about the same area as lakes (Abnizova et al., 2012; Muster
et al., 2012). The ponds on Samoylov Island have formed almost
exclusively through thermokarst processes: The soil has a high ice
content, so when the ice melts, the ground subsides, and thermokarst
ponds form (Ellis et al., 2008). These thermokarst ponds are often only
as large as one polygon (polygonal ponds). When several polygons
are inundated, this can cause larger shallow thermokarst ponds to
form, which we term merged polygonal ponds (Rehder et al., 2021).
Holgerson and Raymond (2016) as well as Wik et al. (2016) report that
ponds emit more greenhouse gases per unit area than lakes, defined
here as water bodies with an area larger than 8 - 10* m2. Thus, in our
study area, they have a greater potential than lakes to counterbalance
the carbon uptake of the surrounding tundra (McGuire et al., 2012;
Jammet et al., 2017; Kuhn et al., 2018). To better understand the impact
of thermokarst ponds on the landscape carbon flux, we compare
carbon dioxide (CO;) and methane (CHy) fluxes from thermokarst
ponds to fluxes from the semi-terrestrial tundra. The semi-terrestrial
tundra consists of wet and dry tundra, and overgrown shallow water,
which are the terrestrial land-surface types used by Muster et al. (2012)
to classify Samoylov Island.

The main geophysical and biochemical processes that drive CH4
fluxes are different to the ones that drive CO; fluxes. The microbial de-
composition of dissolved organic carbon, which is introduced laterally
into the aquatic system through rain and meltwater (Neff and As-
ner, 2001), dominates aquatic CO; production. When supersaturated
with dissolved CO;, ponds emit CO; into the atmosphere through
diffusion. While photosynthetic CO, uptake has been observed in
some clear arctic water bodies (Squires and Lesack, 2003), most arctic
water bodies are net CO, sources (Kuhn et al., 2018). Estimates of
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CO; emissions range from close to zero (0.028 g m? d ! by Treat et al.
(2018), and 0.059 g m? d~! by Jammet et al. (2017)) to substantial
(14—22¢g m? d~! by Abnizova et al. (2012)).

Within just one site, CH4 emissions from a water body can vary
by up to five orders of magnitude: 0.5-6432 mg m? d~' (Bouchard
et al., 2015). The CHy4 that ponds emit is mostly produced in sub-
aquatic soils and anoxic bottom waters (Conrad, 1999; Hedderich
and Whitman, 2006; Borrel et al., 2011). Additionally, CH4 might also
be produced in the oxic water column (Bogard et al., 2014; Donis
et al., 2017), though this location of methanogenesis is only significant
in large water bodies (Giinthel et al., 2020). Moreover, there is still
ongoing debate as to whether methanogensis occurs in oxic waters at
all (Encinas Fernandez et al., 2016; Peeters et al., 2019). CO; is also
formed as a byproduct of the methanogensis process (Hedderich and
Whitman, 2006). Water bodies emit CH4 produced in their benthic
zone through diffusion, ebullition (sudden release of bubbles), or plant-
mediated transport. The varying contributions of these three local
methane emissions pathways lead to high spatial variability between
water bodies and within a single water body (Sepulveda-Jauregui et
al., 2015; Jansen et al., 2019). In particular, local seep ebullition causes
high spatial variance of CH4 emissions within one water body (Walter
et al., 2006). Variability in the coverage and composition of vascular
plant communities in a water body can also increase CH, variability
because CH4 transport efficiency can be species-specific (Knoblauch
et al., 2015; Andresen et al., 2016).

To study spatial and temporal patterns of carbon emissions from
thermokarst ponds, we analyzed land-atmosphere CO, and CHy flux
observations from an eddy covariance (EC) tower on Samoylov Island,
Lena River Delta, Russia. We set up the EC tower within the polygonal
tundra landscape at the border between a large merged polygonal
pond and the surrounding semi-terrestrial tundra for two months
in summer 2019. The polygonal structures were still clearly visible
along the shore and underwater, and most of the pond was shallow
(Rehder et al., 2021). Due to the tower’s position, fluxes from the
merged polygonal pond were the dominant source of the observed EC
fluxes under easterly winds. From other wind directions, the observed
EC fluxes were dominated by semi-terrestrial polygonal tundra with
only a low influence from small polygonal ponds. This paper aims
to deepen the understanding of carbon emissions from thermokarst
ponds and constrain their impact on the landscape carbon balance. We
(1) examine the temporal and spatial patterns of NEE and the spatial
pattern of CH4 flux from semi-terrestrial tundra and thermokarst
ponds, and (2) investigate the influence of the thermokarst ponds
on the landscape NEE of CO;, during the months June to September
2019. To this end, we use a footprint model and model net ecosystem
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exchange (NEE) of CO; using the footprint weights of semi-terrestrial
tundra and thermokarst ponds.

B.2 METHODS
B.2.1 STUDY SITE

Samoylov Island (72°22’N, 126°28’E) is located in the southern part of
the Lena River Delta (Fig. B.1, b). It is approximately five km? large
and consists of two geomorphologically different components. The
western part of the island (~2 km?) is a floodplain, which is flooded
annually during the spring. The eastern part of the island (~3 km?),
a late-Holocene river terrace, is characterized by polygonal tundra.
The partially degraded polygonal tundra at this study site features
high spatial heterogeneity on a scale of a few meters in several aspects,
including vegetation, water table height, and soil properties. Dry and
wet vegetated parts of the semi-terrestrial tundra are interspersed
with small and large thermokarst ponds (1-10,000 m?) and with larger
lakes (up to 0.05 km?, Boike et al. (2015a) and Kartoziia (2019)). The
island is surrounded by the Lena River and sandy floodplains, creating
additional spatial heterogeneity on a larger scale.

This study focuses on a merged polygonal pond (Fig. B.1, d, and
B.7) on the eastern part of the island. This merged polygonal pond has
a size of 0.024 km? with a maximum depth of 3.4 meters and a mean
depth of 1.2 meters (Rehder et al., 2021; Boike et al., 2015a). In an
aerial image of the pond, the polygonal structures are clearly visible
under the water’s surface (Boike et al., 2015¢). The vegetated shoreline
of this merged polygonal pond is dominated by Carex aquatilis, but it
also features Carex chordorrhiza, Potentilla palustris, and Aulacomnium
spp.. These plants grow in the water near the shore while the deeper
parts of the merged polygonal pond are vegetation-free.

B.2.2 INSTRUMENTS

We measured gas fluxes using an eddy covariance (EC) tower be-
tween July 11 and September 10, 2019. The EC tower was located on
the eastern part of Samoylov Island, directly at the western shore of
the merged polygonal pond (Fig. B.1, d). The EC instruments were
mounted on a tripod at a height of 2.25 meters (Fig. B.7). The tower
was equipped with an enclosed-path CO,/H,O sensor (LI-7200, LI-
COR Biosciences, USA), an open-path CHy sensor (LI-7700, LI-COR
Biosciences, USA), and a 3D-ultrasonic anemometer (R3-50, Gill In-
struments Limited, UK). All instruments had a sampling rate of 20
Hz. We also installed radiation-shielded temperature and humidity
sensors at the EC tower (HMP 155, Vaisala, Finland) and used data
from a photosynthetically active radiation (PAR) sensor mounted on a
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Figure B.1: The location of the study site in Russia is shown in (a) and
the location of Samoylov Island within the Lena River Delta is
shown in (b). Samoylov Island is shown in (c); the surrounding
Lena River appears in light blue. The outline of the river-terrace
land-cover classification (Sect. B.2.4.1) is indicated by the blue
line. We focus on the polygonal tundra, however, large lakes are
excluded (circled in yellow). In (d), the land-cover classification
is drawn in blue (open water) and green shades (dark green: dry
tundra; medium green: wet tundra; and light green: overgrown
water). The merged polygonal pond studied here is outlined in
red. The location of the EC tower is marked by a black cross. The
cumulative footprint (see Sect. B.2.4.2) is shown in gray shades. 30
% of the flux likely originated from within the dark gray area, 50
% from within the medium-dark gray area, 70 % from within the
medium-light gray area and 9o % from within the light gray area.
Map data from © OpenStreetMap contributors 2020, distributed
under the Open Data Commons Open Database License (ODbL)
v1.0 (a & b) and modified based on Boike et al. (2012) (c & d).
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tower approximately 500 meters to the west of the EC tower (SKP 215,
Skye Instruments, UK). Additional meteorological data for Samoylov
Island was provided by Boike et al. (20109).

B.2.3 DATA PROCESSING

We performed the raw data processing and computation of half-hourly
fluxes for open-path and enclosed-path fluxes (CO,, CH4 and H;O)
using EddyPro 7.0.6 (LI-COR, 2019). The convention of this software
is that positive fluxes are fluxes from the surface to the atmosphere,
while negative fluxes indicate a flux from the atmosphere downwards.
Raw data screening included spike detection and removal according
to Vickers and Mahrt (1997) (1 % maximum accepted spikes and a
maximum of three consecutive outliners). Additionally, we applied
statistical tests for raw data screening, including tests for amplitude
resolution, skewness and kurtosis, discontinuities, angle of attack,
and horizontal winds steadiness. All of these tests’ parameters were
set to EddyPro default values. We rotated the wind-speed axis to a
zero-mean vertical wind speed using Kaimal and Finnigan’s (1994)
"double rotation" method. Further, we applied linear de-trending to
the raw data following Gash and Culf (1996) before performing flux
calculations. We compensated time lags via automatic time lag opti-
mization using a time lag assessment file from a previous EddyPro
run. In this previous time lag assessment, the time lags for all gases
were detected using covariance maximization (Fan et al., 1990), re-
sulting in time lags between 0-0.4 s for CO; and -0.5—+o0.5 s for CHj.
For H;O, the time lag was humidity-dependent and was calculated
for 10 humidity classes. We compensated for air-density fluctuations
due to thermal expansion and contraction and varying water-vapor
concentrations, following Webb et al. (1980). This correction depends
on accurate measurements of the latent and sensible heat flux and
was applied to the open-path data of the LI-7700. For the LI-7700 in
particular, the correction term can be larger than the flux itself, but
the correction was derived from the underlying physical equations.
Because we used well-calibrated instruments as well as EddyPro, which
uses an up-to-date implementation of the correction, we were con-
fident that the LI-7700 would provide accurate CH4 flux estimates.
For enclosed-path data, we performed a sample-by-sample conver-
sion into mixing ratios to account for air density fluctuations (Ibrom
et al., 2007b; Burba et al., 2011). Flux losses occurred in the low- and
high frequency spectral range due to different filtering effects. We
compensated flux losses in the low-frequeny range in accordance with
Moncrieff et al. (2004) and in the high-frequency range in accordance
with Fratini et al. (2012). For the high-frequency range compensation
method, a spectral assessment file was created using Ibrom et al.’s
(2007) method. The spectral assessment resulted in cut-off frequencies
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of 3.05 Hz and 1.67 Hz for CO, and CHj, respectively. For H,O, we
found a humidity-dependent cut-off frequency between 1.25 Hz (RH
5—45 %) and 0.21 Hz (RH 75-95%). We performed a quality check on
each half-hourly flux following the o-1-2 system proposed by Mauder
and Foken (2004). In this quality check, flux intervals with the lowest

"n_n

quality received the flag "2" and were excluded from further analysis.

B.2.4 DATA ANALYSIS

B.2.4.1 LAND-COVER CLASSIFICATION

The land-cover classification covers the late-Holocene river terrace of
Samoylov Island (3.0 km?, area within the blue line in Fig. B.1, c). It
is based on high-resolution near-infrared (NIR) orthomosaic aerial
imagery obtained in the summer of 2008 (Boike et al., 2015b). We used
a subset of Muster et al.’s (2012) existing classification as a training
dataset to perform a semi-supervised land-cover classification using
the maximum likelihood algorithm in ArcMap Version 10.8 (ESRI Inc,
USA). We then applied the ArcMap majority filter tool to the new
classification. The land-cover classification has a resolution of 0.17 m
x 0.17 m,. It is projected onto WGS 1984 UTM Zone 52N and the
land-cover classes include open water (15.7 %), overgrown water (7.0 %),
dry tundra (65.1 %), and wet tundra (12.1 %), as defined by Muster et al.
(2012). We summarize the classes overgrown water, dry tundra, and wet
tundra in the land-cover type, semi-terrestrial tundra. The river terrace
consists of this semi-terrestrial tundra, large lakes, and thermokarst
ponds. Since small ponds are an integral part of the polygonal tundra,
we use the term "polygonal tundra" to refer to the area of the river
terrace covered by semi-terrestrial tundra and by thermokarst ponds.

B.2.4.2 FOOTPRINT MODEL

In deploying an EC measurement tower, the tower’s location and
sensor height are crucial parameters. A lower measurement height
results in a smaller footprint. The tower’s footprint describes the source
area of the flux within the surrounding landscape. As we installed
sensors at a height of 2.25 m next to the merged polygonal pond, we
expected to observe substantial flux signals from the adjacent water
body as well as from the surrounding semi-terrestrial tundra. Each
land-cover type’s contribution to the flux signal depended on the
wind direction and turbulence characteristics. We implemented the
analytical footprint model proposed by Kormann and Meixner (2001)
in Matlab 2019b (MATLAB, 2019). We combined the footprint model
with land-cover classification data described in Sect. B.2.4.1 to estimate
the contribution of each land-cover type to each half-hourly flux (from
now on referred to as the weighted footprint fraction). The model
accounted for the stratification of the atmospheric boundary layer and
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required a height-independent crosswind distribution and horizontal
homogeneity of the surface. The input data required stationarity of
atmospheric conditions during the flux intervals of 30 minutes.

We derived the vertical power-law profiles for the eddy diffusiv-
ity and the wind speed for each 30-minute flux depending on the
atmospheric stratification (see Eq. 6 in Kormann and Meixner (2001)).
We used an analytical approach to find the closest Monin-Obukhov
(M-O) similarity profile (see Eq. 36 in Kormann and Meixner (2001)).
Next, we calculated a two-dimensional probability density function
of the source area for each flux (from Eq. 9 and 21 in Kormann and
Meixner (2001)). We combined each probability density function with
the land-cover classification of Samoylov Island’s river terrace with
its four land-cover types (see Sect. B.2.4.1). The resolution of the
footprint model was set to the land-cover classification resolution of
0.17 m x 0.17 m. Hence, we were able to estimate how much a given
grid cell contributed to each 30-min flux. We also knew each grid cell’s
dominant land-cover type from the land-cover classification. We com-
bined both pieces of information for each grid cell and calculated the
sum of the fraction fluxes within the source area for each of the four
land-cover types (dry tundra, wet tundra, overgrown water, and open wa-
ter) and determined the contribution of each land-cover type in respect
of each 30—minute flux (adry tundras Gwet tundra, Qdovergrown water,
and dopen water). We refer to this contribution of each land-cover
type as the weighted footprint fraction.

We also summed all 30-min two-dimensional probability density
functions over the entire deployment time. This sum is referred to as
the cumulative footprint (gray shaded area in Fig. B.1, c—d).

B.2.4.3 GAP-FILLING THE CO FLUX

To gap-fill the net-ecosystem exchange (NEE) fluxes of CO,, we used
the bulk-NEE model proposed by Runkle et al. (2013). The model is
specifically designed to model NEE in arctic regions: It takes impacts
of the polar day into account by allowing both respiration and photo-
synthesis to occur simultaneously throughout the day. The bulk-NEE
model uses the sum of total ecosystem respiration (TER) and gross
primary production (GPP) to describe NEE, our target variable:

NEE = TER + GPP (B.1)

where TER and GPP have the unit umol m—2 s~'. TER is approximated
as an exponential function of air temperature Tqi,:

Tair—Tref

TER = Rpase - Qo (B.2)

where Trer = 15 °C and v = 10 °C are constant, independent pa-
rameters. Rpgse (imol m—2 s~') describes the basal respiration at
the reference temperature T;e¢ and Q1o (dimensionless) describes the
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sensitivity of ecosystem respiration to air temperature changes.

GPP is described as a rectangular hyperbolic function of PAR (umol
-2 1

m s ')

Prax - & - PAR

PP = —
G Pimax + o - PAR

(B.3)

where o (umol pmol ') is the initial canopy quantum use efficiency
(slope of the fitted curve at PAR= 0) and Py qx (tmol m—2 s~ ') is the
maximum canopy photosynthetic potential for PAR — oo.

The parameters Rpgse, Q10, Pmax, and « were fitted simultaneously.
To account for seasonal changes in plant physiology, we fitted the
parameters for running five-day windows as proposed in Holl et al.
(2019a).

We split the datasets into training (70 %) and validation (30 %) data
sets to test model performance. We implemented the bulk-NEE model
in Matlab 2019b (MATLAB, 2019) using the fit function with the Non-
LinearLeastSquares fitting method. We used the coeffvalues-function to
estimate the four parameters (Rpase, Q10, Pmax, and «) and the con-
fint-function to estimate their 95 % confidence bounds. All partitioned
fluxes were converted into CO,-C fluxes in the unit g m~—2 d~! before
data analysis.

B.2.4.4 SEPARATING CO, FLUXES FROM SEMI-TERRESTRIAL TUN-
DRA AND WATER BODIES

We wanted to extract fluxes from thermokarst ponds and semi-terrestrial
tundra to analyze the influence of thermokarst ponds on the carbon
balance of a polygonal tundra landscape. However, due to the strong
heterogeneity of the landscape and the relatively small size of the
merged polygonal pond compared to the EC footprint, we measured
a mixed signal from all wind directions. In other words, each flux
that was measured with the EC method contained information from
different land-cover types. We divided the footprint into two classes —
semi-terrestrial tundra and thermokarst ponds — to assess the impact
of thermokarst ponds on the carbon balance.

Similar approaches of analyzing heterogeneous eddy covariance
fluxes in arctic environments have been conducted for CO; and CHy4
(e.g. Rofsger et al., 2019a,b; Tuovinen et al., 2019). Rof3ger et al. (2019a,b)
extracted CO;, and CHj4 fluxes from two different land-cover classes on
a floodplain, while Tuovinen et al. (2019) separated CHj fluxes from
nine individual land-cover classes, including water, and combined
them into four source classes (with no separate class for water). All
three studies differentiate between fluxes from different vegetation
types. Our method is dedicated to distinguishing between fluxes from
semi-terrestrial tundra and water bodies.

To estimate CO; fluxes from the merged polygonal pond (Fyona),
we first fitted the bulk-NEE model to training data, excluding fluxes
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from the direction of the merged polygonal pond (30° < WD < 150°).
We obtained a dataset consisting of information about as much semi-
terrestrial tundra as possible. We performed this step since we ex-
pected little to no photosynthetic activity in the open-water part of
the merged polygonal pond. This gap-filled CO; flux (hereinafter
Fmodeledmix) represents the polygonal tundra surrounding the EC
tower, meaning the flux is dominated by semi-terrestrial tundra, but
also includes polygonal ponds from wind directions of north, west,
and south. In the model input, we excluded 30-minute CO, fluxes
with an absolute value of more than 4 g m~2 d~!. In 38 five-day win-
dows, we found an R? above 0.9 between the model output and the
validation set. In 18 cases, we obtained an R? between 0.8-0.9; in six
instances, we obtained an R? below 0.7. The final RMSE between the
model input and the gap-filled NEE had a value of 0.29 gm~—2 d~'.

We assumed that the total observed flux was a linear combination
of the fluxes from the land-cover types weighted by their respective
contribution to the footprint. Thus, we postulated that the observed
CO; flux (Fops,mix, not gap-filled) was the sum of the individual
land-cover type fluxes (Fmodetled,mix and the merged polygonal pond
Fpona) each multiplied with their weighted footprint fraction (amix
and apond)/ with Qopen water = Apond, Amix = Asum — Qpond, and
asum being the sum over all land-cover classes:

Fobs,mix = Qpond" Fpond + Qmix Fmodeled,mix

Fobs,mix — Qmix ° Fmodeled,mix (B 4)

~ Fpond =
Qpond
To improve data quality, we excluded 30-min fluxes of Fonqa when
apond < 50 %. Then, we used the median of Fj,,nq for further calcula-
tions, and we assumed that all thermokarst ponds in the EC footprint
emitted the same amount of CO5.

As mentioned above, the observed CO; flux from the wind direction
of north, west, and south (Fops,mix) Was influenced by polygonal
ponds to a small degree. Since our aim was to assess the impact of
thermokarst ponds (both polygonal ponds and merged polygonal
ponds) on NEE, we needed to eliminate the influence of polygonal
ponds from our NEE estimate. To extract uncontaminated CO, flux
data from the semi-terrestrial tundra (Fmodeted tundra), We subtracted
the previously estimated pond CO; flux F,onq from the observed
CO; flux Fovs,mix:

Fmodeled,tundra = FObS,le Fpond Fpond (85)
Amix

We then used this estimated CO; flux from the semi-terrestrial tundra

Fiodeledtundra as the regressand variable for the bulk-NEE model to

obtain a gap-filled dataset regarding CO; flux from the semi-terrestrial

tundra. This gap-filling modeling of CO,-C flux had an RSME of 0.31

grrF2 d-1.
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To evaluate the impact of thermokarst ponds on landscape CO; flux,
we estimated a polygonal tundra landscape-CO; flux from the late-
Holocene river terrace of Samoylov Island (Fiandscape) by combining
thermokarst ponds and semi-terrestrial tundra linearly:

Flandscape = Apond : Fpond + Atundra : Fmodeled,tundra

where Fp,onq describes the CO; emissions from the open-water areas
of thermokarst ponds (Eq. B.4), Fimodeled tundra describes the mod-
eled CO; flux from the semi-terrestrial tundra (Eq. B.5), Apona = 0.07
is the fraction of the river terrace area of Samoylov Island that is cov-
ered by thermokarst ponds (from the land-cover classification, see Sect.
B.2.4.1) and Atyndra = 1 — 0.07 is the fraction of other land-cover to
the entire river terrace area. We did not account for larger or deeper
lakes in this up-scaling approach, as we expected different greenhouse
gas emission dynamics from these lakes and there were no lakes in
our footprint, and therefore not within our observation range. Thus,
we scaled the above numbers to Atyndara +Apond = 1, which results
in Apondg = 0.076 and Ayndra = 0.924.

B.2.4.5 CHy4 FLUX PARTITIONING

The data show that the CH4 emissions from the heterogeneous land-
scape around the tower were less spatially uniform than the CO;
emissions. Therefore, we could not use a gap-filling model for CHy4
that was similar to the bulk model we used for CO,, so we investi-
gated CH,4 emissions in a different way. Based on preliminary results
from our analysis and the aerial image of the study site, we focused on
four wind sectors instead of extracting the fluxes from the land-cover

types:

* tundra: At least half of the footprint consisted of dry tundra, and
the wind direction was larger than 170°.

* shorespo: Less than 40% of the footprint consisted of dry tun-
dra and water comprised least 30% of the footprint. The wind
direction was between 30° < WD < 65°.

* pond: At least half of the footprint consisted of open water, and
the wind direction was between 65° < WD < 110°.

* shoreqo-: Less than 40% of the footprint consisted of dry tundra
and water comprised at least 30% of the footprint. The wind
direction was between 110° < WD < 130°.

B.2.4.6 CH4q PERMUTATION TEST

To evaluate whether the differences in flux medians between the four
wind sectors were significant, we applied a permutation test (Edg-
ington and Onghena, 2007). In this test, we randomly assigned each
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30-min flux to one of two groups and calculated both groups” me-
dian and the differences between the group’s medians. We conducted
six tests in total, using all possible combinations of pairs with the
four wind sectors. After repeating this step 10000 times, we plotted
the resulting differences in medians in a histogram and performed
a one-sample t-test to evaluate whether the observed difference in
medians differed significantly (p < 0.01) from the randomly generated
differences.

B.3 RESULTS
B.3.1 METEOROLOGICAL CONDITIONS

During the measurement period between July 11 and September 10,
2019, half-hourly air temperatures range from -o.5 °C to 27.6 °C
with a mean temperature of 8.7 °C (Fig. B.8, a). The maximum wind
speed measured at the EC tower at a height of 2.25 m is 8.9 m s
(Fig. B.8, b). PAR reaches values of up to 1419 pmol m~—2 s~ ! with
decreasing maximum values during the measurement period (Fig.
B.8, c¢). Throughout the measurement period, there are 28 cloudy
days, determined by identifying days with low PAR-values (maximum
values below ~500 pmol m—2 s~ ).

B.3.2 CO, FLUXES

When inspecting the relation between observed CO; fluxes and wind
direction (Fig. B.2), we find that CO; fluxes exhibit high temporal
variability between positive and negative CO; fluxes from most wind
directions. In the wind sector between 60°-120°, the flux source area
is dominated by the merged polygonal pond. The CO,-C fluxes from
this pond sector show smaller absolute variability (0.09 ®-3%, g m—2

_ . % P til . .
d~', Median 25% P erecr;elrtlﬂze) than the fluxes from all other wind direc-

tions (—0.08 %87 . g m~2 d~!, Median 25(,/:A)PZ§£§§2§2€). Additionally, we
observe a lower respiration rate from the merged polygonal pond than
from the semi-terrestrial tundra. Fig. B.3 shows the observed night-
time CO; fluxes plotted against the respective weighted footprint
fraction of open water. We define nighttime as PAR<20 pmol m—2 s~ 1;
we expect that there would only be respiration, no photosynthesis,
during the night-times. We find that the fluxes decrease as the pond
area contribution increases. Thus, the strength of CO; respiration
shows a dependence on the contribution of open-water. We also find
that low air temperatures are mostly associated with low respiration
rates.

Another aspect of CO; flux variability stems from the diurnal cycle.

We compare the diurnal cycle of the CO; fluxes from the merged
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Figure B.2: Polar plot of observed 3o-minute CO;-C fluxes with respect to
the wind direction. Negative values (inside of the solid black line)
represent CO, uptake, while positive values (outside of the dotted
black line) represent CO, emissions. The values -4, -2, 0, and 2
indicate the magnitude of the CO,-C flux in g m—2 d~'. The
color of each point on the plot represents the percentage the point
comprises of the total open water weighted footprint fraction in
each 30-minute flux. The red boxes indicate the mean CO, flux
of 5° wind direction intervals during the two-month observation
period (red lines indicate the first standard deviation).
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Figure B.3: Scatter plot of observed CO, fluxes against the weighted foot-
print fraction of open water during each 30-minute flux. The air
temperature is represented through color. Only fluxes observed
at nighttime (PAR<20 pmol m—2 s~ 1) are shown.
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Figure B.4: Diurnal cycle of modeled CO,-C based on observations flux from
the merged polygonal pond (blue, eq. B.4) and the semi-terrestrial
tundra (green, eq. B.5) as violin plots for each half-hour flux. Blue
and green crosses mark the mean CO,-C flux during each half-
hour flux. A violin plot shows the distribution of measurements
along the y-axis — the width of the curves indicates how frequently
a certain y-value occurred.

polygonal pond (estimated in accordance with Eq. B.4) and the semi-
terrestrial tundra (Eq. B.5, Fig. B.4). The results show a less pronounced
diurnal CO; cycle from the direction of the merged polygonal pond
(blue) compared to the diurnal CO; cycle from the semi-terrestrial
tundra (green). We combine all data from the merged polygonal pond
(Fpona in Eq. B.4), which results in a CO,-C flux of 0.13 8%3 g m 2

4 . 75 % Percentile
d~' (Median 25 % Percentile)-

B.3.3 CH, FLUXES

We plot the observed CH, fluxes against wind direction (Fig. B.5). The
results show that the CH4 emissions peak at ~ 120°, where fluxes from
one shoreline of the merged polygonal pond contribute to the observed
flux (Fig. B.1 d, from now on shoret,0-). We do not observe a similar
peak of CH,4 emissions in the direction of the second shoreline towards
~ 50° (shoresg-). These peaks did not correlate with a specifically large
contribution of one of the land-cover classes to the footprint.

To further investigate the peak at shorejo-, we compare the CHy
emissions from the different wind sectors (shorejzg-, shoresge, pond
and tundra, Sect. B.2.4.5). We find the following fluxes from the wind
sectors: 19.18 ﬁ‘:‘z‘g mg m~—2 d~! (shorey2q-), 12.96 }g:;l mg m2d!
(shoresgo), 13.90 }?:gg mg m—2 d~' (pond), and 12.55 37_66'27 mg m~—?2
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Figure B.5: Polar plot of 30-minute observed CH4-C flux with respect to
the wind direction at the EC tower. Positive values outside the
solid black line represent CH4 emissions, while values and inside
the line represent CH4 uptake during one half-hour period. The
values o, 20, 40, and 60 indicate the magnitude of the CHy4-C flux
in mg m—2 d~!. The color of each point on the plot represents the
percentage the point comprises of the total open water weighted
footprint fraction in each 30-minute flux. The red boxes indicate
the mean CHy flux of 5° wind direction intervals during the two-
months observation period (red lines indicate the first standard
deviation).

d=" (tundra, Median Zg ofz ggiiﬁ:ﬁg) Fluxes from shorej,0- have a higher
median than fluxes from the other three wind sectors (Fig. B.6).

We investigated the impact of wind speed and air temperature on
the CHj4 fluxes by excluding flux intervals with high wind speed
(greater than 5 m s~') and high air temperature (warmer than 12 °C).
The randomization test (Sect. B.2.4.6) provided evidence of a signifi-
cant difference between CH4 emissions from shore29- and the other
three wind sector classes at low wind speeds (top row in Fig. B.10) and
no significant difference between the CH4 emission from the classes
pond - tundra and shoresgo - tundra. The difference between the classes
pond and shores- is significant; however, it is much smaller than the
previously described differences (see center graph in Fig. B.10). Note
that the CH4 emissions from pond and tundra have a similar mag-
nitude under moderate wind speed conditions. The results are very
similar for moderate temperatures: We find evidence of a significant
difference between the CH4 emissions from shoreq;0o and the CHy
emissions from the other three wind sector classes (top row in Fig.
B.11). The differences in medians between the pond and shoreso. and
between the pond and tundra are significant. However, this difference
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Figure B.6: Violin plots of observed CH,4 emissions at the EC tower separated
into four different wind sector classes. A violin plot shows the
distribution of measurements along the y-axis - the width of
the curves indicates how frequently a certain y-value occurred.
Medians of CH4 emission distributions are shown as red lines,
and 75™ and 25t percentile are shown as black lines. On the
right, the wind sectors with the eddy covariance tower in the
center (black cross) are shown.

is much smaller (second row in Fig. B.11). In summary, neither high
wind speed nor high temperatures act as a driver for the high CH4
emission from shorejzgo. In contrast, the peak at 180°-190° can be
explained reasonably well using air temperature and friction velocity
in a multiple linear regression (R? = 0.44). Using the same predictors
results in an R? of 0.20 for the peak at shoreq¢0.

The ratio of CO,-C to CH4-C emissions at night (PAR<20 pmol
m~2 s~ ') has a value of CHs/CO; = 0.0603:37$ for fluxes with an
open-water weighted footprint fraction of more than 6o %, whereas
the ratio amounts to CH4/CO3 = 0.0203375 (Median 77 7o pereentiey for
fluxes with an open-water weighted footprint fraction of less than

20 %.

B.3.4 UPSCALED CO, FLUX

We use the estimated open-water CO; flux from the merged polygonal
pond and the modeled CO; flux from the semi-terrestrial tundra to
linearly up-scale the CO; flux for the polygonal tundra of Samoylov

Island (excluding larger lakes, the method described in Sect. B.2.4.4).

As we have not obtained estimates for the CH, fluxes from tundra and
pond land-cover types, we only upscale CO,.

We estimate that when one includes the CO> flux from thermokarst
ponds, the river terrace landscape’s CO; uptake is ~ 11% lower than
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the uptake of semi-terrestrial tundra without ponds. The modeled
CO,-C flux from the semi-terrestrial tundra (without consideration
of thermokarst pond fluxes) accumulated to -16.29 + 0.43 g m ™2
during the observation period (60.5 days). If separated into months,
the modeled CO5-C flux from the semi-terrestrial tundra amounts to
-15.01 + 0.26, -3.56 + 0.33 and +2.35 & 0.11 g m~? in July (19.8 days),
August (31 days), and September (9.7 days), respectively. When one
includes the CO; flux from the merged polygonal pond to represent
all thermokarst ponds on Samoylov Island, the resulting estimate of
the landscape CO; flux amounts to -14.47 4 0.40 g m~2 (60.5 days),
with monthly fluxes of -13.75 £ 0.24, -2.99 £+ 0.31, and +2.27 = 0.10 g
m~2 in July (19.8 days), August (31 days), and September (9.7 days),
respectively. Thus, the results show that thermokarst ponds have the
largest impact on the landscape’s CO; flux in August. In September,
accounting for thermokarst ponds leads to a 3.5 % lower estimate of
landscape CO; emissions.

B.4 DISCUSSION
B.4.1 CO, FLUX

Only a limited number of EC CO,-flux studies from permafrost-
affected ponds and lakes are available (studies with "EC" in Tab. B.1).
Estimates of open-water EC CO,-C flux range from 0.059 g m~2 d~!
(Jammet et al., 2017), to 0.11 g m—2 d~! (Eugster et al., 2003), to 0.22
g m 2 d~! (Jonsson et al., 2008). Our estimate of 0.12 8:331 48 m—2
d ! is, therefore, well within the range of open-water CO,-C fluxes
observed with the EC method. Other studies using different methods
report a wider range of open-water CO; fluxes in arctic regions. These
fluxes range from a minor CO,-C uptake (-0.14 g m~2 d~', Bouchard
et al. (2015)) to substantial emissions of CO,-C (up to 2.2 gm~2 d~',
Abnizova et al. (2012)). A modeling study involving multiple lakes
in Northeast European Russia found that they produce almost zero
emissions (0.028 g m~2 d~', Treat et al. (2018)).

Strikingly, our estimates of open-water CO, emissions are approx-
imately 12-18 times smaller than those that have been previously
reported for open-water CO, emissions at the same study site (Abni-
zova et al., 2012). One reason for the divergent results might be the
different methods used. In Abnizova et al. (2012), the thin boundary
layer model (TBL), following Liss and Slater (1974), was applied to
estimate CO; emissions from CO; concentrations. However, one other
study found good agreement between the EC method and the TBL
(Eugster et al., 2003). In addition, in contrast to the larger merged
polygonal pond we focus on, Abnizova et al. (2012) measured two
polygonal ponds (they took 46 water samples in August and Septem-
ber 2008). These two ponds might have had exceptionally high CO,
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Table B.1.: Continued from previous page.

STUDY LOCATION PERIOD/TIME STUDY SITE METHOD CO3-C FLUX CHy4-C FLUX

291 291

ng 2d % Tﬁmg 2d g
Bouchard NE Canada July 2013 & 2014  Bylot Island, Polygon TBL -0.14 — 0.74 0.50 — 6432
et al. ponds -0.085 — 0.062 0.70 — 74.5
(2015) Lakes
Sepulveda- Alaska June — July 8 Lakes, Yedoma TBL & 0.60+ 0.58 92.86 + 35.72
Jauregui et 2011 & 2012 32 Lakes, Non-Yedoma STO 0.10 £ 0.10 16.80 £ 8.61
al. (2015)
Treat et al. Northeast Euro- 2006 — 2015 Multiple Lakes MOD 0.028 £ 0.00011  0.84 £ 0.0
(2018) pean Russia
Sieczko et Northern Sweden July - August Lake Ljusvatterntjarn CH - 2.95 £ 0.75
al. (2020) 2017
Ducharme- North-East Summer 2008 15 lakes TBL 0.20 £ 0.093 -
Riel et al. Canada
(2015)
Repo et al. Western Siberia 03.07. — MTlake TBL 0.14 + 0.11 -
(2007) 06.09.2005 FTlake TBL 0.41 + 0.25
MTpond TBL 0.44 + 0.25

Lundin et Northern Sweden 2009 (only ice-free 27 lakes TBL 0.18 £+ 0.11 -
al. (2013) season)
Kling et al. Alaska 1975 — 1989 25 lakes TBL 0.25 & 0.040 5.16 + 0.96
(1992)
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concentrations and might not be representative of polygonal ponds
in our study area. If the polygonal ponds in the footprint of our EC
measurements emitted CO; in the quantities suggested by Abnizova
et al. (2012), we would expect to see their signal more clearly in our
measurements.

Our approach of combining a footprint model with a land-cover
classification to extract fluxes from different land-cover classes allows
us to determine the thermokarst pond CO; flux. We report an uncer-
tainty range in respect of the thermokarst pond CO, flux; however,
identifying the full uncertainty of this flux is not possible using this
approach due to the footprint analysis” unknown degree of uncertainty.
Still, the results in respect of the thermokarst pond CO; flux are plau-
sible and in the expected order of magnitude for two reasons. First, a
reduced diurnal variability is observed when the merged polygonal
pond influences the flux signal (Fig. B.4). This reduction indicates that
the respiration rate from the merged polygonal pond is lower than the
respiration rate from the semi-terrestrial tundra, where ample oxygen
is available in the upper soil layer. Additionally, since the thermokarst
ponds have a lower vegetation density than the tundra, there is less
photosynthesis. Second, when focusing on night-time fluxes, when
only respiration occurs (i.e. no carbon is taken up), there is a decrease
in CO; emissions with an increasing weighted footprint fraction of
open water (Fig. B.3); this also indicates that there was reduced decom-
position in the merged polygonal pond. Overall, based on the data,
the findings that thermokarst ponds have lower CO, emissions than
the semi-terrestrial tundra are reasonable.

B.4.2 CH, FLUX

We observe large differences in CH4 emissions from the four wind
sectors. CHy emissions from shoreq,o- are significantly higher than
from shoresgo, pond, and tundra (Sect. B.3.3). Notably, we tested the
dependence of these higher fluxes on wind speed and air tempera-
ture. We expect high wind speeds to enhance turbulent mixing of the
water column and diffusive CH4 outgassing at the water-atmosphere
interface. High wind speeds are also associated with pressure pump-
ing, which potentially fosters the ebullition of CH4. On the other
hand, peak temperatures can lead to peak CHy4 production and emis-
sions due to enhanced biological activity. However, the high emissions
from shoreq,0- do not coincide with either of two key meteorological
conditions, high wind speeds and high temperatures, which would
especially favor high emissions. Thus, the difference in methane flux
dynamics between shorej20- and shoresg- is astounding since the shore-
lines share many other characteristics.

Both shorelines extend radially (in a fairly straight line) from the
EC tower (Fig. B.1), thus contributing similarly to the EC flux. The
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underwater topography does not vary significantly between the two
shorelines. Meters away from the shore, both shorelines have a water
depth of a few centimeters and a few decimeters (see data from Boike
et al. (2015a)). As previously described in section B.2.1, both shorelines
are dominated by Carex aquatilis, and from visual inspection, we could
not identify differences in shoot density. We, therefore, assume that the
characteristics of the emergent vegetation do not play a major role in
explaining the differences between the CH4 emissions from shore 2o
and shoresg.. We also examine the evolution of the shorelines at the
merged polygonal pond to check whether erosion along the shoreline
could cause the high CH4 emissions. We compare an image from 1965
(U.S. Geological Survey, EROS Center, 1965) with the current (2019)
shoreline, yet we cannot identify signs of recent erosion. Furthermore,
high-resolution aerial images of this pond from 2008 (Boike et al.
(2015b), resolution > 0.33 m) and 2015 (Boike et al. (2015¢), resolution
> 0.33 m) show no signs of erosion. We therefore assume that past
erosion is unlikely is unlikely to have been a factor that caused the
high levels of CH4 emissions we observed in 2019.

Local ebullition of the merged polygonal pond could lead to high
CHj4 emissions from shorej,g-. We applied the method proposed by
Iwata et al. (2018) to check for signs of ebullition events. This method
uses the 20 Hz raw CHy concentration data to detect short-term peaks
in CHy that originate from ebullition events. However, we cannot
detect ebullition events in the 20 Hz raw data.

In summary, meteorological conditions (wind speed and temper-
ature), characteristics of emergent vegetation, coastal erosion, and
intense ebullition events, are unlikely to be the main driving factors of
the increased CH4 emissions we observed. Another possible driver of
higher CH4 emissions from shoreq¢- is a small but steady seep ebulli-
tion hot spot close to this shoreline (such as ebullition class Kotenok in
Walter et al. (2006)). Seep ebullition hot spots have been reported to
occur heterogeneously in clusters in Alaskan lakes (Walter Anthony
and Anthony, 2013). Unfortunately, seep ebullition has not previously
been reported in water bodies in our study area, so we did not include
measurements targeting this process in our measurement campaign.
In future studies, visual inspection of trapped CH4 bubbles in the ice
column during wintertime, as proposed by Vonk et al. (2015), could
reveal more information about the cause of the higher CH4 emissions
from shoreq 00, as could funnel or chamber measurements with high
spatial coverage.

The results show that the merged polygonal pond emits a similar
magnitude of CH4 as the polygonal tundra surface under similar me-
teorological conditions and when excluding the high emissions from
shoreq,0-. However, substrate availability and temperature dynam-
ics differ substantially. Additionally, in dense soils, methane diffuses
slowly enough through soil layers containing oxygen that the methane
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can be oxidized before reaching the surface. In contrast, methane
emitted in ponds can reach the surface quickly through ebullition
or plant-mediated transport in addition to diffusion. Therefore, we
expect to see larger differences between the CH,4 emissions from the
merged polygonal pond and the polygonal tundra, more akin to the
differences that have been detected in a subarctic lake and fen by
Jammet et al. (2017). However, we see no significant difference in the
CHj4 emissions from the open-water areas of the merged polygonal
pond and the polygonal tundra surface (Fig. B.6 & B.10).

Since many other thermokarst ponds in our study area are smaller
than the merged polygonal pond (making them unsuitable to study
using the EC method), and since smaller ponds tend to be greater
emitters of methane (Holgerson and Raymond, 2016; Wik et al., 2016),
our measurements might provide a lower limit of overall thermokarst
pond CH4 emissions.

i _ 15.92 . .75 % Percentile
We estimate a CHy4-C flux of 13.38 ;345 (Medlan25 % Percentile) ME

m—2d! from the merged polygonal pond and 12.96 }8:;21—1 918 %ﬁ:‘z‘é

mg m~2 d~! from the shores of this pond. This is higher than the
fluxes measured by Jammet et al. (2017) from a sub-arctic lake (Tab.
B.1). The authors report a mean annual CH4-C flux of 13.42 + 1.64
mg m~2 d~! and a mean ice-free season CHy4-C flux of 7.58 & 0.69
mg m~2 d~'. A study focusing on 32 non-Yedoma thermokarst lakes
in Alaska found CHy4-C emissions similar to our results (16.80 +
8.61 mg m 2 d~ ', Sepulveda-Jauregui et al. (2015)). Also, a synthe-
sis of 149 thermokarst water bodies north of ~ 50° reports CH4-C
emissions in the same order of magnitude (27.57 + 14.77 mg m 2
d—!, Wik et al. (2016)). However, other recent studies have reported
considerably lower CH,4-C emissions of 2.95 + 0.75 mg m~2 d~! in
Northern Sweden (Sieczko et al., 2020) and, in contrast, a study finding
CHy4-C emissions of up to 6,432 mg m—2 d~' in Northeast Canada
(Bouchard et al., 2015). The wide range of water-body methane emis-
sions militates in favor of caution when generalizing our results, even
for Samoylov Island, especially since the emissions within the merged
polygonal pond have been shown to be heterogeneous. Instead, af-
ter finding a hotspot in CH,4 emission at the pond shore, we would
like to highlight that the gathering of additional measurements — for
example employing funnel traps or counting bubbles in ice — will
help to better constrain thermokarst pond CH,4 dynamics in their full
complexity. Nevertheless, our measurements provide a robust lower
limit of thermokarst pond CH,4 emissions.

B.4.3 UPSCALING THE CO, FLUX

We upscale the CO; emissions for the river terrace on Samoylov, an
area for which we have access to a high-resolution land-cover classifi-
cation. We find that we overestimate the carbon-dioxide uptake of the
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polygonal tundra by 11 % when we do not account for the thermokarst
ponds” CO; emissions. A similar approach by Abnizova et al. (2012)
found a potential increase of 35-62 % in the estimate of CO, emission
from the Lena River Delta when including small ponds and lakes in
the landscape CO;, emission calculation. If we follow the upscaling
approach by Abnizova et al. (2012) and consider overgrown water
as part of the thermokarst ponds, the estimate of the landscape CO,
uptake would decrease by 19 %. Kuhn et al. (2018) also found water
bodies in arctic regions to be an important source of carbon, which
could outbalance the carbon dioxide uptake of the semi-terrestrial
tundra in a future climate. In summary, our results demonstrate that
open-water CO; emissions can substantially influence the summer
carbon balance of the polygonal tundra. With respect to the night
time emissions, we find that per gram CO,-C thermokarst ponds emit
0.06 g CH4-C whereas the semi-terrestrial tundra only emits 0.02 g
CH4-C. This finding underlines again that, especially when consid-
ering thermokarst ponds, CH4 emissions are of significant interest.
Even though mean CH,4 emissions from the semi-terrestrial tundra
and open water are of similar magnitude, we expect that the impact
of thermokarst ponds on the carbon balance would be even greater
when accounting for CH4 due to locally high emissions.

Our results suggest that future studies that aim to capture a rep-
resentative landscape flux should pay extra attention to the water
bodies in their footprint. The CO; flux from thermokarst ponds has
the opposite sign (CO, emission) as the semi-terrestrial tundra (CO,
uptake) during the observation period. Consequently, thermokarst
ponds should cover about as much area in the measurement as they do
in the landscape area of interest. In this way, the chances of capturing
CHj4 hotspots, which can be investigated more closely, are also greater.

B.5 CONCLUSIONS

We find that thermokarst ponds are a carbon source. At the same time,
the surrounding semi-terrestrial tundra in our study area acts as a
carbon sink during the summer period (July-September), which is
in agreement with prior studies (Abnizova et al., 2012; Jammet et al.,
2017), despite that we observe much lower open-water CO; fluxes
compared to previous work at the same study site (Abnizova et al.,
2012). Using our approach to disentangle the EC fluxes from different
land-cover classes, we posit that during the measurement period,
we would overestimate the carbon-dioxide uptake of the polygonal
tundra by 11 % if thermokarst ponds were not accounted for. We
expect lakes to have a similar effect on the carbon budget, though a
smaller one, since lakes (a) cover a similar amount of surface area as
the thermokarst ponds in our study site (Abnizova et al., 2012; Muster
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et al.,, 2012) and (b) are weaker emitters of greenhouse gases than
ponds (Holgerson and Raymond, 2016; Wik et al., 2016).

In contrast to CO; emissions, which are spatially more homoge-
neous, small-scale heterogeneity in CH,4 emissions makes it difficult to
find drivers of CH4 emissions. We cannot pinpoint the drivers behind
the high emissions along parts of the coastline, which we surmise
were potentially caused by seep ebullition. Thus, we cannot estimate
the impact of this heterogeneity on the landscape scale and, therefore,
refrain from upscaling CH,4 emissions. Additionally, the open-water
fluxes presented in this paper originate from a single merged polygo-
nal pond since the other polygonal ponds surrounding the EC tower
are too small to extract their fluxes using the footprint method ap-
plied here. Thus, we do not account for the spatial variability of CH4
emissions between thermokarst ponds, which can be substantial (Re-
hder et al., 2021; Wik et al., 2016). However, we note that open-water
fluxes were of a similar magnitude as the polygonal tundra fluxes.
Consequently, the main impact that thermokarst ponds have on the
landscape CH4 budget might occur through plant-mediated transport
and local ebullition.

While being ill-suited for the study of smaller ponds, we underline
that the EC method is appropriate for observing greenhouse-gas fluxes
from thermokarst ponds as small as 0.024 km?. The EC method has a
higher temporal resolution than the TBL method. It does not disturb
exchange processes like the chamber flux method, which eliminates
the wind at the water surface. Especially when combining an EC
footprint with a land-cover classification, one can distinguish between
the contribution of different land-cover classes effectively and also
study the fluxes from thermokarst ponds.

We conclude that thermokarst ponds contribute significantly to
the landscape carbon budget. Changes in arctic hydrology and the
concomitant changes in the water-body distribution in permafrost
landscapes may cause these landscapes to change from being overall
carbon sinks to overall carbon sources.
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B.6 ADDITIONAL FIGURES

Figure B.7: Picture of the eddy covariance tower with the merged polygonal
pond in the background. Picture taken on 11 July 2019 by Zoé
Rehder.
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Wind Speed (ms™")
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Figure B.8: Timeline of observed meteorological conditions during the ob-
servation period with air temperature in 2 meters height (a),
wind speed in 3 meters height (b) and photosynthetically active
radiation (PAR) (c). Mean values and standard deviation of ob-
servations during the past 16 years are plotted as black lines and

gray areas.
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Figure B.9: Time series of 30-minute observed CO;-C flux intervals (a) and
CHj4-C flux with a quality flag of o or 1. The blue color represents
fluxes originating from the wind direction of the lake (30° -
150° wind direction, mostly mixed signals from semi-terrestrial
tundra and the lake surface) and the green color represents fluxes
originating from all other wind directions.
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Figure B.10: Histogram of permutation tests between the medians of CHy
emissions from different wind direction classes in figure B.6. All
medians from flux observations during moderate wind-speed
conditions. The observed differences in medians between the
different wind direction classes are shown in red vertical bars in

each plot.
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Figure B.11: Histogram of permutation tests between the medians of CHy4

emissions from different wind direction classes in figure B.6.
All medians from flux observations during moderate air-
temperature conditions. The observed differences in medians
between the different wind direction classes are shown in red
vertical bars in each plot.
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ABSTRACT

The Arctic is warming at an above-average rate. Ponds are vulnerable
to this warming due to their small thermal inertia compared to lakes,
and they are a relevant landscape-scale source of methane under the
current climate. Here, we employ a new, process-based model for
methane emissions from ponds, MeEP, to investigate the methane-
emission response of polygonal-tundra ponds in Northeast Siberia to
warming. MeEP differentiates between the three main pond types of
the polygonal tundra, ice-wedge, polygonal-center, and merged polyg-
onal ponds. The model resolves the three main pathways of methane
emissions — diffusion, ebullition, and plant-mediated transport — at
the temporal resolution of one hour, thus capturing daily and seasonal
variability of the methane emissions. We perform idealized warming
experiments, with increases in the mean annual temperature of 2.5, 5,
and 7.5° C on top of a historical simulation. The simulations reveal
an overall increase of 1.08 g CH, year~' °C~! per square meter of
pond area. Compared to emissions under present conditions, this
corresponds to emission increases of more than 40 % year~ ' ° m~2
C—'. Most of this emission increase is due to the additional substrate
provided by the increased net productivity of the vascular plants.
Furthermore, plant-mediated transport is the dominating pathway
of methane emissions in all simulations. We conclude that vascular
plants as a substrate source and efficient methane pathway should be
included in future pan-Arctic assessments of pond methane emissions.



C.1 INTRODUCTION

C.1 INTRODUCTION

We present first results of a new model for Methane Emissions from
Ponds (MeEP). This model has been developed to simulate methane
dynamics in arctic ponds since arctic landscapes have a high areal
coverage of water bodies (Muster et al., 2017) and ponds are the most
numerous among those water bodies (Downing et al., 2006; Polishchuk
et al., 2018; Muster et al., 2019). We define ponds using the Ramsar
classification, which uses a size limit of 8 - 10* m? (Ramsar Convention
Secretariat, 2016). We impose the additional condition that the average
depth of a pond is below 2 meters (Lim et al., 2001). In our study
region, water bodies that are shallow freeze through in winter. Thus,
they do not have an unfrozen sediment layer throughout the year
(talik) (Pienitz et al., 2008; Arp et al., 2012; Surdu et al., 2014).

Ponds are an important part of the arctic carbon cycle, as they emit
carbon dioxide and, notably, methane (Wik et al., 2016; Holgerson and
Raymond, 2016; Beckebanze et al., 2021a), which is the greenhouse gas
with the higher warming potential. However, the Arctic is warming
rapidly (Chapman and Walsh, 1993; Bekryaev et al., 2010; Serreze and
Barry, 2011), which induces a multitude of changes to the landscape,
and ponds specifically. Ponds are especially vulnerable to climate
change due to their small size and low thermal inertia compared to
lakes. During longer ice-free seasons, more water is lost to evaporation
and subsurface runoff (Anderson et al., 2013; Riordan et al., 2006). So
far, arctic ponds have been sustained by the frozen ground, which has
a low hydraulic permeability. Loss of permafrost, in turn, promotes
drainage (Jepsen et al., 2013). While ponds are already disappearing
in some regions, such as landscapes with discontinuous permafrost
in Alaska (Riordan et al., 2006; Andresen and Lougheed, 2015), other
regions might become richer in ponds with warming (Christensen
et al., 2004; Bring et al., 2016).

One landscape type, which is prone to pond formation, at least
transitionally, is the polygonal tundra. Ponds are abundant in the
polygonal tundra (Muster et al.,, 2012) and when the ice wedges,
which are one the defining features of the polygonal tundra, melt,
more ponds are likely to form (Jorgenson et al., 2006; Liljedahl et al.,
2016). Though permafrost stores large amounts of carbon (Hugelius
et al.,, 2014), most arctic ponds emit predominantly contemporary,
recently fixed, carbon (Negandhi et al., 2013; Bouchard et al., 2015;
Dean et al., 2020). However, these newly-formed ponds might emit
older carbon than the average global pond. When the permafrost
adjacent to the thawing ice wedge degrades, old carbon can leech into
the pond fueling methanogenesis (Langer et al., 2015; Préskienis et al.,
2021) and exerting a positive climatic feedback.

Furthermore, the pond’s methanogenic communities might shift in
response to the warming Arctic. Zhu et al. (2020) predicted that this
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Figure C.1: (a) Map of the Lena River Delta, which is situated in Northeast
Siberia. Location of Samoylov Island marked by a circle. (c) Map
of Samoylov Island including a classification of all ponds on the
river terrace (eastern part of the island) based on the landscape-
scale pond classification.

will lead to an additional, strong increase in pond methane emissions.
Besides temperature, methanogenesis in water bodies depends on
substrate quality (Jong et al., 2018). Vascular plants are known to
improve substrate quality (Joabsson and Christensen, 2002; Rehder et
al.,, 2021), and vegetation and its composition in the Arctic are already
changing (Villarreal et al., 2012; Bhatt et al., 2013). Thus, we expect
methane emissions to change as well.

To analyze as many of these interlinked effects on methane cycling
in a single study as possible, we employ the dedicated model MeEP
(Methane Emissions from Ponds). We focus on the landscape scale for
the polygonal tundra, for which we tuned the model and compared the
output of historical simulations to pond measurements. With MeEP,
we then explore how pond methane emissions might change in a
warmer Arctic.

C.2 MATERIALS AND METHODS
C.2.1 STUDY SITEIN THE LENA RIVER DELTA

In this study we focus on the extensively researched Samoylov Island
(Kutzbach et al., 2004; Abnizova et al., 2012; Helbig et al., 2013; Zubrzy-
cki et al., 2013; Knoblauch et al., 2015; Boike et al., 2019; Rehder et al.,
2021; Beckebanze et al., 2021a, among others). Samoylov Island lies in
the Lena River Delta of Northeast Siberia at 72°22" N and 126°30" E
(Fig. C.1). The island is composed of Holocene sediments and can
be divided into two geomorphologically different parts. The western
part consists of a floodplain, while the eastern part is a river terrace
featuring polygonal tundra (Zubrzycki et al., 2013; Kartoziia, 2019).
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This part of the island contains more than 1300 ponds (Muster et al.,
2012) in an area of ~ 3 km? (Beckebanze et al., 2021a), and thus is an
excellent site to study ponds.

Ponds in the polygonal tundra can be classified into three distinct
types depending on the geomorphology (Rehder et al., 2021). Ponds
can form on top of ice wedges. These ponds tend to be elongated
with steep slopes and directly overlie the remnant of the degraded
ice wedge. We label them ice-wedge ponds. Ponds can form in the
center of polygons: these ponds are often nearly circular and have
a flat bottom. We call them polygonal-center ponds. Since the ice
wedges are at the rims, the sediment at the pond bottom is not frozen.
Lastly, several connected inundated polygons are classified as merged
polygonal ponds. The polygonal structure is still visible along the
shoreline, and with regards to their area, these large merged polygonal
ponds are very shallow.

C.2.2 LANDSCAPE-SCALE POND CLASSIFICATION

To classify the ponds on the landscape scale, we used a dataset pre-
sented by Beckebanze et al. (2021a) which provides a new, gap-filled
land-cover classification of Samoylov Island’s river terrace based on
prior work by Muster et al. (2012). The dataset includes information
on each water body, such as area, overgrown fraction, and a measure
of inverse compactness; the more a pond resembles a circle, the lower
is our measure of its inverse compactness. We compute inverse com-
pactness C as the ratio between the area of the smallest circle enclosing
a pond Airc and the area of the pond Apong (C = Acirc/Apond)- Since
ice-wedge ponds have a distinct elongated shape, while polygonal
center ponds are more circular, we used the inverse compactness, in
addition to the area, to discriminate the pond types.

¢ Ponds withanarea5 < A, < 250 m? and a inverse compactness
Cpe < 3 are classified as polygonal-center ponds.

e Ponds with an area 5 < Aj,, < 250 m? and a inverse compact-
ness Ci,, > 3 are classified as ice-wedge ponds. In addition,
ponds with an area 250 < Aj,, < 1200 m? and a inverse com-
pactness Ci,, > 3.4 are classified as ice-wedge ponds.

* Ponds with an area Ay, > 250 m? and a inverse compactness
Cmp < 3.4 are classified as merged polygonal ponds.

The results of this classification are summarized in Tab. C.1 and shown
in Fig. C.1(b). To evaluate the classification, we compared the pond
types of thirty ponds categorized in the field (Rehder et al., 2021) to
the algorithm and found a perfect match.
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Figure C.2: (a) Overview of the modules constituting MeEP. The variables
which are used to couple the modules are labelling the arrows
in between the modules. The output of the methane and hydro-
logical modules, which we use in this work, is listed as well.
(b) Overview of the methane module with the main variables.
Folant denotes the plant-mediated transport, Fg;¢ stands for the
diffusive flux to the atmosphere and Fg,yy for ebullition. Pcyy, is
the rate of methanogenesis, F{iff the diffusion from the sediment
to atmosphere. Finally, ¢ indicates concentration, the subscript
aq labels dissolved gases, b the sediment, and the superscript
eq concentration in equilibrium with the atmosphere. The exact
equation can be found in the supplement.

C.2.3 SHORT DESCRIPTION AND SET-UP OF MEEP

MeEP consists of four coupled modules: A pond physics module,
a soil-heat module, a hydrological module, and the main focus of
this work, a methane module. With time steps of one hour, all mod-
ules operate on the same temporal resolution (Fig. C.2(a)). The pond
physics, hydrological, and methane modules are all one-dimensional,
while the soil-heat module laterally couples pond sediments with the
surrounding tundra. We set up the model for Samoylov Island and use
one instance of the three modules for each pond type. Each instance
of the methane module is split into two parts: One for the overgrown
and one for the open-water fraction of the pond. The soil heat module
uses a tiling approach, and we employ one tile for each pond type
and one tile for the surrounding tundra. A detailed description of the
methane and hydrological module is included as a supplement to this
paper. The supplement also contains an overview of the constants.

C.2.3.1 POND PHYSICS

We use the lake module FLake (Mironov, 2005) to simulate the physical
properties of the pond. FLake is a bulk model predicting the mixing
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conditions and the temperature profile of a waterbody. To that end,
FLake divides the water column into a mixed layer and a stratified
thermocline. FLake also incorporates a description of heat transport
in the sediment. We switched off this part of the model in favor of the
soil-heat module described below, including freeze and thaw processes.
Instead, we compute the heat flux from the sediment into the pond
based on the equation in FLake but using the temperature profile of
our soil-heat module.

C.2.3.2 SOIL HEAT

We used a simplified version of the CryoGrid permafrost model cou-
pled to the FLake model to represent the transient temperature field
in the sediments beneath the ponds, similar to Langer et al. (2016).
Unlike the standard CryoGrid model, this version employs an implicit
finite difference scheme to solve the heat equation with phase change,
originally established by Swaminathan and Voller (1992). This allows
the representation of a freezing curve for free water with a discrete
phase change at 0 °C. We emphasize that this is a good first-order
approximation for sandy and organic-rich sediments such as those
present at the study site. The uncoupled soil-heat model was success-
fully applied to determine the thickness and shape of taliks beneath
serpentine river channels in the Lena-Delta (Juhls et al., 2021). The cou-
pling between FLake and CryoGrid at the top of the sediment domain
was achieved by applying the bottom water temperature provided by
FLake as the upper boundary condition to the sediment domain. The
lower boundary (at 20m depth) was defined by a constant geothermal
heat flux (0.05 Wm™2). The model framework allows lateral heat ex-
change with the surrounding permafrost based on laterally coupled
tiles (Langer et al., 2016; Nitzbon et al., 2019). We set sediment proper-
ties with depth (stratigraphy) individually for the tundra tile and for
the pond types. We used local porosity and organic content data from
Zubrzycki et al. (2013). Both porosity and organic contents decrease
with depths. Under ice-wedge ponds, soil layers starting at 1 m depths
consist of go % ice.

C.2.3.3 HYDROLOGY

The hydrological model is responsible for water-table dynamics fed
into FLake and the partitioning of the pond in an overgrown and
open-water part for the methane module. Water-table dynamics are
computed as the balance between precipitation, evaporation provided
by FLake, and above- and below-ground runoff. Below-ground runoff
follows Darcy’s law, and the soil properties were set according to local
hydraulic conductivity measurements by Helbig et al. (2013).
Changes in the water table height lead to changes in the areas
of the overgrown and open-water parts of the pond. To compute
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Table C.1: Properties of thermokarst ponds on the river terrace of Samoylov
Island. Ponds in MeEP are classified as either polygonal-center
(PC), ice-wedge (IW) or merged polygonal (MP) ponds. Each of
these types is represented by their typical geometry: The average
area of an individual pond (mean A), the total area covered by
all ponds of a specific type (total A), as well as the overgrown
fraction of a pond type (veg. fr.) were provided by the land-cover
classification (Beckebanze et al., 2021a). The mean depths (mean
D) is an estimate by Rehder et al. (2021). « is the angle between
the slope of the pond and the horizontal plane. Since macrophytes
only grow in shallow water, & was set to match the overgrown
fraction of each pond type. The holocene river terrace of Samoylov
Island has an area of 2984057 m? with ponds covering roughly

11.5 %.
POND MEAN A MEAND o VEG. FR. TOTAL A
TYPE [m?] [m] [RAD] [%] [m?]
PC 56 0.6 0.36 53.6 136677
W 58 0.8 0.30 61.0 41172
MP 1305 1.2 0.20 22.8 165819

these changes, we assume the pond’s cross-section to be an isosceles
trapezoid, with an angle « between the slope and the horizontal plane.
Plants are assumed to grow in all parts shallow enough (water depths
< 0.5 m), and a was set so that the allocation to overgrown and
open water matches observations (Tab. C.1). The methane module is
executed for each part of the pond and uses the respective mean water
depths.

Cc.2.3.4 METHANE

The methane module is separated into two parts: One for the open-
water (see Fig. C.2(b)) and one for the ice-covered season. In summer,
the model is built on three main assumptions:

* We assume equilibrium between production and emission in
each time step. Under this assumption, all variables become
stationary and time-dependent terms are zero. Therefore, we can
find an analytical solution to our equations.

* We assume that there is no lateral mixing between the overgrown
and the open-water parts of a pond. Thus, we can solve the
methane module individually for each part of the pond.

¢ We assume that the whole water column is well mixed in sum-
mer and that the methane concentration throughout the water
column is constant.
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In MeEP, methane is produced exclusively in the sediment with the
production being dependent on the sediment temperature Ty, and
thaw depth hg (Stepanenko et al., 2011) as follows:

Po  (T,—273.15)/T _ D
PCH4=?-ngb )/ . (1—e ahs),fprod [mol m—2 s '].

(C.1)

Moreover, the methane production depends linearly on the net-primary
productivity through f;.,q, which is based on Walter et al. (2001) and
additionally takes the overgrown versus open-water fraction into ac-
count using the ratio of the two areas, as vascular plants increase
substrate quality. q19 and Ty [C] are constants describing the temper-
ature dependence, while a [m~'] determines how quickly the methane
production decreases with sediment depth.

All the methane produced in a time step is emitted in the same time
step through one of three pathways. First, in the overgrown part of
the pond, evading through emergent macrophytes is the most efficient
pathway for methane (plant-mediated transport, based on Walter
et al. (1996)). The amount of methane transmitted through vascular
plants depends on the variables thaw depths and leaf-area index as a
measure for the seasonality and density of the vegetation. We assume
a fixed fraction of the plant-mediated methane to be oxidized (fox)
and compute the plant-mediated transport as

Fplan’c = (1 —fox) -min{ 'fgrowth -hs ‘C(CH4)%at/ PCH4} [mol m 2 Si]]-
(C.2)

B [s~']is a dimensionless factor describing plant density and their abil-
ity to conduct methane combined with a rate factor Walter et al. (2001).
fgrowth is @ dimensionless measure of the plant-growth which depends
on the leaf-area index. ¢(CH4)$" is the saturation concentration of
methane in the soil, which we compute using temperature-dependent
Henry’s constants (Hg "4 and HEZ). The concentration is controlled
by the hydrostatic pressure at the pond bottom py, and the partial
pressure of nitrogen (N3), which we assume to be in equilibrium
with the atmosphere in the water column and decay exponentially in
the sediment (Stepanenko et al., 2011; Bazhin, 2001). The saturation
concentration then reads

c(N ANy hs _
c(CH4)%at:¢'HEH4'Y‘ (Ph—(Hil)zeq'e ? > [mol m 3]
b

(C3)
Further, the saturation pressure depends on the porosity of the sedi-

ment ¢ [m3 m—3], which is set based on measurement data (Helbig
et al., 2013) and a dimensionless threshold y, which was tuned.
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Next, methane is diffused through the water column and into the
atmosphere. We compute diffusion based on the balance

PO Faifr — Fox = 0, (Cyg)

where F%iff and Fg; stand for the methane flux between sediment and
water column and between water column and atmosphere, respectively.
Diffusion is the slowest pathway; thus, we dynamically account for
oxidation (F,x) using the Michaelis-Menthen relation with constant
determined by Martinez-Cruz et al. (2015). We compute F%iff based
on the gradient between the concentration in water and sediment
multiplied with the diffusivity based on Sabrekov et al. (2017). For
diffusion we utilize

Faitt = kp (c(CHa)ag —c(CHa)ah)  [molm 2s7'] (C.5)

and compute the piston velocity k,, following Heiskanen et al. (2014).
c(CHg)aq is the water methane concentration and C(CH4)3qq is the
methane concentration if the water column were in equilibrium with
the atmosphere. We solve eq. C.4 for ¢c(CH4) aq to compute the fluxes.
Lastly, if more methane is produced than what can leave the sed-
iment through plant-mediated transport or diffusion, this methane
escapes the ponds in the form of gas bubbles (ebullition).
Unfortunately, we had no comparable measurements for an emis-
sion peak in spring. Nevertheless, methane dynamics in winter are also
included in MeEP. We assume there is no exchange between the water
column and the atmosphere while the pond is ice-capped; however,
methane is still produced in the sediment until the sediment freezes
again. This methane accumulates in the water column, where part
of it oxidizes until the oxygen in the water column is depleted. Fur-
thermore, if methane concentrations exceed a temperature-dependent
threshold, the methane gasses out. This methane is encapsulated in the
ice. The methane accumulated in the water column and the methane
caught in the ice are emitted at once when the ice cover comes off.

C.24 FORCING AND SET UP OF SCENARIO SIMULATIONS

To force MeEP, we use a mixture of reanalysis (ERA5, Hersbach et al.
(2020)) and remote-sensing (MODIS, Myneni et al. (2015)) data: We
use the ERA5 variables for specific humidity, surface downwards solar
radiation, surface downwards thermal radiation, surface pressure,
temperature at two-meter height, total precipitation and the wind
speed at ten-meter height. Wind speed has been computed as the
euclidean norm of two orthogonal wind vectors. From MODIS, we
extract the leaf area index for low vegetation and estimate net primary
production. Net primary production is calculated as half of the gross
primary production. We always extract the grid box closest to our
study site for 2002 - 2019. To spin up MeEP, we compute the average
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Table C.2: Overview of warming simulations. The simulations (sim.) we
conduct are listed in this table. We use historical forcing for the
hist_all simulations, and for the experiments forcing adapted to a
mean increase in annual temperature AT.

SIM, hist_all exp2.5_all exps.0_all expy.5_all

AT [°Cl 0 2.5 5.0 7.5

Table C.3: Additional simulations to extract the signal from individual com-
ponents. We force the methane module with mixed forcing from
the hist_all and exp5.o_all simulations, separating three compo-
nents based on (a) temperature and season length-related variables
(exps.0_Temp), (b) variables connected to hydrology (exps5.0_Hyd),
(c) and variables representing vegetation (exp5.0_Veg).

COMPONENT EXP5.0_TEMP EXP5.0O_HYD EXP5.0_VEG

temp.-related exp5.0_all hist_all hist_all
hydrology hist_all exps5.0_all hist_all
vegetation hist_all hist_all exp5.0_all

Temperature-related variables: Thaw depth, Deardoff velocity,
pond mixed-layer and bottom temperature, ice thickness and it’s
changes since the last time step.

Hydrology: Areas and mean depths of the overgrown and open-
water parts of the ponds.

Vegetation: Leaf area index and net primary productivity.

year from this period and force MeEP for ten years with this average
forcing. For analysis, we use the years 2004-2019. At the beginning of
2004, the vegetation cover is reset once.

In addition to a historical simulation hist_all, we simulate warming
scenario simulations. To that end, we scale each forcing variable to fit a
AT warmer Arctic, with AT[°C] € {2.5,5, 7.5} (exp2.5_all, exp5.0_all, and
expy.5_all). We determine expressions to scale the forcing variables
using MPI-ESM simulations (Wieners et al., 2019; Mauritsen et al.,
2019) from the 1pctCO2-Scenarios of CMIP6 (Eyring et al., 2016). We
fit each variable to the local annual mean temperature for each month,
if possible linearly. Otherwise, we use a quadratic fit. Then, for a given
temperature increase AT, we can compute a corresponding monthly
increase in the forcing. We interpolate linearly between two values to
apply this monthly increase to hourly time steps.

Lastly, to extract the impact of specific components on the pond
methane emissions, we simulate the methane module with mixed
forcing from the hist_all and exps5.o_all (Tab. C.3). The components
we extract are (a) temperature and season-length related variables
(exps.0_Temp), (b) variables connected to hydrology (exps5.0_Hyd), (c)
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Table C.4: Tuning parameters. The parameters listed below were set using
data by Knoblauch et al. (2015).

SYMBOL VALUE UNIT LONG NAME

Py 1.2-107® molm 3 s~ ! Base productivity in vege-
tated pond fraction

P3 4-1077 molm 3 s~ Base productivity in open-
water pond fraction

8% 0.5 - deviation from ebullition
threshold

€q 0.06 m3 m—3 gas-filled porosity in the
sediment

1 1.107° - factor for piston velocity

c2 0.005 - factor for piston velocity

and variables representing vegetation (exps5.0_Veg). Since mixing the
forcing of the historical simulation and the warming scenario simu-
lations leads to artifacts in spring and fall when ice is about to melt
or has just formed, we do not account for the spring flush in these
simulations. Thus, we only focus on open-water season emissions.

C.3 MODEL TUNING AND VALIDATION

The base productivity in the sediment and the distribution of methane
among the three pathways were tuned using measurements by Knob-
lauch et al. (2015). Their dataset provides time series of the individual
methane pathways for five ponds on Samoylov Island during two sea-
sons. In total, six variables were tuned (Tab. C.4). We tuned the general
magnitude of the fluxes using the base productivity Py (Eq. C.1) and
tuned it separately for the overgrown and the open-water part of the
pond. v is a factor used to determine the saturation concentration in
the sediment, which uses Henry’s law (Eq. C.3). It is introduced as a
correction factor to account for the shape of the bubbles; Henry’s law
was measured over flat surfaces, but bubbles are spherical (Stepanenko
et al.,, 2011). We also tuned the gas-filled porosity in the sediment, for
which no measurements were available. This parameter influences the
diffusion from the sediment into the water column (Sabrekov et al.,
2017). Lastly, we tuned two factors which are used to determine the
piston velocity following Heiskanen et al. (2014) (c1 and c;). The orig-
inal study empirically determined these two values for a much larger
water body than the ones we represent in MeEP. When comparing the
individual flux measurements against modeled values (Fig. C.3), we
achieved an R? value of 0.65.
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Figure C.3: Measured versus tuned modeled methane emissions. Compari-
son of measured (x-axis) and modeled (y-axis) methane fluxes
for the five ponds measured by Knoblauch et al. (2015) (color
code). The fluxes are broken down into different pathways (ebul-
lition and diffusion) where possible. Vegetated fluxes are fluxes
measured over the overgrown part of the pond.

To gauge how well the model performs compared to measurements
it was not tuned to, we use eddy covariance measurements of a merged
polygonal pond on Samoylov Island (Beckebanze et al., 2021a). Eddy
covariance fluxes are almost always a compound of fluxes from dif-
ferent landcover classes. In this case, the footprint, the area measured
by the eddy covariance instruments, includes both the tundra and the
open and overgrown water of the merged polygonal pond. The relative
contribution of these three surface classes to the eddy covariance flux
varies with time, and we never have a pure signal from the water body.
To compare MeEP to measurements, we reverse-engineer the eddy co-
variance signal using the contribution of each of the three classes to the
footprint. The overgrown and open-water fluxes predicted by MeEP
are multiplied with their respective cover fraction. To this, we add the
mean tundra flux determined with the eddy covariance method and
then compare this simulated eddy covariance flux to the real eddy
covariance fluxes (Fig. C.4).

We find that the magnitude of the original measured and the simu-
lated flux match well. MeEP-based fluxes are slightly lower, so MeEP
output might be a conservative estimate of landscape pond methane
emissions. However, there are some differences in temporal devel-
opment. The spatial heterogeneity likely causes these differences in
the measured fluxes, which MeEP can not reproduce. Seep-ebullition
(constant ebullition from one spot) likely generated especially high
emissions from one point in the measurements. In the simulated fluxes,
ebullition is assumed to be constant over the area. Thus, differences in
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Figure C.4: Validation of MeEP with eddy covariance (EC) measurements.
We compare the EC flux measurements (Beckebanze et al., 2021a)
to simulated EC flux using the overgrown and open-water fluxes
modeled with MeEP and the measured mean tundra fluxes multi-
plied with their respective contribution to the footprint. The eddy
covariance measurements were taken next to a large merged
polygonal pond. To visualize how much the pond contributed to
the flux in a time step, we added colored strips at the bottom of
the plot.

the temporal evolution are expected, and we conclude that the tuning
of MeEP was successful.

We want to note that MeEP was designed for an average pond, not
for individual ponds. Methane emissions from individual water bodies
can be highly variable (Sepulveda-Jauregui et al., 2015; Jansen et al.,
2020; Beckebanze et al., 2021a). However, MeEP provides emission esti-
mates for an average pond rather than resolving spatial heterogeneity
within a pond.

C.4 RESULTS
C4.1 METHANE EMISSION RESPONSE TO WARMING

MeEP projects an increase of methane emissions with warming (Fig.
C.5), from total Samoylov Island pond methane emissions of (321 +70)
kg CH,4 year~! (mean and standard deviation) per square kilometer
river terrace in the hist_all simulation, to (585 £ 99), (899 £ 112) and
(1252 4 126) kg CHy4 year~! km~! in the exp2.5_all, exps5.0_all and
expy.5_all simulations, respectively. Emissions in the exp5.o0_all simu-
lation are 180 % higher than in the hist_all simulation. The emission
strength under current climatic conditions heavily influences this pro-
portionally strong increase since the emission increase is nearly linear.
Using a linear regression between the mean increase in annual air
temperature and the total pond emissions (Fig. C.5(B)), we determine
an increase of emissions of 0.37 Mg CHy year—' °C~! for the whole
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Figure C.5: Daily and annual methane emission changes in the different
simulations. (A) Seasonal dynamics of methane emissions from
ponds per square kilometer of river terrace on Samoylov Island
in scenario simulations. The seasonal cycle exhibits a peak at the
beginning of the open water season caused by the spring flush.
(B) Linear regression of annual landscape-scale pond methane
emissions per square kilometer river terrace versus annual mean
temperature increase. The distribution of annual emissions per
year in each simulation is depicted as violin plots: The more often
a certain y-value occurs, the wider the shape is.

island. Divided by the initial pond area, this equals an increase of 1.08
g CH, year—! °C~! per square meter of pond area. The increase in
annual emissions is caused by an increase in mean emissions over the
open-water season and by a longer open-water season (Fig. C.5(A)).
The open-water season lengthens from 109 days on average in hist_all,
to 124 days in exp2.5_all, 138 days in exp5.0_all, and 152 days in the
expy.5_all simulation. On average, the growing season lengthens by
5.7 days per degree of warming. We further investigate the interaction
of increased season length and elevated temperatures using grow-
ing degree days. The accumulated growing-degree days above 5 ° C
(GDD5) integrate temperatures and season length in one metric. The
annual methane emissions exhibit a clear linear dependence on GDD5
(Fig. C.6). This linear dependence, however, does not hold over all
simulations. The differences between the applied forcings cause offsets
between the different experiments. While the forcing itself uses ERA5
and MODIS, we used ESM scenarios simulations to determine the
forcing variable’s sensitivity to warming. We find a strong dependence,
especially of net-primary productivity on warming in the ESM simu-
lations, leading to pronounced changes in this variable across MeEP
simulations. Suppose two years, one from the hist_all simulation and
one from exp2.5_all, have a similar mean annual air temperature. In
that case, net-primary productivity will be more than 60% higher in
the exp2.5_all simulation than in the hist_all simulation. Thus, air
temperature can only be used as a proxy for other forcing variables
within one simulation, not across simulations with different forcing.
However, air temperature or GDD5 can predict total pond methane
emissions within one simulation. Note that, in contrast to Fig. C.5, the



114 MEEP INDICATES PONDS ARE SENSITIVE TO WARMING

e hist_all
12 e exp2.5_all
e exp5.0_all
10 e exp7.5 all

annual CH4 emissions from ponds
[g CHa m=2 yr™1]
D

200 400 600 800 1000 1200

annual growing-degree days with base 5°C
[GDD]

Figure C.6: Growing-degree days as a control on annual methane emissions.
For each simulation, the dependence of the cumulative annual
methane emissions (y-axis) on the cumulative annual GDD5 (x-
axis) can be approximated by a linear regression (solid lines,
confidence intervals shown as shaded area).
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Figure C.7: Pond area changes between simulations. The average landscape
fraction covered by each pond type (y-axis) changes slightly
between scenarios (x-axis). The overgrown fraction of each pond
type is hatched.

emissions displayed in Fig. C.6 are not integrated over the total pond
area on the Samoylov Island but are given in relative units per pond
area. Thus, we do not account for changes in the pond area.

C.4.2 HYDROLOGICAL RESPONSE TO WARMING

The total pond area and its allocation to open and overgrown water
change with time between simulations. In MeEP, ponds are initialized
at the beginning of the simulation. Though no new ponds can form
during a simulation, MeEP computes the water table based on the
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Figure C.8: Components driving changes in methane emissions. To isolate
the impact of different component on the increasing methane
emissions, we simulate the methane part of MeEP mixing input
from hist_all and exp5.0_all (see Tab. C.3). In this figure, we com-
pare the accumulated emissions over the course of the average
year between different simulations.

hydrological budget of precipitation, evaporation, and both below- and
above-ground runoff. However, MeEP projects only a small reduction
in the total pond area in response to elevated temperatures (Fig. C.7).
Even the area reduction of the most extreme warming simulation we
conducted (expy.5_all) is still within the standard deviation of the
base simulation hist_all. Total pond areas decrease from a landscape
fraction of 11.7 + 0.4 (mean + standard deviation) % in the hist_all
scenario to 11.5 £ 0.4 % in expy.5_all. Consequently, the changes in
the areas of open and overgrown water are negligible, and on average,
4.7 £ 0.4 % of the landscape is covered by the overgrown water fraction
of ponds. However, the hydrological module of MeEP is rather simple,
and we will examine its limitations in the discussion section C.5.3.

C.4.3 DRIVERS OF METHANE EMISSIONS

Since the changes in waterbody areas are small, the impact of the
hydrology on the total methane emissions is small too. However,
the decrease in area is the only response of the system, which leads
to a reduction of the emissions under warming (Fig. C.8). Rising
temperatures, including a longer open-water season, on the other hand,
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Figure C.9: Impact of pond emissions on landscape methane emissions. (A)
For the hist_all simulation, we compare fluxes per area from
different landscape elements. The estimate for the overall tundra
emissions were acquired with eddy-covariance measurements
over the growing season of 2003 (Wille et al., 2008). The influence
of ponds on these measurements is low. The methane emissions
per square meter of open and overgrown water are broken down
per pond type. (B) Methane emissions per square kilometer of
river terrace of each pond type are displayed as stacked bars. We
compare these emissions per pond type to the area this pond
type covers on the river terrace of Samoylov Island (sand-colored
bar). This comparison relies on the assumption that the emissions
measured by Wille et al. (2008) are representative for river-terrace
emissions.

lead to an increase in emissions. Vegetation, however, has the strongest
impact. Though emissions start later in the year in the exps.0_Veg
simulation, the slope is much steeper than the simulations which
exclude the increased plant productivity. A steeper slope indicates
higher mean emissions over the open-water season driven by changes
in the vegetation.

C.4.4 IMPACT OF POND METHANE EMISSIONS ON THE LANDSCAPE
SCALE

The impact of vegetation can also be observed when investigating the
impact of overgrown- and open-water fluxes on the landscape scale.
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Table C.5: Methane emissions from each pond type. The open-water season
fluxes differ between open and overgrown water for the three
pond types. Shown here are values from the hist_all simulation.
The total pond fluxes are computed using an area-weighted mean.
CHy4 FLUXES [MG DAY M—2]
TOTAL POND OVERGROWN FR. OPEN-WATER FR.
MIN MED MAX MIN MED MAX MIN MED MAX
IW 5.44 19.85 84.69 8.33 29.09 101.33 0.0005 4.67 58.19
PC 4.92 18.09 85.57 8.32 20.41 108.83 0.0007 4.42 58.97
MP 218 7.92 37.63 9.03 30.49 95.99 0.0001  0.98 20.40

IW, ice-wedge pond; PC, polygonal-center pond; MP, merged polyg-
onal pond.
min, minimum; med, median; max, maximum; fr, fraction.

While the modeled fluxes from overgrown water exceed the measured
average tundra fluxes (Wille et al., 2008), fluxes from open water are
lower (Fig. C.9 (A)). When comparing the emissions from ponds per
square kilometer river terrace to the overall emissions (Fig. C.g (B)),
we find that ice-wedge and polygonal-center ponds emit slightly more
methane per unit area of pond than the average tundra. In contrast,
merged polygonal ponds emit slightly less. The latter are the pond
type with the highest open-water fraction. Open-water fluxes also
have a stronger dependence on the pond type. Ice-wedge ponds emit
the highest open-water fluxes. The largest ponds, merged polygonal
ponds, emit the least methane per area from open water (Tab. C.5). To
summarize, though small ponds contribute slightly out-of-proportion
to the landscape methane emissions, we do not find that ponds are
hot spots of methane emissions in the landscape scale - at least not
under the current climate.

Albeit lower than the fluxes from overgrown water in all scenarios,
open-water fluxes become more important in the warming simulations
(Fig. C.10), mostly due to increased ebullition. The relative importance
of diffusion and ebullition differs not only between simulations but
also between pond types. In the hist_all simulation, ebullition is four
times stronger than diffusion in ice-wedge ponds, three times stronger
in polygonal center ponds, and only half as strong as diffusion in
merged polygonal ponds. The general trend between pond types is
the same in the expy.5_all simulation, where ebullition is 28, 19, and
8 times stronger than diffusion in ice-wedge, polygonal-center, and
merged polygonal ponds, respectively. The relative importance of
the plant-mediated fluxes, on the other hand, stays constant over the
scenarios, while the impact of the spring flush decreases substantially.
In hist_all, the spring flush contributes between 14 - 31 % (minimum
and maximum) with a mean contribution of 21 %. In the expy.5_all
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Figure C.10: The contribution of each flux type to the overall emissions in the
average year. The size of a segment represents the contribution
of the respective flux type. The area of each circle is proportional
to the absolute methane emissions of the average year in each
simulation.

simulation, the maximal contribution of the spring flush of 12 %
is lower than the minimum contribution in the hist_all simulation.
Overall, we find that ponds might become hot spots of methane
emissions on the landscape scale in a warmer climate. However, this
finding strongly depends on how methane fluxes from non-inundated
tundra change.

C.5 DISCUSSION

C.5.1 MEEP MODEL OUTPUT IS CONSERVATIVE COMPARED TO PAN-
ARCTIC METHANE FLUX MEASUREMENTS

Ponds in our study region exhibit comparably low methane emissions
(Liebner et al., 2011). Emissions from ponds are of a similar magnitude
as the the overall tundra emissions (Fig. C.9, Beckebanze et al. (2021a)).
In a circumpolar synthesis, Wik et al. (2016) determined methane
emissions from thermokarst ponds and lakes of various sizes. They
estimated mean diffusive fluxes of 33 mg day~' m~—2 and a mean ebul-
lition of 87 mg day ' m~ 2, leading to open-water methane emissions
of as much as 121 mg day ' m~2. The ponds and lakes synthesized in
this study are underlain by a wide range of soils, including yedoma;
in yedoma-dominated landscapes, lake methane emissions are excep-
tionally high (Walter et al., 2006; Hughes-Allen et al., 2020). However,
Zabelina et al. (2020) derived even higher methane emissions from
ponds and small lakes for non-yedoma permafrost in northeastern
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Europe (a median of 218 mg day ! m~2 for water bodies with an area
of 10 — 100 m?). They estimate the emissions based on concentration
measurements. Thus, they only account for diffusion.

Let us compare the emissions from our study site to other mea-
surements of polygonal tundra ponds. We observe the same trend —
emissions in our study site are lower than the measurements — but
the general trend between pond types is well represented in MeEP.
Bouchard et al. (2015) found open-water emissions with a median
of 56.6 mg day~' m~2 from ice-wedge ponds, 27.9 mg day~! m—?
from polygonal-center ponds and 3 mg day~ ! m~2 from lakes in a
polygonal landscape in northeastern Canada in July. As in our model
setup, ice-wedge ponds emit slightly more methane than polygonal-
center ponds, and larger water bodies emit considerably less. Ad-
ditionally, the ratio between ebullition and diffusion for ice-wedge,
polygonal-center, and very small merged polygonal ponds in northeast-
ern Canada lies between three and four (Préskienis et al., 2021), com-
parable to the ebullition-diffusion ratios for ice-wedge and polygonal-
center ponds in the hist_all simulation.

Préskienis et al. (2021) also measured the spring flush. They esti-
mate that up to 52 % of the annual methane is emitted when the ice
melts. This is substantially higher than our maximum values of 31 %.
Our results are closer to values published by Wik et al. (2016), who
aggregated pan-Arctic fluxes. They report an average spring flush of
27 % for thermokarst water bodies, which is still larger than the mean
amount in the hist_all simulation of 21 %. Notably, Wik et al. (2016)
summarized water bodies of all sizes in the thermokarst category,
and Preskienis et al. (2021) reported lower spring flushes for larger
water bodies. Thus, the spring flush modeled by MeEP (Fig. C.5) is in
the right order of magnitude but might be a low estimate of the real
spring flush.

To sum up, pond methane emissions from our study site are lower
than emissions measured elsewhere. Also, the spring flush is a low
estimate. Nevertheless, MeEP reproduces features of polygonal-tundra
ponds, which have been observed in other parts of the world. Pond
methane emissions in the hist_all simulation are comparable to mea-
surements in, e.g., the Canadian Arctic.

C.5.2 VEGETATION CHANGES INTENSIFY POND METHANE EMIS-
SION INCREASES

In the whole Arctic, vegetation has a strong impact on methane emis-
sions (Joabsson et al., 1999; Andresen et al., 2016; Turner et al., 2020,
e.g.). We can split this impact into two parts. First, vascular-plant
productivity increases substrate availability, which increases methano-
genesis (Joabsson and Christensen, 2002; Kim, 2015). Second, emergent
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macrophytes are a highly efficient pathway for methane emissions
(Knoblauch et al., 2015).

Plant-mediated transport means gases diffuse with low resistance
through the aerenchyma of plants. Aerenchyma are air-filled pores in
leaves, roots, and stems of macrophytes (Whiting and Chanton, 1992;
Colmer, 2003). The methane flux through these plants increases with
their above-ground biomass (Strom et al., 2012; Joabsson and Chris-
tensen, 2002), and the above-ground biomass correlates linearly with
the leaf-area index (Andresen et al., 2016). In MeEP, we use the leaf-
area index, a variable readily available from remote sensing (Myneni
et al.,, 2015), to modulate the plant-mediated transport (Walter and
Heimann, 2000). The leaf-area index increases with temperature in our
forcing (Euskirchen et al., 2009). This trend is in line with findings that
emergent macrophytes already have become more abundant in some
regions, for example, Arctophila fulva, a very efficient transmitter of
methane (Knoblauch et al., 2015; Andresen et al., 2016), which is also
abundant in our study region (Knoblauch et al., 2015). This emergent
macrophyte is already expanding, e.g., on Barrow peninsula in Alaska
(Villarreal et al., 2012). We find that coverage of emergent macrophytes
increases in such a way that plant-mediated transport is limited by
methanogenesis rather than by the conductivity and abundance of
aerenchyma. In overgrown parts of the ponds, plant-mediated trans-
port is by far the dominating mode of transportation (Whiting and
Chanton, 1992; Andresen et al., 2016). When comparing open-water
and overgrown fluxes, the contribution of the overgrown part stays
constant over all scenarios with increasing methane emissions (Fig.
C.10). The plant-mediated transport scales with the increase in total
emissions because the density of vascular plants increases with temper-
ature. We represent the density of plants using the leaf-area index in
the model. A higher density of vascular plants means a higher density
of aerenchyma, which increases the capacity of the plant-mediated
transport more efficiently. Thus, this capacity builds up at the same
rate as methanogenesis.

Further, vegetation in permafrost regions adds a positive feedback
loop to warming (Lara et al., 2019). Higher temperatures increase
plant biomass in the Arctic (Euskirchen et al., 2009; Elmendorf et
al., 2011; Andresen and Lougheed, 2015), and, with an increasing
thaw depth, conditions for plants become more favorable: Nutrients,
which are a limiting factor in tundra landscapes, leach out of the
thawing permafrost and support vegetation growths (Andresen et
al., 2016; Lara et al., 2019). A higher macrophyte cover adds more
substrate to the sediment fueling methanogenesis (Joabsson et al., 1999;
Joabsson and Christensen, 2002; Strom et al., 2012; Santos Fonseca
et al., 2017), which already under present conditions consumes mostly
contemporary carbon (Negandhi et al., 2013; Dean et al., 2020). This
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increases methane emissions, closing the feedback loop (Lara et al.,
2019).

In MeEP, this process is the main driver of elevated emissions under
warming (Fig. C.8), leading to an increase in methane emissions that
is twice as high as the increase due to higher temperatures alone. The
strength of the methanogenesis response to warming is determined by
the term f,;04 (see Eq. C.1). This term prescribes a linear dependence
of methane production on changes in net-primary productivity. A
connection between plant productivity and methanogenesis has been
observed in a subarctic fen (Whiting and Chanton, 1992). However,
this connection is species-dependent (Vizza et al., 2017; Strom et al.,
2005), and some species typical for European wetlands can also reduce
methanogenesis (Griinfeld and Brix, 1999). Unfortunately, we know no
study that focuses on the impact of emergent macrophytes on arctic
pond or lake methanogenesis.

The linear dependence of methanogenesis on plant productivity is
a reasonable first estimate given the evidence that in arctic landscapes,
vascular plants enhance methanogenesis (Joabsson and Christensen,
2002; Strom et al., 2003; Lara et al., 2019). A parameterization based
on new measurements that focus on macrophytes” impact in ponds
on methanogenesis would be a step forward to constrain future pond
methane emissions better. A dynamic model of macrophyte cover-
age and productivity could be included in a second step. Despite
uncertainty in the strengths of the link between methanogenesis and
vascular-plant productivity, our projections underpin the importance
of future vegetation changes for pond methane emissions.

Vegetation changes occur slowly over the years (Villarreal et al.,
2012), leading to higher emissions even in comparably cool years. This
effect is especially apparent in Fig. C.6: The regressions do not collapse
onto a single line. Rather years with the same growing-degree days
emit more methane the higher the warming is. However, growing-
degree days are a good predictor of annual methane emissions within
a simulation. They combine the direct impact of temperature with
a measure of how favorable temperatures are for plant growth for
each year. In the Arctic, multi-year vegetation changes are already well
underway (Bhatt et al., 2013; Wrona et al., 2016). However, vegetation
changes in the Arctic do not solely depend on temperature (Wrona
et al., 2016), and the Arctic does not become greener in all regions,
but also browns in some (Bhatt et al., 2013; Winkler et al., 2021). This
browning is strongly connected to changes in hydrology (Winkler
et al., 2021).
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C.5.3 HYDROLOGICAL CHANGES SLIGHTLY DECREASE POND METHANE
EMISSION

Depending on local topography, a landscape is more likely to wet
or dry under warming (Jones et al., 2022; Miner et al., 2022). The
more slopes a landscape features, the more likely it will drain (Bring
et al., 2016). However, in a very flat landscape such as our study area,
it might get wetter with warming (Christensen et al., 2004). In the
polygonal tundra, warming leads to permafrost degradation, which
prompts loss of ground ice, subsidence, and pond formation leading to
higher methane emissions (Kim, 2015), especially along the ice wedges
(Yoshikawa and Hinzman, 2003; Liljedahl et al., 2016). Consequently,
a degrading polygonal tundra features an increasing number of ice-
wedge ponds (Bouchard et al., 2020; Wickland et al., 2020). As the
degradation proceeds, the ponds are inclined to vanish again, either
because of infilling or drainage (Stow et al., 2004; Cresto Aleina et al.,
2015; Jorgenson et al., 2015; Wickland et al., 2020). Additionally, an
increase in emergent macrophytes can promote pond drainage by
intensifying transpiration (Andresen and Lougheed, 2015).

The landscapes drain as permafrost thaws because the disappearing
ice has been acting as in barrier for the water. Without permafrost,
water can better drain subsurface. However, drainage is impeded if
the soils have low permeability, such as highly decomposed peat, and
ponds and lakes can be sustained (Smith et al., 2005). Though we
do not focus on pond formation in MeED, existing ponds may drain.
MeEP includes a simple surface and subsurface flow formulation,
which depends on the local permeability (Helbig et al., 2013). In MeEP,
pond areas decrease slightly with warming (Fig. C.7). Thus, even in
our first-order approximation of pond hydrology, we find evidence of
pond drainage reducing pond methane emissions (Fig. C.8), though
to a lesser extent than for example Huissteden et al. (2011). They
reported that drainage limits water body methane emissions on the
landscape scale. The hydrological model implemented in MeEP is one-
dimensional and can consequently only provide a first-order estimate
of water-table dynamics. More complex dynamics on the landscape
scale, such as the formation of a network of channels along the ice
wedges promoting fast drainage through percolation (Cresto Aleina
et al., 2013). Thus, our estimate of runoff might be too low.

C.5.4 LANDSCAPE-SCALE IMPACT OF POND METHANE EMISSIONS

When estimating the landscape-scale impact of methane emissions
from ponds and lakes, many studies concentrate on diffusive emissions
(Juutinen et al., 2009; Holgerson and Raymond, 2016; Polishchuk et al.,
2018; Hughes-Allen et al., 2020; Zabelina et al., 2020), though some
also include ebullition (Sepulveda-Jauregui et al., 2015; Wik et al.,,
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2016; Kuhn et al., 2021). We find that including ebullition is important
because, in ponds, ebullition contributes more than diffusion to the
total emissions (Kuhn et al., 2021; Praetzel et al., 2021) and becomes
still more important with warming (Fig. C.10). In MeEP, ponds are
very sensitive to rising temperatures. The model projects emissions to
roughly double at a temperature increase of only 2.5 °C (Fig. C.5(B)).

Much of the intensification of methane emissions in MeEP is due to
vegetation growth, which leads to a strong boost in mean emissions
during the ice-free season and a higher peak of emissions in sum-
mer (Fig. C.5(A)). These emissions are already under current climatic
conditions notably higher than mean tundra emissions (Fig. C.9) and
should be included in future large-scale ponds methane emissions
assessments.

We might even underestimate the response of ponds to warming
because methane production is described by a q'®-equation. This
description does not account for shifts in methanogen communities,
which can enhance the rate of methanogenesis under warming (Zhu
et al., 2020). Additionally, we only account for present-day substrate in
the current setup: Methanogenesis is coupled to vegetation productiv-
ity of the same year. This assumption is valid for ponds at the moment
(Negandhi et al., 2013; Bouchard et al., 2015; Dean et al., 2020), but
might change as permafrost degrades and old carbon leeches into
the ponds (Langer et al., 2015; Préskienis et al., 2021). This additional
carbon is not included in our projections.

C.6 CONCLUSIONS

While ponds are not hotspots of methane emissions in our study area
under the current climate, our model simulations indicate that they
will become stronger methane sources under warming. We project an
increase of pond methane emissions of 1.08 ¢ CHy m—2 year—! °C~'.
This increase corresponds to an emission increase of 180 % in the
exp5.0_all simulation compared to the hist_all simulation. At the same
time, the pond area decreases only slightly. However, the hydrological
module of MeEP only gives a first-order approximation of water-table
dynamics. To better gauge the future impact of ponds, we need better
projections of pond inception and drainage.

Much of the methane-emission increase from ponds is mediated
through macrophytes. The vascular plants become more productive
and provide additional substrate for methanogenesis. In our simu-
lations, the impact of the additional substrate on methanogenesis is
substantially stronger than the impact of elevated temperatures or
a prolonged open-water season. However, the relationship between
emergent-macrophyte productivity and methanogenesis in ponds
could only be approximated due to a lack of measurement data. We
further find that plant-mediated transport is the methane pathway
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contributing most to the overall landscape emissions in simulated
temperature regimes. Unfortunately, plant-mediated transport is the
methane pathway least often reported in measurement datasets of
pond methane emissions. This makes it harder to generalize our find-
ings to a larger scale, and more observations of this emissions pathway
and its contribution to overall pond methane emissions are needed.
Additionally, the current version of MeEP only uses one value for
the conductivity of plants, even though we know that different plant
species conduct methane with varying efficiency (Knoblauch et al.,
2015). To upscale the plant-mediated fluxes realistically, vegetation
maps of the dominant macrophytes would be a strong asset. However,
we suppose that vegetation similarly impacts ponds in other regions.
In that case, it is crucial to include macrophytes as a substrate source
and as an efficient methane pathway for a pan-Arctic assessment of
pond methane emissions under warming.

C.7 SUPPLEMENT 1. THE METHANE MODULE
c.7.1 SUMMER FLUXES

In ponds, methane (CHj4) is produced in the anoxic bottom sedi-
ments when temperatures permit. If the pond is ice-free, this methane
evades through three pathways: Diffusion, plant-mediated transport,
and ebullition. To model these pathways and the distribution of pro-
duced methane between these pathways, we make the following main
assumptions:

1. Production and emissions are in equilibrium in each time step
and, consequently, the methane concentrations in the water col-
umn are stationary. This means that the time-derivatives of the
methane concentrations and fluxes are all zero in each time step.

2. There is no lateral mixing of methane between the vegetated part
and the open-water part of the pond in summer. Thus, methane
transport in both parts of the pond can be treated separately.

3. In summer, the whole water column is well mixed, and the
methane concentration throughout the water column is constant.

Following assumption 2, we can model the overgrown and the open-
water part of the pond separately. Only for the overgrown fraction
plant-mediated transport is considered.

Cc.7.1.1 METHANE IN THE SEDIMENT

Methane is produced in the sediment, and the production is dependent
on the sediment temperature Ty, [K] and the base productivity Py [mol
m~3 s71]. Py is a tuning parameter and separately tuned for the
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overgrown and open-water parts of the ponds (Strom et al., 2003). We
assume that most methane is produced at the top of the sediment
(z = 0 m), and the productivity reduces exponentially further down
the sediment (z > 0 m) (Stepanenko et al., 2011):

az (Tv—273.15)/To f

Pcr,(z) =Po-e **-qy, prod  [molm ™ s7']. (C.6)

q10 and Ty [C] are constants describing the temperature dependence,
while a [m~'] determines how quickly the methane production de-
creases with sediment depth. Since methane production has been
reported to reduce quickly with sediment depth (Knoblauch et al.,
2015), we set a to 20 m~! (see Tab.C.8). With fprod We take substrate
availability into account. This dimensionless factor is based on Walter
et al. (2001) and represents both the productivity of the plants and
an estimate for the litter fall: We assume that carbon availability is
correlated with the net primary productivity (NPP), and that net pri-
mary productivity is roughly half of the gross primary productivity
(GPP). Since the methanogens do not use all the substrate within the
same time step, we apply a running average on NPP with a window
length of one month split methane production into a part dependent
on NPP (75%) and into a base productivity (25%) based on findings by
Bouchard et al. (2015) and Dean et al. (2020). For the open-water part
of the pond, we additionally assume that the carbon availability de-
creases with the open-water fraction and multiply the NPP-dependent
term with tanh(A, /A,), where A, is the overgrown area of the pond,
and A, is the area of the open-water fraction.

Since the fraction of the sediment where methane is produced is
shallow, we can assume a constant temperature in the sediment layer
and integrate Eq. C.6 from the top of the sediment (z = 0 m) to the
bottom of the unfrozen sediment (z = h;) resulting in

Po  (Ty—273.15)/Tio (

Pch, = o dio —e M) “Tprod [mol m~2 s~ 1].

(C.7)

We use Eq. C.7 to simulate the production of methane in the sediment
when the temperature in the topsoil exceeds the freezing point. As
soon as the sediment freezes, we set the methane production to zero.

The methane fluxes out of the sediment reach their maximum when
the methane concentration in the sediment is as high as physically
possible. The methane gradient between the sediment and the water
column is maximal at this concentration. The saturation concentra-
tion is reached when methane starts to gas out and form bubbles.
Bubbles forming in the sediment can contain any gas present in the
sediment. The most abundant gas in air is nitrogen, so it is also the
most abundant gas in the sediment, and, apart from methane, the
main constituents of bubbles in the sediment (Walter et al., 2008).
Thus, we approximate that the bubbles contain only methane and
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nitrogen to derive the saturation concentration. Under this assump-
tion, the concentration of methane is limited by the hydro-static pres-
sure py, (Pa) and the partial pressure of nitrogen (N;) (Stepanenko
et al., 2011; Bazhin, 2001). To compute the saturation concentration
of methane, we assume that N, decays exponentially in the sedi-
ment and is in equilibrium with the atmosphere in the water column
(c(N2,z) = c(N2)eq ce M2 (27 1) m—3)). c(N2)eq can be com-
puted according to Henry’s law, and we define H? * as the temperature-
dependent Henry constant for N, at sediment temperatures. Hg s
[mol m~' Pa~'] signifies the equivalent Henry constant for methane
(Sander, 2015). We compute the temperature-dependent Henry con-
stant as follows:

HEs = {3 eT(1/T—1/To) [mol m—3 Pa~"]. (C.8)

Another quantity driving the saturation concentration, the hydro-
static pressure is computed as the sum of the air pressure p, and the
pressure exerted by the water column,

Ph =Pa+(H- Paq - g) [Pa]. (C.9)

Further, the saturation pressure depends on the porosity of the sedi-
ment ¢ [m3 m—3], which is set based on measurement data (Helbig
et al., 2013) and a dimensionless threshold vy. vy is introduced as a
correction factor to account for the shape of the bubbles. Henry’s law
was measured over flat surfaces, but bubbles are spherical (Stepanenko
et al., 2011). Due to large uncertainty regarding the true value of vy, y
is tuned. Combining Eq. C.8 and Eq. C.g9 with v and ¢, we arrive at
the following equation for the saturation concentration:

c¢(N ANy hs _
c(CH4)%at:¢'HgH4'Y‘ (Ph—(HzN)zeq'e ? ) [mol m 3],
b

(C.10)

Once this concentration is reached, all additional methane produced
in the sediment will change from dissolved to gaseous. Consequently,
the concentration in the sediment will not rise further no matter how
much additional methane is produced.

C.7.1.2 PLANT-MEDIATED TRANSPORT

Plants can be very efficient in transmitting methane from the sediment
to the atmosphere bypassing the water column. If plants are present,
plant-mediated transport is often the dominating pathway (Andresen
et al., 2016). Thus, out of the three possible pathways, we evaluate
the plant-mediated transport first using the approach by Walter et al.
(1996). Initially, we compute the rate Qpjant with which methane can
leave the root zone through the plants as

Qplant = dveg tyeg T fgrowth “hs 'C(CH4)%at [mol m? S_]]- (C11)
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dveg is a dimensionless factor for the density of the plants, which we
set to globally to 0.1 due to lack of data. tyeg is another dimensionless
factor describing how well the plants conduct methane and is set to 10
based on Walter et al. (2001). T is a rate constant of 0.01h—! =2.7.107°
s 1. fgrowth is @ dimensionless measure of the plant-growth, varies
between zero and four and is based on the leaf-area index. Andresen et
al. (2016) found a good agreement between leaf-area index and plant-
biomass for the dominant species in Arcitc ponds (Arctophila fulva and
Carex aquatilis). hs [m] is the depth of the unfrozen sediment, with a
maximum thickness of 0.2 m, because deeper sediments produce only
very little methane (Knoblauch et al., 2015; Joabsson and Christensen,
2002). Since the plant stems also transport oxygen into the rooting
zone, we assume a fixed fraction of the plant-mediated methane to be
oxidized (fox = 0.2) reducing the methane flux from plants Fpjan;. The
value 0.2 is an conservative estimate based on the work of Turner et al.
(2020) and Strom et al. (2005), who measured the oxidation rates of
the plant species dominating our study region. The plant-mediated
flux then is defines as

Fplant = (1 —fox) - min{Qplant/ PCH4} [mol m—Z 571]- (C.IZ)

Since plants, if present, are the most efficient pathway for methane
removal from the sediment, we assume that all methane that can be
emitted through plants, is emitted through plants. Thus, only excess
methane which cannot be emitted through plants is available for the
other pathways.

C.7.1.3 DIFFUSION

Since ponds are shallow and well mixed, we assume that the methane
concentration in the pond ¢(CHj4)qq [mol m~3] are constant through-
out the water column. This allows us to formulate the following
balance of the flux between sediment and water column F‘b1iff [mol
m~2 s7'], the flux between water surface and atmosphere Fgigr [mol
m 2 s~ '], and the oxidation in the water column Foy [mol m—2 s~ ']:

FO — Faigr — Fox = 0. (C.13)

Now, we take a look at each of these three fluxes before we subsitute
formulations for each back into the balance above.

SEDIMENT-WATER INTERFACE ~ We compute the diffusion from the
sediment into the water column according to Fick’s law and assuming
that the methane concentration in the sediment equals the saturation
concentration ¢(CH4)3?* (Eq. C.10),

c¢(CH4)3" — c(CH4)aq
0.5-hs

2

Fdiff _ D, [molm?s7'], (C.14)
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with the diffusion coefficient Dgyy. This coefficient is computed fol-
lowing Sabrekov et al. (2017) as a combination of liquid and gaseous
diffusion as

Dsoit = (¢ — €a)Daq + [mZ s 1. (C.15)

€q is the gas-filled porosity of the soil. Since this parameter is ill-
constrained, it was used as a tuning parameter. R is the ideal gas
constant, and the liquid and gaseous diffusion coefficients (D,q and
Dgas, respectively) are computed as

Daq =T+ (¢ — €q) - Doy - ((To —0.15)/298)'32  [m? 571,
(C.16)

Dygas = Dy - €52 /7 - (T — 0.15)/273) 82 [m? s~ ).
(C17)

T is the dimensionless tortuosity coefficient, Ty, [K] is the temperature
of the upper sediment, ng [m? s~ '] and Dgas [m? s~ '] are reference
values for the diffusivity of methane and set according to Arah and
Stephen (1998).

WATER-AIR INTERFACE We infer the diffusion from the water
column to the atmosphere using the gradient between water and air
analogously to the sediment-water interface,

Faitt = Kp (c(CHa)aq —c(CHa)ah)  [molm s~ ']. (C.18)

c(CH4)3qq [mol m—3] represents the methane concentration in equilib-
rium with the atmosphere, and k,, [m s~ '] is the piston velocity, or
gas-exchange coefficient. ¢(CHa4)q} is computed using the ideal gas
law and Henry’s law as

C(CH4)qu = chIE—E “Pa- Hggu- (C.19)

f %ﬂ“: denotes the fraction of methane in air, Hgg[“ [mol m~! Pa—"]is

the temperature-dependent Henry’s constant for methane in the water
column using the mixed-layer temperature (Sabrekov et al., 2017).
For k,,, we follow the parameterization by Heiskanen et al. (2014),

Ve - w2+ (cz-waa)?

VS
¢1 and ¢, are dimensionless constants, which were tuned to data of
larger lakes in the original paper. So we use them as tuning variables.
u [m s~ '] is the wind speed, which is a forcing variable, and wgagq
[m s~ '] is the Deardoff velocity computed using FLake. Lastly, S is
the dimensionless Schmidt number, which we compute following
Wanninkhof (2014, 1992),

kp = [ms']. (C.20)

S=cy+cS Tm+cs T2 +ch T3 +c2-T. (C.21)

c1s to cg are empirically determined constants, Ty, [K] is the mixed-
layer temperature provided by FLake.
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OXIDATION IN THE WATER COLUMN  For F,x we assume that the
water oxygen concentration is in equilibrium with the atmosphere and
compute c(02)aq in the same manner as c(CH4)f1qq,

¢(02)aq = &)™  Pa - Hgé [mol m™3]. (C.22)
Then we use the Michaelis-Menthen relation to compute the oxidation,
C(Oz)aq C(CH4)aq

Fox = -H mol m~2 s ).
T Ko, +¢(02)aq ker, +¢(CHa)ag [
(C.23)

Viax [mol m—3 s~ 1], keny , [mol m 3] and ko, [mol m 3] are constants
and set based on a study by Martinez-Cruz et al. (2015) focusing on
Alaskan lakes.

METHANE CONCENTRATION IN THE MIXED LAYER We can now
substitute the fluxes (eq. (C.14), (C.18), and (C.23)) into the balance (eq.
C.13). This leads to an quadratic equation of c¢(CHg)aq which we can
solve analytically and arrive at the following expression for ¢(CHg)aq:

_c+4/c?+4kcp, -a-b)

c(CHg)ag = b [mol m™),

(C.24)
. 1 Dsoﬂ : C(CH4)qu sat

T H Kon ( 0.5h, Ty c(CHaly -l

(C.25)
1 Doi -

b= TR (055;’115 —I—kp) [m3mol™ '],
(C.26)

C:a—kCH4-b—] [-]
(C.27)

kox denote the part of the Michaelis-Menten relation which does not
depend on CHy,

C(OZ)aq

_ mol m—3 s ). C.28
koz +C(02)aq [ ( )

Kox = Vmax
Once we obtained c(CH4)aq, we can compute the flux from the sed-
iment and compare this potential diffusive flux with the methane
production to compute the diffusive flux from the sediment into the
waterbody ( Eq. C.14) as

F%iff = min{PCH4 - Fplant/ F%iff}- (C29)
In case the F{iff computed using Eq. C.14 is larger than the remaining
methane in the atmosphere (Pcr, — Fplant), we solve Eq. C.13 again
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for ¢(CHg)aq again, this time with the boundary condition F%iff =
Pcr, — Fplant- This, then, results in

a++vaZ+b

¢(CHg)aq = X, [mol m~3],
(C.30)

a= kp(c(CH4)fqu —kchH,) —H-Kox + F%iff [mol m—2 s '],
(C31)

b = 4k, - ke, (kp - ¢(CHg) gk + F) [mol’m—* s—2).
(C32)

Finally, we can substitute either the result of eq. C.24 or eq. C.30 into
eq. C.18 and obtain the diffusive flux from the pond to the atmosphere.

C.7.1.4 EBULLITION

The third and last pathway of methane from the sediment to the
atmosphere is ebullition. We assumed that plant-mediated transport
is the fastest pathway of methane and computed that flux first. With
the methane left in the sediment (Pch, — Fplant), we computed the
diffusive flux between water and atmosphere Fg;¢ and the diffusive flux
between sediment and water F&iff. Since we assume that production
and emission are in equilibrium, all the methane that is still left in
the sediment and not emitted through diffusion or plants is emitted
through ebullition,

Febul = PCH4 - Fplant - F%iff [m01 miz Sil]- (C33)
C.7.2 WINTER FLUXES

Cc.7.2.1 ICE-COVERED PONDS

Once ice has formed on the pond, we assume there is no gas exchange
between water and atmosphere, so all fluxes to the atmosphere are
set to zero. This means that there is also no plant-mediated transport,
which was the mechanism setting the overgrown part of the pond
apart from the open-water part. So instead of treating the overgrown
and open-water fractions of the pond separately, we can simulate them
together in winter. We merge the two parts weighted by their area
fraction for the methane production in the sediment and methane
concentration in the water column. We take the deeper water column
height as the water column height for the merged computation. As the
ice layer grows, we assume that all soluble gases that were dissolved
in the freshly frozen water are expelled into the underlying water
column. In the same manner methane and oxygen concentrations in
water are diluted when ice melts,

clgas)(t) = 9B ¢(gag)( 1), (C34)
aq
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where gas stands for either oxygen or methane, and Hqq the height
of the unfrozen water column. t is the time step and Ajce = hjce(t) —
hice(t — 1) is the change in ice thickness, with a positive sign indicating
ice growth.

Since the pond cools down from the top, sediment temperatures
are still above freezing when ice forms in fall. Thus, methane is still
produced in fall until sediment temperatures drop to zero, and there
is still a methane flux from the sediment into the water column. Thus,
all the methane produced in a time step (see eq. (C.7)) is added to the
water column,

C(CH4)aq(t):c(CH4)aq(t)+PCH4Ht—S [mol m™3], (C.35)
aq

with tg being the time step length. Since the methane cannot be emitted
to the atmosphere, it accumulates in the water column where a part of
the methane is oxidized with the remaining dissolved oxygen. If the
methane concentration exceeds a threshold C(CH4)Saaé, it changes its
state from dissolved to gaseous, equivalently to the processes in the
sediment. The position where the bubbles are most likely to form is
directly under the ice, because the hydrostatic pressure is lowest there.
We compute the saturation pressure analogously to the equilibrium
pressure in summer (eq. C.19), but instead of using the partial pressure

of methane, we use the hydrostatic pressure

Phyd = Pa + Pice 9 Mice [Pal. (C.36)

Using Henry’s law, we compute the saturation pressure of methane
under ice as

c(CH4)EY =Phya - HSEY  [mol m 2], (C.37)

We assume that only the dissolved methane reacts with the oxygen in
the water and introduce a storage term Scyy, [mol m~—2] for gaseous
methane under ice. If the methane concentration in the water column
exceeds c(CH4)iﬁ§, methane gasses out until ¢(CH4)qq = c(CH4)Saa;.

After balancing Scy, and c¢(CHy)qq, we determine how much
methane is oxidized in the current time step. To do so, we need
to compute the concentration of oxygen under ice, which we prescribe

(Huang et al., 2021) as

c(02)(t) = max{0.0,c(02)(t—1)—1.447-10"7 -tg}  [mol m3].
(C.38)

We solve the full Michaelis-Menten equation in each time step to
estimate how much methane oxidised,

c(03) C(CH4)aq

-t mol m—3], (C.
ko, +¢(02) ke, +¢(CHalag [ (C39)

on = Vmax
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and reduce methane and the oxygen concentrations in the water
accordingly,

C(CH4)aq = C(CH4)aq - min{AOX/ C(CH4)aqr C(OZ)/Z}/ (C4O)
C(OZ)aq = C(OZ)aq —2-min{Ayx, C(CH4)aq/ c(02)/2}. (C41)

Next, we balance Sc, and ¢(CHy)aq again.
In case the whole water column is frozen, all produced methane is
directly added to the storage term Sch,

C.7.2.2 SPRING FLUSH

Once the ice on the pond has melted, we emit the methane accumu-
lated under the ice to the atmosphere. Since we assume an equilibrium
between emission and production of methane in the open-water sea-
son, we emit all the accumulated methane in the first time step of
open water. All the methane stored in gas-form Scy, is immediately
released through ebullition. Furthermore, we emit the methane, which
was dissolved in the water and led to elevated dissolved methane con-
centration, compared to the open-water case. This dissolved methane
is added to the diffusive flux,

oo — Fa % 1) — -2 1
Faier = Faie + " (c(CHg)aq(t—1) —c(CHyg)aq(t))  [molm™=s™'].
(C42)

C.8 SUPPLEMENT 2: THE HYDROLOGY MODULE

In the hydrology module, we compute water-table dynamics through-
out the year. To cater to the separation of the open-water and over-
grown parts of the pond in the methane module, we set a fraction
of the pond to be overgrown and a fraction to be open water based
on a maximum water depths for plants. In other words, we assume
that vascular plants grow in the shallow parts of the ponds, up to a
default depths of 0.5 m. The depths can be set at the beginning of
each model run. Any deeper part of a pond consists of open water.
The module computes the mean depths of each fraction as well as
the area they cover on the premise that the ponds are circular and
the cross-section of an isosceles trapezoid (Fig. C.11). After the pond
has been divided into the open-water and vegetated parts during
initialization, the diameter of the open-water fraction of the pond is
kept constant throughout the whole simulation.

c.8.1 INITIALIZATION

To initialize a pond, the user has to set the angle of the rim o (see
Fig. C.11), the initial depth Hyq [m] and the area of the pond. The
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Table C.6: Input variables for the methane module of MeEP
NAME UNIT DESCRIPTION SOURCE
H m Mean water depth of open-water and Hydrology module
overgrown pond fraction
A m? Mean area of open-water and over- Hydrology module
grown pond fraction
hs m Thickness of unfrozen bottom sedi- Soil module
ment layer
Wgqg ms! Convective Deardorff velocity scale in Flake
the mixed layer
u*  ms~!  Friction velocity scale in the mixed Flake
layer
Pa Pa Atmospheric pressure at the surface ~ ERA-5
Tt K Mixed-layer temperature Flake
Ty K Sediment temperature Soil module
t s Time-step length User choice
Hice m Thickness of ice Flake
Aijce m Change in hice since last time step Flake
c(CHg)aq mol m—3 Methane concentration in the mixed Methane module
layer of prior time step
c(02)aq molm™> Oxygen concentration in the mixed Methane module
layer of prior time step
Sch, mol m~2 Methane stored under ice in winter Methane module
P - Porosity of the sediment User choice
fgrowth - Approximation of plant growth using MODIS
the leaf-area index
fprod Mol m~2 Net primary production and litter fall MODIS

approximation

Table C.7: Tuning parameters for the methane module of MeEP

NAME VALUES UNIT DESCRIPTION
Py 0.72 umol m—3 s~!  base productivity in vegetated pond fraction
PgY 0.42 umol m—3 s~ base productivity in vegetated pond fraction
Y 042 - bubble-shape correction factor
€ea 0059 m3m3 gas-filled porosity of sediment
¢ 81076 - weight of wind speed in k;, computation
c; 0015 - weight of Deardoff velocity in k, computation
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Table C.8: Constants used in the methane module of MeEP

NAME VALUE UNIT DESCRIPTION EQUATION
a 20 m~! depth dep. of CH4 production 1,2
Tqio 10 °C reference temp. 1,2
d10 2 - temp. dep. of CH,4 production 1,2
AN, 5 - depth dep. of N sediment conc. 5
HSM 141070 molm—3 Pa~—!  Henry’s const. for CHy 3
ng 1.3-107° mol m—3 Pa~! Henry’s const. for O, 3
HONZ 6.4 -107° mol m~3 Pa~! Henry’s const. for N, 3
Tg s 1600 K temp. dep. of Henry’s const. for 3
CH4
T(()) 2 1500 K temp. dep. of Henry’s const. for O, 3
TONZ 1300 K temp. dep. of Henry’s const. for N, 3
To 25 °C reference temp. 3
Paq 1000 kg m—3 water density 4
g 9.91 ms~' gravitational acceleration 4, 30
dveg 0.1 - density of plants 6
tyeg 10 - gas-conducting properties of plants 6
T 2.7-107° 5! rate const. 6
fox 0.2 - oxidised fraction of Qpjant 7
R 83144598 m3 PaK ' mol~! ideal gas const. 11
T 0.66 - tortuosity coeff. 11
ng 1.5 1077 m? s~! CHy4 diff. coeff. in the water at 25°C 11
Dgas 1.889 -107° m? s CHy4 diff. coeff. in the air at 0°C 12
f “CtHT;‘ 1.9499 -10~7 - fraction of CH, in atmosphere 15
fﬁ,tzm 0.496 - fraction of N, in atmosphere 5
faum 0.19 - fraction O; in atmosphere 18
c? 1909.4 - empirical const. for Schmidt num. 17
S -120.78 °C~! empirical const. for Schmidt num. 17
3 4.1555 °C—2 empirical const. for Schmidt num. 17
c;  -0.080578 °C—3 empirical const. for Schmidt num. 17
c2  0.00065777 °oC—4 empirical const. for Schmidt num. 17
K, 0.006875 mol m—3 half-saturation const. of CHy4 19,20,23, 35
ko, 0.0195 mol m—3 half-saturation const. of O, 19,24, 35
Viax  1.412 -1 07 mol m 3 s~ maximum methane oxidation rate 19,24
Pice 920 kg m 3 ice density 30
ts 3600 S model time-step length 33,35, 38

coeff, coefficient; conc, concentration; const, constant; dep, dependence; diff, diffusion; num, number;
temp, temperature.
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Mean Depth of vegetated pond fraction hyeg

Max Depth of vegetated pond fraction

Mean Depth of bare pond fraction hy, .

Max Depth of pond Hyong

Figure C.11: The pond cross-section is assumed to have the shape of an
isosceles trapezoid. Plants only grow up to a specific depth
(maximum depth of the vegetated pond fraction). For the physi-
cal pond model FLake, the maximum depth of the pond is used
Hpond, which the methane module distinguishes between the
vegetated and the open-water part of the pond.

depthax

Figure C.12: The water table is measured from the highest point of the rim. If
the water table is zero, the water depths reaches it’s maximum.

maximum depth of the pond, before water would overflow, is set to
depthmax = Haq + 0.1 m. The maximum depth at which plants can
grow hyeg can be adjusted and has a default of 0.5 m. With hyeg [m]
the area A [m?] of the pond is split between an open-water part A,
[m?] and a vegetated part A, [m?]. If Haq is smaller than o.5 m, the
whole pond is vegetated (A, = A and A, = 0 m?). Otherwise, we
compute the area of the open-water part using the assumption that
the ponds are circular. The width of the vegetated outer circle R, [m]
can be inferred from o and hyeg,

RV _ hveg

= (e [ml]. (C.43)
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Then, we subtract R, from the radius of the whole pond which gives
us the radius of the open-water area. With the radii we compute the
areas as

A
R = p [m], (C.q4)
Ao = m(R—Ry)? [m?], (C.45)
Ay =A—A, [m?], (C.46)

where R is the radius of the whole pond. To compute the mean depth
of the open-water and the vegetated part of the pond, we compute the
volumes of the flat middle part of the pond, and the part of the pond
where the water depth increases. The middle part has the shape of a
cylinder and can be determined as

_ H(lq
Rmia =R—— (o] [m], (C.47)
Vinia =7 R34 - Hagq [m?>]. (C.48)
(C.49)

The outer part can be computed as the volume of a truncated cone
minus Vmid,

tan( o)

vedge =TT 3 (R3 — 3R . RTZTL'-Ld + 2R13111d) [m3]. (CBO)

We can then compute the volume of the vegetated pond fraction, either
as the whole volume of the pond, or as another hollow, truncated cone,

Vedge + Vimid, hveg < Haq

Vy[m3] =
m) (RS _3RR2 4 2R3), else,

(C.51)

with V, = R —R, the radius of the open-water part of the pond. All
the leftover volume of the pond is then attributed to the open-water
part.

Finally, we can compute the mean depths of the pond fractions,

V
ho/v = AO/V [m] (C52)
o/v

C.8.1.1 POLYGONAL TUNDRA OF SAMOYLOV ISLAND

As an example study site, the ponds can be constructed to represent
the three pond types of the polygonal tundra of Samoylov Island.
We use a landcover classification to determine the average size of
the respective pond type as well as their average vegetated fraction
and use the ratio between the open-water and overgrown fraction
of the ponds to infer «. For pond depths, we use the averages of
measurements done by Rehder et al. (2021). The results are listed in
table C.9.
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POND TYPE MEAN AREA DEPTH x
[m?] [m] [RAD]
polygonal-center pond 89 0.6 0.3
ice-wedge pond 276 0.8 0.2
merged polygonal pond 2682 1.2 0.055

Table C.g9: Input values to initialize typical ponds of the polygonal tundra in
the Lena River Delta.

c.8.2 WATER TABLE DYNAMICS

At the beginning of each time step, we add precipitation and evapora-
tion to the water table,

WT(t+1)=WT(t)-P+E  [m]. (C.53)

If this leads to an overflow of the pond, we first compute the surface
runoff, Qs, following Gao et al. (2010),

. 1 t
Qs = mm{AZ,s.67gAi/ 2 \/SK}

where A, = —“WT(t + 1) represents the height of the water over the
theoretical maximum height. If the water table closer to the surface
than the thaw depths of the surrounding tundra (WT(t+ 1) < TD),
water also runs off below ground. This below-ground runoff Qy, is
computed based on Darcy’s law as

[m], (C.54)

A,
Qv = KA, th [m]. (C:55)

K [m s~ '] indicates the hydraulic conductivity, A [m?] is the area
through which the water flows. Ay is the distance the water flows
through in the porous medium, set to 2m as a characteristic width of
a polygonal rim. A, [m] is the height of the water flow and here refers
to TD —WT(t+ 1), where TD is the thaw depth.

K was computed based on measurements by Helbig et al. (2013).
They measured the hydrological conductivity on Samoylov Island,
Lena River Delta, at different sites. Using the mean of all their mea-
surements, we parameterized an average depth profile of the hydraulic
conductivity. With this profile, we compute the hydrological conduc-
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tivity between TD and WT(t + 1) and use the mean K of this profile
for further computations,

N= {o.oom} ’ (€5
z(n) = WT(t+1)+0.002m-n, n=0..N, (C.57)

N
1 _,m 0.052m — z(n)
K=— 25-1074= (1 h(|—————— .
NnZ_0 51077 < tan ( 0.023m ))

(C.58)
Then, we compute A, as the lateral surface of a cylinder,
Ac=2A, Vr-A  [m2 (C.59)
Finally, the water table is adjusted for the total runoff,
WTt+1)=WT(t+1)+ Qs+ Qp [m]. (C.60)

C.8.3 RECALCULATING MEAN WATER DEPTHS

With water table changes, the mean water depth of the overgrown
and open-water fraction of the pond change as well as the pond area.
Since we account for the inclination of the shoreline, the mean water
depth does not necessarily change proportionally to the water table.
So we recalculate the mean water depth for both parts of the pond.
The radius of the pond changes by

WT(t) —WT(t+1)

AR = fan(a) [m]. (C.61)

This leads to an areal change of the pond area,

2
Alt+1) =m ( %t) + AR> [m?] (C.62)

Since the vegetated part of the pond surrounds the open-water part,
the area of the open-water part only changes after the whole vegetated
area is above the water table. Thus, we can compute the new areas of
the two pond fractions in the following way:

Au(t+1) =max{0,A,(t) +A(t+1)—A(t)}, [m?], (C.63)
Ao(t+ 1) =A(t+1) —A,(t+1) [m?].  (C.64)

Now we compute the changes in the mean water depths for different
cases.
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CASE Ap(t+1) = Ap(t) >0

In this case, the water table change of the open-water part is propor-
tional the the water table change of the whole pond,

ho(t+1) =ho(t) + WT(t) —WT(t+1) [m]. (C.65)

If A, (t+1) > 0 m, then we can recompute the volume of the vegetated
pond fraction in time step t 4 1 as a hollow, truncated cone (see eq.
C.51) and divide by the updated area A, (t + 1) (eq. C.52).

CASE Ag(t+1) # Ao(t) AND Ap(t+1) >0

If the volume of the open-water part changes, we compute the total
volume changes of the pond,

tan(«)
3

Ay =7 (R(t+1)> —R(t)?) [m3]. (C.66)
If the water table fell below the vegetated part of the pond, then
h,(t+1) =0 and we can compute the new mean depths of the open-
water part using the volume change,

A0 (t) ) ho(t) +AV
Ao(t+1)

ho(t+1) = [m]. (C.67)
If both the vegetated and open-water areas changed, we could compute
the volume change over the vegetated part as a hollow, truncated cone.
The cone spans from the largest extent of the pond in the two time
steps to the largest extend of the open-water fraction of the pond,
because this is where the vegetated part starts,

R — \/max{Ao(t)T,[ Ao(t+1)} ml, (C.68)
X _ \/max{A(t)T,t A(t+1)} - (C.69)
Av, = sga(A(t+ 1)~ AW) 720, (C.70)

' (Rranax - 3Rmax ' ernin + 2Rrsnin) [m3] (C-71)

The mean depth can then be computed as the volume of each part in
the new time step divided by the area,

hy(t) - Ay(t) + Ay,
Ay(t+1)

_ ho(t) ’ Ao(t) _AVV + Ay

B Ao(t+1)

h(t+1) = [m], (C.72)

ho(t+1) [m]. (C.73)
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CASE Ay(t) =0

If the whole pond is vegetated, all changes in water depths translate to
changes in the vegetated pond fraction. We again compute the volume
change as in eq. (C.66) and compute the new mean depth analogously
to Eq. (C.67).

Finally, we now have computed the new h, /,(t + 1), the area of the
whole pond, and the area of the vegetated and overgrown part of the
pond, as well as the new water table.
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