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Abstract

The Tidal Model forced by Ephemerides (TIME) has been dgesdo TIME is a hydrodynamic,
global ocean model based on shallow water equations incatipg the complete lunisolar tidal
potential of second degree. The spatial resolution has tleesen to be 5 minutes globally
(2 - 10 kilometres). Tidal currents and sea surface elewatare calculated in real-time as
opposed to most existing tidal models that utilise seleptetal tides. The application of com-
plete forcing and non-linear model equations allows foenattions between partial tides and,
consequently, the generation of shallow-water tides. Esalts of the real-time simulations
have been divided into partial tides through harmonic aisliyn order to compare the results of
this study with others. TIME has been evaluated with a seetdgic measurements of the sea
surface elevations. Correlation coefficients are highan .88 for all partial tides considered,
showing that the tidal oscillation system is well-captubgdhis new modelling approach.

The model’s high horizontal resolution reveals a detailitiupe of tidal propagation on shelf
areas worldwide where non-linearities are shown to be migsificant. Comparisons of the
old partial tide approach with the new approach with congpfetcing show that amplitude
values of selected partial tides can locally differ by up @46 For the first time, global charts
of a selection of non-linear shallow-water tides were presl by an ocean model for both sea
surface elevations and tidal currents.

The total energy dissipated by the complete tidal osaidtasystem has been calculated to be
about 4.8 Terawatts (TW). The contribution of ocean tidesdal friction, which results in an
acceleration of lunar angular velocity, has been estimitdsk about 4.1 TW. This value lies
within the range of available measurements. Most recenlietyuhowever, agree on a lower
value of 3 TW.

TiIME can calculate the contribution of the entire range efgfrencies of the ocean tides to
the earth rotation parameters (ERP). This further leadsioval determination of the oceanic
tidal angular momentum (OTAM) taking into account the entidal spectrum. The improved

description of the ocean tides’ influence on OTAM and ERP Hasen assessed. Compar-
isons with measurements included tidal constituents wiviete not investigated by a numerical
model study before and show good to excellent agreementefféets on ERP of some addi-

tional astronomical partial tides as well as a selectiorhaflew-water tides not yet included in

any measurement or modelling study have also been caldulate






Zusammenfassung

Im Rahmen der vorliegenden Doktorarbeit wurde das globgdieddynamische Ozeanmodell
"TIME” (Tidal Model forced by Ephemerides) entwickelt. Eadiert auf nichtlinearen Flach-
wassergleichungen und wird von dem vollstandigen luaissl Potential zweiten Grades an-
getrieben; seine raumliche Gitterauflosung betragtwest 5 Minuten (2 - 10 Kilometer).
Gezeitenstrome und Meeresspiegelauslenkungen weraben isoEchtzeit simuliert. Dieser
neue Ansatz steht damit im Gegensatz zu den meisten egistien Gezeitenmodellen, welche
mit ausgewahlten Partialtiden angetrieben werden. Diwéxrdung des vollstandigen Antriebs
in Verbindung mit den nichtlinearen Termen der Modellgheingen ermoglicht es, Wechsel-
wirkungen zwischen einzelnen Partialtiden darzustellgh folglich auch nichtlineare Seicht-
wassertiden abzubilden. Ergebnisse dieser Echtzeitatranen wurden mittels harmonischer
Analyse in Partialtiden zerlegt, um sie einem Vergleich Engebnissen anderer Studien unter-
ziehen zu konnen. Zur Einschatzung der Gute der Modglarisse wurde ein Standard-
Datensatz pelagischer Wasserstandsmessungen hera@gezdgrrelationskoeffizienten mit
Werten Uber 0.88 fur alle untersuchten Partialtiden eeiglass das Schwingungssystem der
Ozeangezeiten durch den neuen Modellansatz gut abgebildiet

Die hohe horizontale Modellauflosung gewahrt einen tliegeen Einblick in die Ausbreitung
von Gezeitenstromen in den Randmeeren weltweit. Ebere debelfmeere sind stark von
Nichtlinearitaten gepragt. Vergleiche von Ergebnisden alten Partialtidenantriebs mit dem
neuen vollstandigen Antrieb zeigen, dass die Amplitudatevder gezeitenbedingten Meeres-
spiegelschwankungen je nach Modellansatz lokal um bis %i\&Eiheinander abweichen. Erst-
malig wurden globale Stromungs- und Auslenkungsfeldeiger ausgewahlter nichtlinearer
Seichtwassertiden von einem numerischen Ozeanmodethrese

Die durch das vollstandige Schwingungssystem der Ger@iggesamt vernichtete Energie
wurde mit etwa 4,8 Terawatt (TW) berechnet. Der Anteil dee@mezeiten an der Gezeiten-
reibung, welche beschleunigend auf die Mondumlaufbahktywvurde auf 4,1 TW geschatzt.
Dieser Wert liegt innerhalb der Spanne bekannter Messwéttaieste Messungen stimmen
jedoch eher in einem vergleichweise niedrigeren Wert vagetahr 3 TW Uberein.

Mit TIME lasst sich der Einfluss der gesamten Spanne von -bishniederfrequenten Tiden
auf die Erdrotationsparameter (ERP) berechnen. Das fithiner neuen Bewertung der
durch Ozeangezeiten verursachten Drehimpulse (ocealdtangular momentum, OTAM),
welche zeitgleich das gesamte Gezeitenspektrum bedintkgi Die verfeinerte und erweiterte
Beschreibung der Einflusse von Ozeangezeiten auf OTAM WRB #urde abgeschatzt und
bewertet. In den Vergleichen mit Messungen wurden auchaRatén berticksichtigt, welche
bislang noch nicht von numerischen Modellen beschriebemieru Sie weisen zumeist gute
bis hervorragend&bereinstimmungen auf. Die Einflisse auf die ERP einigesizlicher
astronomischer Partialtiden sowie einer Auswahl von Semssertiden, welche bislang noch
in keinerlei Modell- oder Messstudien Erwahnung fandem;den ebenfalls berechnet.
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Chapter 1

Introduction

Ocean tides are forced by the gravitation of the moon and $twe. moon’s orbit around the
earth and the earth’s orbit around the sun determine where strong and in which direction
these tidal forces act on the water masses of the oceanse3jpective orbits are characterised
by a number of strict periodicities with different frequeas A dynamic oscillation system
of tidal currents and elevations forms where favourablénbdisnensions produce pronounced
resonance.

These periodic displacements of water masses lead toieasan the rotational behaviour of
the earth. Both sea surface elevations and currents haweeffext on the earth’s rotation:
elevations by changes in the oceanic tensor of inertiagatsrby their motion relative to the
earth’s body-fixed frame. These variations result in chamgehe earth’s angular velocity and
its axis orientation.

Additionally, a long-term trend can be observed as a sedgaleeleration of the earth’s rotation.
Itis related to an acceleration of the mean angular veladitige moon which eventually results
in an increase of the distance of the moon from the earth. 8ifest is known as tidal friction.
It results from tidal energy which is dissipated in the eastitem due to frictional processes.

1.1 Measurements

With the improvements of modern geodetic measurement iggés, changes in the sea surface
elevation and the earth’s rotation can now be determinddavitaccuracy of microseconds and
centimetres and are approaching nanoseconds and milisneSeveral studies have focused
on the determination of the aforementioned changes in tha'eaotation due to tides from
very long baseline interferometry (VLBI), lunar laser ramyg (LLR) and global positioning
system (GPS) and have calculated the effect of up to 40 padis on the earth rotation (e.g.
Sovers et al., 1993; Herring and Dong, 1994; Gipson, 199&h&ber et al., 1998; Chapront
etal., 2002).

The amount of available satellite data has been increasiagtbe years. Satellite altimetry
studies are now moving part of their focus towards seledetf areas, such as th North Sea
and the Patagonian Shelf. First studies have demonstia¢eninportance of non-linearities
within the dynamics of ocean tides in these areas of shallatemdepth (e.g. Andersen, 1999).
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1.2 Modelling Approaches

Theoretical studies have been conducted with the help ofnigal ocean tide models in order
to better understand the physical dynamics that lead te thesations. Seiler (1991) calculated
variations in the oceanic tidal angular momentum (OTAM)hwnain ocean tide model of4
resolution globally forced by selected partial tides. GrI¥93) has utilised these OTAM to
calculate their effect on the earth’s rotation.

As measurements of the sea surface elevations (pelagicexned from satellite altimetry)
have become more abundant in recent years, ocean tide nmas$étsilating data have been
developed (e.g. Egbert et al., 1994; Zahel, 1995). The gtieds of the sea surface elevation
due to ocean tides have been improved dramatically wittaghpsoach (Shum, 1997). The data
assimilation process compensates the deficiency in theigiso of the physical processes in
the model and can be characterised by dynamical residualse(Z1995). These have been
shown to be of dissipative nature and in many cases takevatges where bottom topography
is not properly resolved due to the relatively coarse spagsmlution of the model (Zahel et al.,
2000). Some of these studies have also focused on the detgiom of OTAM and calculated
the tides effect on the earth’s rotation (e.g. Desai, 1996 dCand Ray, 1997; Kantha et al.,
1998; Zahel et al., 2000) and tidal friction (e.g. Egbert &ay, 2000).

An alternative approach has been developed by forcing aglerieculation model with the full
lunisolar tidal potential rather than just single partides (Thomas, 2001). Such an approach
allows for interactions of tidal currents with other oceanrents. Seitz (2004) further took
the influence of the solid earth into account and developeghardic earth system model for
the investigation of the earth’s rotation which also alldaissfeedbacks between the respective
components.

1.3 Objectives and Outline of this Study

The objective of this study is to develop an unconstrainezhnanodel in order to investigate
the complete effect of ocean tides on the earth’s rotatiorthis end, the position of the moon
and sun (ephemerides) are calculated to force an ocean mvatidheir tidal potential. This
leads to real-time simulations.

As the oscillation system of ocean tides strongly dependthertopography of the oceans,
the model resolution has been chosen to be as high as coiopatht feasible. A maximum
resolution of 1/12 of a degree (5 minutes) has been usedd@xperiments. The actual distance
between two grid points ranges from 2 to 10 kilometres. Theehalso includes the Arctic
Ocean which is often neglected in other model approaches.

The set-up of the newly developed model enables a uniqueréely describing non-linearities
in ocean tide dynamics. These non-linearities are due &rdotions between partial tides.
The novel approach with the forcing by the complete lunisttial potential presented in this
study includes all partial tides simultaneously. The nioedr terms of the model equations
are most influential in shallow waters which are resolvedh®yrmhodel due to its high spatial
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resolution. Throughout this study, special attention Wwélturned to the significance of these
non-linearities.

The model will be presented in Chapter 2 together with a detsan of the methodology for
harmonic analysis, statistics and calculation of angulam@ntum and earth rotational parame-
ters. Chapter 3 will describe the improvements implemeimisdhe precursor ocean tide model
(Seiler, 1989) in order to ensure the feasibility to perf@imulations with the 5’ resolution and
evaluates the model results with measurements.

Results of the tidal oscillation system as simulated by #vwe model will be presented in Chap-
ter 4 and will also have a focus on selected regions in orddiustrate the non-linearities

captured by the new approach. Chapter 5 describes the amgakaenta calculated from the
simulations and discusses the tides’ effect on the eardkédion.

Chapter 6 summarises the main findings and presents an kbdtloourrent and future studies
and developments.



12




13

Chapter 2

Model Description and Methods of
Analysis

A global ocean tide model, the dal Model forced by phemerides (TIME), has been devel-
oped. Its major part consists of a vertically-integratertbtrapic ocean module (Section 2.1).
It is forced by an astronomic module calculating the gramteal potential (Section 2.2) and

accompanied by a geodetic module calculating instantanaogular momentum budgets (Sec-
tion 2.3). TIME can be run with the user’s choice of either rgt selected partial tide or

the complete lunisolar tidal potential calculated from é&xact position of the moon and sun
(ephemerides) (Fig. 2.1). This second option represeatd-time” simulations.

model (ephemerides module)

lunisolar tidal potential
‘ sun ‘ ‘ moon ‘ i
model (ocean module)
lunisolar tidal potential i
¢ . tidal elevations & currents
partial tides ¢
‘ M, ‘ ‘ K, ‘ ‘ MFf H ‘ harmonic analysis
| model || model || model | ‘ M, H K, ‘ ‘ MF H ‘

p——— S

amplitudes and phases
(elevations and velocities)

Figure 2.1: Flow diagram of the two optional set-ups of TiMte left path represents
the classical partial tide forcing. The right path is the elaypproach of the
complete forcing with subsequent harmonic analysis.
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Until now, most research on ocean tides has been done udygamial tide forcing. Thus, the
results of simulations utilising the complete forcing h&wée post-processed so that the results
are comparable with the results from other studies. Theitudeland phase values of selected
partial tides are derived from the time series of the reaktsimulations through a harmonic
analysis (Section 2.4).

The two model set-ups are presented in Figure 2.1. For tdéitmaal forcing (left path), the
lunisolar tidal potential is divided into partial tides,cbaone describing a certain aspect of
the orbits of moon or earth. They are defined by their respeetstronomical arguments or
Doodson coefficients which describe the frequency of eadiaptide (see Appendix A.2). A
description of the theoretical derivation of partial tidiesough harmonic analysis can be found
in Bartels (1957). The resulting elevations and velocities attributed to the period of the
specific partial tide and can be represented by amplitud@hase values. Results which relate
to partial tides will be referred to as "frequency-domain”.

The path on the right-hand side of Figure 2.1 charactertsesidovel approach with complete
forcing which is the focus of this work. With the newly implemted ephemerides module
(Section 2.2.2), the model calculates the position of the-generating bodies, the moon and
sun, determines their complete tidal potential of secorgtade(see Section 2.2) and uses this
total forcing to drive the ocean module of TIME. As these 4t&ak results can only be repre-
sented in the form of time-series, they will be referred tda®nging to the "time-domain”.
By extracting the frequencies of certain partial tides fithese time-series through a harmonic
analysis, the results of the real-time forcing can be temstl from the time-domain to the
frequency-domain.

The methods used for comparing model results with measursraee described in Section 2.5.
The methodology for investigating the tides’ influence oa ¢farth rotation parameters can be
found in Section 2.6.

2.1 Ocean Module

The main part of TIME is a barotropic ocean model based on thadx-Stokes-equations. The
equations of motion and continuity define the horizontabeiesu (zonal) ands (meridional)
in 7 and the sea surface elevatiom m (Zahel, 1970; Seiler, 1989).

Ou_ 9 0% (uw ou w0
ot "~ acos¢ O\ acospOXN  ado
I 7 ara
4 cos 6 0N UV +v?2 4+ Ry (2.1)
ov 70, u Ov  vOv
E—i_f'u_ 0¢ (acosgb@)\+a6¢)
IO T ET 4R, (2.2)
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¢ O(H - u) OH-v)\
E_(acosd%@)\—i_ a-0¢ )_O 23)

These include the Coriolis parametér= 2 sin ¢, the mean angular velocity of the earth
0 =17292x107° % the mean radius of the earththe bottom friction coefficient and the
total depth of the water columb = d +  (whered is the undisturbed depth). The influence of
the tides of the solid earth on the tidal potential is defingthe Love numberg = 0.302 and

h = 0.612 resulting in the factoty.

v=1+k—h (2.4)

The tidal forcings®, and ®, are calculated by the astronomic module of TIME and will be
discussed in Section 2.2.

The effect of load and self-attraction of water masdgg, is taken into account in a parame-
terised form (Accad and Pekeris, 1978) defined as

Prsa=g-€-C (2.5)
eventually leading to the “reduced gravity”

g=0-€-g (2.6)

referring to the gravitational acceleratign= 9.80675. Values ofe are in the range of about
0.08 to 0.12 (Parke, 1982). Calculating the full LSA-efféely. Zahel, 1978) is very expen-
sive in computational time. Mauller (2003) gives a detaitdgscription of the computational
requirements for the calculation of normal modes of eigecitations of a global 2-ocean
when including the full effect. It can be expected that a Engomputational effort would also
be needed for calculations of ocean tides. As Chapter 3 Nufitrate, TIME is at the upper
limit of computational feasibility. Fortunately, expemmis with the parameterised form of the
LSA-effect have shown that this approach is a good appraioméParke, 1982; Seiler, 1989;
Muller, 2003). This study focuses on the implications céaa tides and the earth rotation on a
global scale and the parameterised LSA-effect can be redasl sufficient for this purpose.

Turbulent effects are prescribed in the eddy-viscositmgeR, and .

. AH (92u 62u ou 2 v

=" Loscb oxe T age  tmdgg — Lyt dju 2tan¢f%} &7
B AH 8211 82@ ov 2 du

Ro=F i + gt ~mogg ~ 1+ oo —2inozs| @@

The eddy-viscosity-coefficieM ; will be discussed in Section 3.5.

The ocean module was taken in large parts from the partialtiddel of Seiler (1989) which
is based on the equations of Zahel (1977) (Equations 2.1)-ah@ utilises a semi-implicit
algorithm as described in Backhaus (1983). The resolutaseen changed from the original
one degree (Seiler, 1989) to a series of higher resolvingiv@s. The user can now choose
between resolutions of 20, 15, 10 or 5 minutes based on ¢itké&8EBCO (IOC et al., 2003) or
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ETOPO topographies (NOAA, 1988). Although the simulatitorshis study were performed

on the high-performance computer of the DKRZ (Deutsches&itechenzentrum) the 5 minute
resolution version of TIME is still at the upper limit of magyeable run times. Chapter 3 will

describe improvements implemented for the model perfooman

The equations of Seiler (1989) were reformulated in a diyghfferent semi-implicit numerical
scheme (Backhaus, 1985) which has the general form

1

() (0] ner () e () e

Y
with the Coriolis rotation matriceB; and RR,.

_( ap 1 By
Rl_(—ﬁa) =7 (—w)

The indexn refers to the former time-step,+ 1 to the following andh + 3 to the intermediate
time-step of the semi-implicit scheme. The rotation masiare defined by = cos(fAt),

8 = sin(fAt) andy = 1 — a. The termsX andY include the remaining parts of Equa-
tions 2.1 and 2.2 andgy represent the meridional and zonal derivatives, respaygtiv

The main difference between the algorithms of Backhaus3)L88d Backhaus (1985) is that
now the pressure gradient is also included in the Coriotisti@n (matrixR,). Note that earlier
the Coriolis rotation was defined b= f and that thex-term of R, was not included (Equa-
tions 2.1 and 2.2). The advantages of the new scheme willustriited in Section 3.1 and the
full formulation of the difference equations can be foundppendix A.1.1.

2.2 Astronomic Module

Ocean tides mainly develop due to the gravitational fordeth@® moon and sun and can be
formulated as the second degree astronomical tidal patént(Bartels, 1957):

3
Vo =G(p) - (—) - [(1 = 3sin?§)(1 — 3cos® ) —
sin(2¢) sin(20) cos 7+

cos” ¢ cos” § cos(27)] (2.10)

whereG(p) is the gravitational constant,= 6371.221 km the mean radius of the eartR,the
geocentric distance,the greater half axis of the orbitthe declination, and the geographical
latitude. The local hour angle is related to the right ascensianof the respective celestial
body through

T = Tsid — = TGsid + A —« (211)

where \ is the geographical longitud€,;, the local sidereal time and,;; the Greenwich
sidereal time. For the lunar tidal potential, the gravitaéil constant is given witliz(o) =
26206<%> and the solar tidal potential §(0) = 0.46051 - G(o) (Bartels, 1957).

s
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The three terms of Equation 2.10 represent different grofigpherical harmonics and define
the tidal bands:

1. the zonal term reflecting the long-period tides, i.e.rMgtitly to annual;
2. the tesseral term describing the band of diurnal tidasttuents; and

3. the sectorial term comprising the semi-diurnal tides.

From Equation 2.10 there are now two approaches for forcmg@ean tide model, both
of which are options within TIME. The traditional forcingiliges single partial tides (Sec-
tion 2.2.1) whereas real-time forcing incorporates thHdwmiisolar tidal potential (Section 2.2.2).

2.2.1 Partial Tide Forcing

Each of the three tidal bands from Equation 2.10 can be broikemto partial tides. The
equation for the partial tide forcing reads

DN, ¢, t) = kpGin (@) cos(opt + mA) (2.12)

with the tidal frequency,; and a specific constant for any partial tig. The zonal wavenum-
berm is determined by the respective tidal band-£ 0 for long-period;n = 1 for diurnal and
m = 2 for semi-diurnal tides). The geodetic functiéh,(¢) is given by

Gu() = G- (Seo6) 1) . Gu(0) = Gsin20) . Galo) = G- co(0),

The main advantage of using partial tides is the charatitsisf fixed periods. Once the ocean
tide model has adjusted to the constantly perturbing foeag, theMs-tide, the system will
respond in the exact same way every subsequent period.tiaigtgforward to perform such
simulations and the analyses. In remote sensing and fielgaigms, the fixed periods of the
partial tides allow the most significant tides to be extrddtem collected series of sea surface
elevation measurements.

2.2.2 Complete Lunisolar Forcing

In order to perform real-time simulations with the complieteisolar tidal potential, the exact

positions of the moon and sun with respect to the centre oé#nth have to be known. The

module for the complete lunisolar forcing utilised in TiMBdbeen taken from Thomas (2001)
and Hellmich (2003) where a detailed description of the thebe computational calculations

and a thorough validation of the module are provided.

The module independently describes the orbits of both th@and earth according to an algo-
rithm based on fundamental angles. Hellmich (2003) disssi8®e advantages of this algorithm
compared with an alternative one based on Kepler’'s orbigghents by evaluating the results
with the data-set DE200 of numerical ephemerides provigetth® Jet Propulsion Laboratory
(JPL). Celestial coordinates are formulated in an equaltsyistem with the earth as its cen-
tre and an equatorial plane spanning the x- and y-directionisthe earth’s axis defining the
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ecliptic
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Figure 2.2: The ecliptic is defined by the earth’s orbit athre sun; the equatorial plane
by the earth’s equator, i.e. normal to the axis of the eantbfation. The
intersection of these planes marks the line between theranatuand vernal
equinox. The latter is also known as the Aries pdinand is the reference
point for the right-ascensiom (see Figure 2.3) (after Montenbruck, 1987).

z-direction (Fig. 2.2). The position of any celestial bodythen perfectly defined by its decli-
nation, right ascension and actual distance (Fig. 2.3).€Hnth’s rotation is taken into account
through the local hour angle (Equation 2.11).

With the ephemerides module defining these four values ftr thee moon and sun for every
model time-step the complete tidal forcing on any point om globe can be calculated with
Equation 2.10 directly. As TiIME is discretised on a sphémgabal Arakawa-C grid (Arakawa
and Lamb, 1977), the potential has to be divided into a zamékameridional component. The
tidal acceleration as computed in the module (Bartels, 1B&Hmich, 2003) reads

D,(), A1) = —# : (%)3 - [sin(2¢)(1 — 3sin® 6)+

2 cos(2¢) sin(29) cos 7+
sin(2¢) cos® § cos(27)] (2.13)

= @ £3~ in ¢ sin inT—
@y (00 1) =2 = () - lsinesin(20)s

cos ¢ cos” § cos(27)] . (2.14)

The advantage of the full forcing is that all partial tidesnfr the second degree tidal potential
are included simultaneously and thus can be regarded asseiing the complete dynamics.
This also allows for non-linear interactions between ptides which leads to the formation
of shallow-water tides (see Chapter 4.3). These are notttjirtorced by the lunisolar tidal
potential. They mainly form in areas of low water depth whtre non-linear terms of the
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celestial north pole
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equatorial [
plane 3

right-ascension .1]

ecliptic
celestial equator

Figure 2.3: The position of the celestial bodies moon andhswe to be formulated in re-
lation to the spherical notation of the earth, i.e. in relatio » and\. Within
an imaginary sphere with infinite radius around the earthiedtors pointing
north will meet at the celestial north pole (left). InsegtiRigure 2.2 into this
celestial sphere (where the equatorial plane intersetkstiag celestial equa-
tor) defines the position df and the ecliptic (middle). The right-ascension
« describes the angle frofi along the celestial equator and the declination
0 the angle along the great circle towards the celestial rpwté (right) (after
Struve, 1962).

shallow-water equations in TIME gain importance in comgami with the open ocean. By
adding or subtracting the astronomical arguments of thagbdides involved, the resulting
frequency of the respective shallow-water tide can be detexd. Any combination of partial
tides is possible (see Appendix A.2). The most significarsoare the fourth-diurnal "com-
pound tides” which result from the addition of two semi-aiaktides, e.g. thé/S,-tide results
from interactions of\/; + S,. The interaction of thé/, with itself results in the special case of
a compound tide, the "overtideVl,.

2.3 Geodetic Module

The geodetic module calculates the kinetic and potentiggnwithin the system, the oceanic
tidal angular momentum (OTAM, Section 2.3.1), and instaetais angular momentum budgets
(IAMB, Section 2.3.2).

2.3.1 Oceanic Tidal Angular Momentum

Sea surface elevations and ocean currents both affect #@nigcangular momentum. Sea
surface heights cause variations in the oceanic tensoedfarand therefore directly influence
the earth’s rotational behaviour (rotational angular motam). The effect of the ocean currents
is due to motion relative to the body-fixed frame (relativgaar momentum).
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The oceanic tidal angular momentum can be written as ($S&@&1):

M=6 @+ Mua (2.15)

where® is the oceanic tensor of inertia andthe rotation vector of the earth. Formulated on
a body-fixed reference frame withandy spanning the equatorial plane antheing the axial
component this leads to:

M, =-Q a2/§cos¢sin¢cos)\ dA+a/H(vsinA—usind)cosA)dA (2.16)
A A

M, =-Q aQ/Ccosngsingbsin/\ dA—a/H(vcos/\—usingbsin/\)dA (2.17)
A A

MZ:QGQ/CCOSQ¢(1A+&/HUCOS¢ dA. (2.18)
A A

For real-time simulations with the complete lunisolar fog; instantaneous values can be cal-
culated (time-domain). This approach, however, does rtige closed periods. OTAM can
also be recalculated after harmonic analysis (Sectionf@4xtracted partial tides (frequency-
domain).

2.3.2 Instantaneous Angular Momentum Budgets
For the investigation of the instantaneous angular monmeibudgets, the balance equations of
angular momentum can be formulated as (Seiler, 1991):
d My dM,
l + S
dt dt

+Q x Mg = Zrel + Zcor = - (ZPT + Ztid + Efr) (219)

Wherezmz andzm describe the torques due to acceleration and Coriolis .f(frpedenotes the
pressure torqud,;, the tidal torque and, ;, the frictional torque.

As the current algorithm also applies the Coriolis rotatiothe pressure gradient termRy of
Equation 2.9), Equation 2.19 should be slightly reformedcas

Lya + Lo = = (Lye + Lyn + Liia + L) (2.20)

Wherezpc includes the "rotated part” of the pressure gradient. Hmﬂ@pc is negligibly small
compared to the remaining torques making it irrelevant tveit should be attributed th or
Em. Similarly, a small quantity oﬂel would, in contrast with Seiler (1991) now be attributed
to ZCW due to thea-terms of R; in Equation 2.9. It is more convenient to look at the total
Es:Zrel + Ecor-

The individual torques are calculated from their respedi@rms in Equations 2.1 and 2.2 (here

represented ag, and f,) by integrating over the volume of the ocean and dividinggterque
into body-fixed components.
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L,= a/ H(f,sin A — fysin¢cos\)dA (2.21)
A
L,= —a/ H (fycos A — fysingsin\) dA (2.22)
A
L, = a/ Hf,cospsin A dA (2.23)
A

In this study, the frictional torque contains the terms alyegliscosity and bottom friction; the
pressure torque includes the reduction due to LSA and tlaedpressure torque mentioned
above.

In the real-time simulations with the complete forcing, baance equations can only be bal-
anced in the time-domain. In the frequency-domain, the tatgue cannot be determined. For
example, the tidal torque derived from the tidal potentiahe )/, partial tide will not be bal-
anced with the heights and currents of thig extracted from the real-time simulations due to
interactions with other partial tides (see Chapter 4). Técally, the balance equation for the
frequency-domain should be formulated as Equation 2.24.

Heph —pt —pt —pt —pt —pt
Lyqg = — Z <Lrel + Leor + Lpr + ch + Lfr) (224)

pt

2.4 Harmonic Analysis

The results of experiments with the complete lunisolarl jddential are real-time values and
do not form fixed periods such as is the case for the partial sichulations. However, the
frequencies included in the time-series of the sea surfige@t®ns and ocean currents can be
derived from the astronomical tidal potential. Therefaneghe special case of ocean tides, the
classical Fourier analysis can be replaced by a harmoniyssavith a discrete number of
well-defined partial tide frequencies. To this end, the tseees to be analysed can be regarded
as having the form (Emery and Thompson, 1998)

M
x(t,) =T+ Z [A,t cos (2mopty,) + By sin (2mopty,)] + 2 (L) (2.25)
pt=1

whereo,, is the respective tidal frequenaythe mean value of the record and,,) the residual
time series. The desired values of amplitdge and phase,; of the respective partial tide are

then derived via
Cpt = \/A]Qat + B]%t
Gpe = tan™ (By/Ap) -

The calculation requires @/ + 1) x (M + 1) matrix D containing the selected frequencies
and a(M + 1) data vectoy. The vectorz = D! - y returns the values of,; and B,; (for a
detailed description see Emery and Thompson (1998)).
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The selection of determinable partial tides depends on titeria: the relative significance of
the given tide and the resolvability of two "neighbouringéduencies. Considering a time-step
of one hour, the resolvability is determined by the lengttheftime-serie§” with the criterion
(Emery and Thompson, 1998)

et (2.26)

|Opty = Opt |
The two predominant partial tidéd, andS, can be unambiguously distinguished with a time-
series of 14.7 days. The longer the time-series the morditgeTss can be resolved, including
long-period tides. The fortnightly tid&/ s f for example can be extracted from any time-series
longer than 14.8 days\/m (monthly) after 31.8 days andl/ f (fortnightly) after 182.6 days
(Emery and Thompson, 1998).

Experiments conducted for this study demonstrated thatalial tides listed in Bartels (1957)
(including the solar annual tidez) should be unambiguously distinguishable with a timeeseri
of at least 366 days. The generation of an artificial timéesefollowing Equation 2.27 and
subsequent harmonic analysis of the same constituentsroexfthis.

M
x(t,) = Z Cpi cos (2mopt, — dpt) (2.27)
pt=1
Experiments reveal that only if the constituents were alisbtl identical in both generation and
analysis is an identical solution achieved. Small varregisuch as extracting only/. = 60
constituents from a time-series generated With= 61 constituents produces small differences
between start-values and end-values. The accuracy of shégéncreases as more resolvable
constituents are included in the analysis.

For this study, time-series of 400 days length with a timeg-sif 30 minutes were recorded
from each simulation (5, 10, 15 and 20 minute resolution) o Tifferent harmonic analyses
were performed. For the evaluation (103 "wet points”) att@somic tides described in Bartels
(1957) were included in order to get the best possible etxtraof the diurnal and semi-diurnal
tides (see Section 3.6).

Further analyses contained the entire global fields of sdacgielevation and currents. For
simulations performed with the 5 minute resolution, thisamemore than 6 Mio wet points for
all three variableg, » andv. As the computational time of the harmonic analysis inczsas
the square of the number of constituents (Emery and ThompA8@8), the number of primary
astronomical partial tides considered was reduced andaasgjection of the most significant
compound and overtides were included (see Appendix A.2).
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2.5 Statistical Methods

Correlation coefficients and RMS-residua (root mean squaege calculated for simulation
results compared with measurement data. The complex«/akeesurface elevation of a partial
tide can be described as

Cor = Apy - €7 g7 (2.28)

whereA,, and¢,, are the amplitude and phase values and\/—1. The correlation coefficient
is defined as

o an[e-e) (¢-9)] 020)

o @@ o (¢ -7)

with ¢ andb referring to the compared data sefsdenotes to the respective mean value of the
n samples. The RMS-residuum is calculated as

1 & 2
RMS = J - > (- (2.30)

i=1

For correlation coefficients sufficiently close to 1, a coexplinear regression method (Huf-
schmidt, 1995) can be applied to ascertain whether a systeareor is observed when com-
paring the two data sets.

Based on a least squares method, the complex linear regnesssarches for the functighthat
fullfills

ST(F(E) =) =min (2.31)
=1
and can be described as
f¢)=m-¢+e (2.32)
with
m=|m|-e " (2.33)
c=|c|- e "® (2.34)

describing the amplitude factor |, the phase correctiofi and the correction to the zero-point
¢ (with amount|c| and directior®). A detailed description can be found in Hufschmidt (1995).

A perfect fit of two independent data sets would be charasdrby a correlation coefficient
and an amplitude factor of value 1 and a RMS-residuum and sept@rection of value 0.
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2.6 Earth Rotation Parameters

Variations in the oceanic tidal angular momentum produeaghs in the earth’s rotation through
interactions of the oceans with the solid earth. The resiliise ocean tide simulations and the
oceanic angular momentum were calculated for both the tioreain and frequency-domain,
so the earth rotation parameters can be investigated indootfains.

The rotation of the earth can be regarded as changes in t@ation of an earth-fixed system
I' within a space-fixed systeii. With e; (i = z,y, z) defining the orthogonal axes of the
respective systems the earth’s rotation can be formula¢8eitz, 2004, after Richter (1995)):

ef = R-ell (2.35)

whereR is the rotational matrix which can be divided into a prea@ssnatrix P, a nutation
matrix V, a matrixS describing the rotation along the angle of the appearardr@vieh sidereal
time, and a matrix}” for the wobble or polar motion (Seitz, 2004).

eiF:I/I/'~eiA

eZ-F:I/V~S~eZe

e =W-S-N-eF
e£:W~S-N'P'€? (2.36)

Every part of the matrix? refers to a different systemA denotes the terrestrial equatorial
system@ the true celestial equatorial system a&hthhe mean celestial system. The true celestial
system refers to the celestial ephemeris pole (CEP).

The precession describes the variations in the orientafitime earth’s axis with respect to the
ecliptic pole (normal to the ecliptic plane shown in Figur2)2Due to the precession the Aries
point T moves along the ecliptic with a full period around the cétésphere taking about
25,800 years (platonic year). The nutation is caused bygierivariations in the orbits of the
moon and earth. It consists of a combination of several doesits with different amplitudes
and frequencies between 5 days and 18.6 years. The last timocesdl” and.S, describe the
influence of the earth rotation parameters.

The variations of the earth’s rotation computed in this gteder to the CEP and in the frequency-
domain follow Gross (1993) who investigated the earth rotgparameters (ERP) on the basis
of the results of Seiler (1991) - which is the main precursodet of TIME. A number of mea-
surement studies refer to this method of calculation andhemesfore suitable for comparison
(including Sovers et al., 1993; Herring and Dong, 1994; Gipd 996; Rothacher et al., 1998).

This approach determines the variations in the length ofatay/polar motion separate from
each other - the axial component of the OTAM, (Equation 2.18), being responsible for the
former and the two equatorial componenits, and/, (Equations 2.16 and 2.17), for the latter.
For the polar motion - or wobble - the free core nutation ard@handler wobble are taken into
account as the most significant variations of the earthicotgGross, 1993).
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A uniform rotation in the absence of any external torqueshmaformulated as

0 B A0 0

wo=| 0 c Ir= 0 A 0 (2.37)
Q 0o 0 C

whereA andC determine the least and greatest principal moments of tie'®mertia. As the

changes in the earth’s rotatiah w, due to external torques are small in comparisord tand
C they can be formulated by the linearised Liouville equativiunk and MacDonald, 1960):

my
Awg=0-[ my (2.38)
ms3
m2 ml . :
my — =, mg— =1y , mz=is
ocw ocw

with m;= dm;/dt and the complex-valued frequency of the Chandler wobble:

21 )
- = (1 2.39
ocw Tow ( + 5. Q) ( )

with Ty = 434.45 sd (sidereal days) and the damping constant 170 (Wilson and Vicente,
1980). The excitation functiong; can be written as (Wahr, 1982)

1.12- (Q CAME + dﬁﬁ)) 1161 (Q CAMT 4 dAdy;)
U = 0F (O A) (2.40)
1.12. (Q AMP + dﬁdﬂt@) 161 (Q AMT 4 dAdy;)
e = (2.41)
’ 02 (C— A)
0.756 - Q- AM® + Q- AM"
3 = — 2. (2.42)

where(,, is the greatest principal moment of inertia of the earthistand mantlerW the
rotational and\/} . . the relative angular momentum (Section 2.3.1).

1’7y7z

Variations in the length of dasAA(¢) or in universal time (UT1) are defined as

A = ~Ag-vs(t), o =yt (243)

with the nominal length of day, = 86,400 s. In the frequency-domain, the variations can be
formulated as

AUT1 = Apt COS(O'pt — (bpt)'
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The complex-valued variation in the orientation of thelearaxis is defined by(t) = pma(t)—
i - pmy(t) where the y-component is positive towardsS\@0 In the frequency-domain, Gross
(1993) determines the variations with respect to CEP as

Q
p(op) = {2.554 x 107 ——— +2.686 x 107*

Ofen — Opt Ocw — Opt

0 MP +i- MY
' AQT

Q ) M! +i- M
+ {6.170 x 107+ ———— +1.124 } L Lo (2.44)
Ofen — Opt Ocw — Opt AQ
whereo.,, = —1.0023203 cpsd (cycles per sidereal day) is the frequency of the free core

nutation (FCN), and- = Q%¢®/(3G A) with the mean radius of the earthand the universal
gravitational constart.

The variations of polar motion(¢) due to the constant force of a well-defined frequency results
in an elliptical motion which can be described by a progragea(d a retrograde-) circular
movement defined by amplitudeand phaser values (Gross, 1993).

p(t) = A, - e "7t p A, eter et (2.45)

In the time-domain, it is preferential to illustrate theiaéions in polar motion with the effective
angular momentum functions (EAM) (Barnes et al., 1983).yldre related ta> as

 Xe
= Yo — 1 2 2.46
e = Xe— 1 S (2.46)

wherec indicates the complex-valued notation of the equatoriahponents. Zharkov et al.
(1996) give a measure for polar motion with the so-cajlefdinctions.
112+ (M2 +4- MP) +1.61- (M, +1i- M
Xe = ok ) (L V) (2.47)
Q- (C—-A)
Compared to the)-notation (Equations 2.40 and 2.41) thdunctions do not include the ac-
celeration termsﬁ%) which is very convenient for the calculations.
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Chapter 3

Model Performance and Evaluation

The precursor models of TIME used a coarser spatial resolati 1°. The newly implemented

high resolution of 1/12 of a degree globally required modifans in the modules that were
adapted for TIME (Chapter 2) to ensure the feasibility of ¢iaulations. The three major
changes introduced to the model set-up will be discussdudsrchapter:

1. a more stable treatment of the Coriolis term (Section; 3.1)
2. modifications of the iteration scheme (Section 3.2); and

3. atwo-step poleward zonal resolution decrease in thé@@omnnost latitudes (Section 3.3).

As simulations with the old algorithm could not be perfornmeda significantly higher resolu-
tion these changes were tested ort-&ét-up before increasing the resolution. The model code
was partly reworked in order to secure optimal vectorisatio the high-performance computer
system (Section 3.4).

An independent set of pelagic measurements of tidal e@mvaitias been compiled by Le Provost
(1995). It serves as a standard data set for evaluating dickamodels and has been used for
the evaluation of TIME. It includes 103 stations in the opeaan (Fig. 3.1) which are charac-
terised by the amplitude and phase values of up to 13 selpat#idl tides. As the stations have
been compiled considering the shortcomings of coarsemorealels, the improvements of the
fine resolution of the new model will not necessarily prodadeetter correlation. The model
has been tuned with/;-only simulations for the four selected resolutions (Set8.5) before
evaluating the simulations performed for this study (Sec8.6).

3.1 Coriolis Term

TiIME'’s direct precursor, the partial tide model of Seile®8D), used an adaption of the semi-
implicit numerical scheme of a barotropic shelf ocean md&eaickhaus, 1983). Backhaus
(1983) already discussed the possibility of a more staklrnent of the Coriolis term (after
Wais, unpublished) but did not include it in the scheme yée fiefined description of the semi-
implicit numerical scheme can be found in a successive wedciibing a three-dimensional
baroclinic shelf ocean model (Backhaus, 1985). This schwasadapted for the barotropic
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Figure 3.1: Locations of the 103 pelagic measurements of MEOM data set
(Le Provost, 1995).

model TiME. In general, the new scheme not only rotates thecitees (as in the previous
approach) but also rotates the pressure gradient term@8eci and Appendix A.1.1).

In order to investigate the stability of the new and old sceeand their dependency on the
model set-up),-only simulations were performed on a series of differemetisteps for both
the new (red) and old (blue) algorithms (Fig. 3.2). The kimehergy was calculated as global
integration of the simulated ocean currentsafdv) and the potential energies represents the
sea surface elevations)(

For the smallest time-step of Figure 3.2 both algorithmsidate similar energy values. By
gradually increasing the time-step from a few seconds t@sim minutes, both the kinetic and
the potential energy have higher values in case of the stranokwith the old algorithm. The
kinetic energy has been increased by roughly 20% feotm 3.6 - 10** 5’,‘;—2”2 The time-step
dependency is eliminated with the new scheme as the amotkitsetic and potential energy
remain at nearly constant values no matter which modellmg-step has been chosen. This

clearly demonstrates the stability gained from the newrétlyo.

3.2 lteration Scheme

The semi-implicit algorithm used in this study requires @mative calculation of the sea sur-
face elevations which is done by successive over-relaxd8®R, e.g. Press et al., 1987). As
the algorithm has been reworked (see Section 2.1), the 20&y& had to be modified as well
and was taken in parts from the one formulated in the Hambbejf ®cean Model (Ham-
SOM) which utilises a similar numerical scheme (Pohima®96). The SOR-problem can be
formulated after Backhaus (1985):
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w

E+1 _ 1 Nk
¢t=(1 w)c+1+c5

(B4 C 4 coli + caCiF 4 coChtt + cgCh

+erlhw + el + el + coClp) (3.1)

wherek denotes the iteration step andthe relaxation parameter. For an illustration of how
to calculateB, C' and the coefficients; the reader is referred to Backhaus (1985) and Ap-
pendix A.1.1 of this study. The SOR-problem is formulateca@wo-called chess-board-scheme
leading tok + 1-indices of the directly neighbouringpoints. Figure 3.3 shows results from the
experiments with different values for. The residuum was calculatedAs= Y |A¢*1—ACk|.

A

Depending on the desired accuracy of the results, thebesensure the fastest iterationli®
to 1.3 (for the first iteration steps simulations withvalues of1.0 or 1.1 are faster converging
but these results would be of too low accuracy).

In order to improve convergence, two further alterationseniatroduced. First, as tidal ele-
vations are fairly regular and predictable in the sign andevaf changes from one time-step
to the next, one might begin the iteration with a “first gueas’, as a starting value of the
iteration (Maier-Reimer, pers. comm.).

ACY, =2- A — A (3.2)

Second, a Chebyshev acceleration has been implementedusiexible” relaxation parameter
w* (after Press et al., 1987, and Maier-Reimer, pers. comm.).

1

w2 = 0.5
wl = 1
OFts = 1
1 — 2t
w® — Woptimal (3.3)

The parametep basically defines to whicl,,.in.; the flexiblew will converge. Consequently,
the results from the experiments with different valuesg@figure 3.4) reveal a similar pattern
as Figure 3.3. The simulations with= 0.6 will lead to aw,tim« Of aboutl.2 andp = 0.7 to
awprima Of @aboutl.3. In the following, either a constant value of= 1.3 or a flexiblew with

p = 0.7 have been used.

Comparing the different alterations (Figure 3.5) reveadd the new algorithm converges signif-
icantly faster than the old one. Experiments with a timg-sfeabout 4 minutes were performed
with the old (dashed black) and the new (solid black) nuna¢scheme. The first guess (red)
and the flexible relaxation parameter (green) were intreduseparately and in combination
(purple). The introduction of a first guess seems to replaeditst 15 to 20 iteration steps and
has a strong effect on reducing iteration time. The flexiblgives slightly better results for
only the first 30 iterations.

Experiments with different convergence criteria’af, i.e. the desired accuracy of the iteration,
were performed with the old numerical scheme for two diffiéteme-steps: about 4 minutes
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Figure 3.5: Convergence of the iteration scheme.

(green) and about 6.5 minutes (black) (Fig. 3.6). Experiserith the new scheme incorporated
both the first guess and the flexilbleand utilised the same time-steps (blue and red). Note that
the old algorithm iterated in blocks of 20 iterations befoneestigating whether the criterion is
matched.

Simulations with the old algorithm on a time-step of about ihutes (green) show that iter-
ation time roughly increases by another block of 20 iteretiwith every order of magnitude
in decrease of the criterion. For simulations with a timepstf about 6.5 minutes the number
of iterations increases dramatically. For the new scherhe (Bnd red) the number of itera-
tions needed to match a certain accuracy only increases byb3er order of magnitude of
the criterion. This clearly reveals the improved conveageof the new scheme and its reduced
time-step dependency. Eventually, a criterionof” cm has been chosen for the experiments
performed for this study.

3.3 Poleward Resolution Changes

The numerical equations of the ocean module are formulatealspherical grid, so the actual
meridional distance (north-south-direction) between tegghbouring grid points has a con-
stant value of about 10 kilometres at 5 minute resolutiorthénzonal (east-west) direction the
grid narrows towards the poles. As the minimum distance éetwvitwo grid points constrains
the largest possible time-step with which the model can bethe grid of the North Pole region

had to be altered so that the smallest distance does notelalivi®2 kilometres. The problem

was solved by decreasing the zonal resolution by a factawa@towards the North Pole at two

latitudes of the user’s choice. The principle of the resoluthange follows Zahel (1970) and
was formulated for the numerical scheme of TIME. At the Ndttie itself the system of equa-
tions is tied together by a polar cap represented by a sieglsgrface elevation grid point and
is variable in size.
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Figure 3.6: Experiments with different convergence ciater

The equations of motion and continuity of the ocean part armdlated as finite-difference
equations in the semi-implicit scheme. Their applicatitthe latitudes of the resolution change
and at the polar cap are described in detail in Appendix Aah@®A.1.3.

The resolution change towards the North Pole has been testath "aqua planet” which is
an artificial globe with the southern hemisphere completelyered by land and the northern
hemisphere covered by water with a uniform depth of 500 reeffaree different experiments
were conducted:

A) constant zonal resolution of4
B) zonal resolution of 1changing to 2 at 66.5N and further to 4 at 76.5N; and
C) as in B except that resolution changes occur at’Réa&nd 82.5N.

The meridional resolution has a constant value oéid the polar cap a radius of 2.& all
three simulations. All three experiments were forced wh X/, partial tide. Figure 3.7 shows
the amplitude and phase values of the three set-ups A, B afth€results reveal that the
resolution changes do not disrupt the pattern. No phasertist occurs at the boundaries.

Figure 3.8 illustrates the differences between the thmeeilgitions. The maximum difference
in amplitudes are found in A-B and A-C with differences of @upt1 cm in areas south of
the location of the resolution changes of B and C. Almost nanges remain in B-C. This
supports the interpretation that the changes in A-B and AeQlae to the different resolutions
(with their respective parameterisations) and not dueagmtimerical solution of the boundary
problem at the latitudes of the resolution change. No chaimgamplitude due to reflections at
the resolution changes are visible.

Set-up C was chosen for the simulations of this study so Heatdsolution changes are as far
north as possible. As the South Pole is covered by land, & doerequire a resolution change
nor a polar cap.
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Figure 3.7:M, amplitudes and cotidal lines (in hours) for three differsat-ups (A, B
and C) of an "aqua planet”. The plots show the North Pole ax@a 69N to
9(°N. The inset images indicate the position of the resolutimenge with a
white circle.

3.4 Overall Model Performance

When TiME is run on 5’ resolution with the complete lunisdiarcing and with a time-step of
2 minutes, it needs about 6 GB of storage space and 30 mif@#d.btime (central processing
unit) to simulate one calendar day. Within the DKRZ-systemly simulations of up to four

hours of CPU time are permitted (for non-parallelised mgdeHence, a "chain-job” structure
has been implemented where only five days of simulation arferpeed within one batch job

in order to provide some head room for any irregularitiesulAdimulation of 366 days (so that
all partial tides can be extracted) takes about 183 hours>af-Gme.

The model spends more than 65% of the total CPU-time in the-S&Rme, which stresses
the importance and necessity of the modifications in thatiem scheme implemented in TIME
(Section 3.2). As the simulations are carried out on a veobonputer, vectorisation of the
calculations is essential for the model performance. Tleesae vector length of TIME is about
243 (with 256 being an optimal value) and the vector openataie is 99.6% (100% would

mean a perfect vectorisation).

3.5 Adjustments of Model Parameters

The equations of motion in TIME (Equations 2.2 and 2.1) idel& number of parameterisa-
tions: namely the bottom friction (coefficien}, the influence of earth tides (Love Numbers),
the effect of load and self-attractios) (and the eddy-viscosity4};). Following the investiga-
tions of Seiler (1989) and Thomas (1996), only the eddyesgy has been used as a tuning
parameter (keeping= 0.003 ande = 0.1).

The value of Ay determines the influence and importance of the eddy-vigcesthin the
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Figure 3.8: Differences in amplitudes and phases betweaeadha planet simulations A,
B and C.

equations of motion. This term, describing the horizormtah@ange of water masses, is designed
to parameterise small scale processes taking place withiode! grid box and is consequently
dependent on the spatial dimensions of the grid. Equatiaharizl 2.8 already include a latitude
dependency through

A=Ay, A, = Apy-coso.

Tuning Ay requires some experimentation. Figure 3.9 shows comperisetween a series of
Ms-only simulations with different resolutions and diffetety;-values compared to the ST103
data set (Le Provost, 1995, Fig. 3.1).;-values higher or lower than the ones plotted in the
figure lead to numerical instability. For the 5’-resolut&mulation (red) the range of numerical
stable values ofl;; lies betweery and45 - 10° ’”TQ

Most free numerical ocean tide models, i.e. those not aking data, have a tendency towards
overestimating the heights of most partial tides. It islijkbat some frictional processes are not
included in the equations of the models leaving too muchggnierthe system (Egbert et al.,
2004). As eddy-viscosity is an important frictional termdamelps dampen the sea surface
elevations, it is not surprising that the largest-values produce the best RMS-values. The
correlation coefficients indicate that the best resultsaateeved with slightly reduced values
of Ay. In general, the results show very good to excellent caicelavith measurements.

A linear regression analysis of these experiments reveakral systematic trends. Figure 3.9
(middle) shows a general improvement of both amplitudeofacand phase corrections with
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increasingAy-values, corresponding with the RMS-value-trends (tophe $ame holds for
the amount of the zero-point correctign (bottom). The valu® determines the direction of
the zero-point correction and is centred around°180Deviation from 180 leads to a loss in
correlation (top) and may indicate a systematic shift ingaisa

As a general impression, the higher-resolving versionsi#ET(15’ to 5°) are less dependent
on the choice ofA;. As a compromise between the best RMS-value and the besiation
coefficient, and;-value of3 x 10* mTz for the 5’ resolution has been chosen. The values of the
lower-resolving versions of TIME have then been chosen abthiey produce results that agree
best with the results of the next higher-resolving onesitesth 5 x 10* mTQ for 10, 7.5 x 10* m{

for 15, and10 x 10* m; for 20'.

3.6 Evaluation of Model Results

Simulations of four other partial tides have been perforrtted N>, O, and P;). From the
results of simulations with the complete lunisolar tidatguaial, all 13 partial tides considered
in the MEOM data set were determined through harmonic aisadysl compared analogously.

Figure 3.10 (top) shows RMS-values and correlation coefiitsi of the five partial tide runs as
well as the extracted partial tides. Only results of the 1@l & resolutions are plotted as they
are the most important ones for this study. With values,pf> 0.88 throughout, the correlation
with the pelagic data set can be described as very good.

The RMS-values are relatively high, especially for the twaimtides)/, and S,, which can
be related to the tendency towards overestimation of mestritodels mentioned above. The
M,-tides extracted from the full forcing simulations are etagher than the partial tides. There
is, however, no visible general trend when comparing partla simulations with full forcing
simulations (see e.g5;-results). Instead, the resolution of the respective satit seems to
be more significant since often the partial 5’ (green poinls$ely pair with the complete 5’
(red) and the partial 10’ (blue) with the complete 10’ (black

Most amplitude factors (Fig. 3.10, middle) are within 1.@ 44 showing the expected tendency
towards overestimation. Phase corrections predominaailg negative values suggesting that
the simulated tidal waves have a slight lead compared to gesorements. The higher resolu-
tion improves the values in phase correction for a numbeadia tides (01, O, Ns, M>, K;
andss), but can not be regarded as a systematic trend as also tbeitgpgan be observedy,

Ly, and Py).

In general, comparisons with the pelagic measurementseoSiiL03 data-set show that the
oscillation system can be regarded as well-captured by thaehfor all 13 diurnal and semi-
diurnal partial tides considered. The model has a tendewegrtls overestimating sea surface
heights.
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Chapter 4

Ocean Tide Simulations

The oscillation system of the ocean tides as representeldebgaw model TIME will be dis-

cussed with examples of the influence of bathymetry and apa&solution (Section 4.1) and
the influence of the complete forcing as compared to thettoadil partial tide forcing (Sec-

tion 4.2).

A global description of non-linear shallow-water tides igam in Section 4.3, a result of imple-
menting the complete tidal potential of second degree imgh-heésolving ocean model.

4.1 Influence of Bathymetry and Resolution

TiIME has been run with two different bathymetries (GEBCO 01CFPO, see Figure 4.1) and
four different resolutions (5’, 10’, 15’ and 20’). Th&f;-only simulations discussed in Sec-
tions 3.5 and 3.6 indicate that no significant improvemerihadescription of the global os-
cillation system can be expected for the open ocean with@ease of resolution. Rather, the
implementation of higher resolution is expected to showntlost significant improvements in
shelf areas and possibly in some regions of the open ocean.

Figure 4.1: Bathymetries of 5’ resolution: GEBCO (left) aadOPO (right). Excerpted
from global bathymetry showing the Southern Ocean betweaestralia, New
Zealand and Antarctica.
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Figure 4.2: Amplitudes and phases (in degrees)/gfonly simulations with the GEBCO
bathymetry with 20’ resolution (left) and 5’ resolutiondht). Excerpted re-
gion of global simulation same as in Figure 4.1.
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Figure 4.3: Amplitudes and phases of &f3-only simulation with data assimilation on
60’ resolution taken from Zahel et al. (2000). Excerptedaegf global
simulation same as in Figure 4.1.

The latter is shown to be the case with one interesting lacgée Seature improved via in-
creased resolution. Almost all "free” models, i.e. withaumy data assimilated, describe an
amphidromic point of thé//, in the Southern Ocean south of Austrdlidvleasurements, how-
ever, have shown that the, travels westward throughout the entire region (Cartwrigghdl.,
1979). Data assimilation models correct this inaccuraspldyed by free models (e.g. Zahel,
1995) and consequently mark this region with a pronouncethuyc residual (Zahel et al.,
2000).

Model simulations with TIME display this feature correcslynply by increasing the resolution
based on the GEBCO bathymetry (Fig. 4.2). The excerpts shovine figure stem from global
M>-only simulations on 20’ and 5’ resolution. The oscillateystem east and west of the part

1An amphidromic point, or amphidrome, is a point with almastidal elevation. It is the centre of a rotational
wave pattern of the respective partial tide and is marked@mainction of phase lines (e.g. Pond and Pickard,
1983).



41

of the Southern Ocean between Australia and Antarcticasisrgmlly the same for both reso-
lutions. Only the direction of the tidal wave off the soutlhepast of Australia is reversed. The
general oscillation pattern generated with 5°' resoluticatches the results of the data assimi-
lation models excepting that the wave as described by TiMpggates faster. For comparison
see Figure 4.3 where results from Zahel et al. (2000) are shote cotidal line of 90 degrees
at the southern tip of New Zealand corresponds well with FEgu2. Some 360 degrees later,
with the M,-tide travelling westward, the next cotidal line of 90 dezgéeads the data assimila-
tion model by about 60 degrees. Note that the amplitudeimgbults of the data assimilation
model are significantly lower than in the results of TIME witte GEBCO topography. This
can be explained with the dissipative nature of the dynamsiduals introduced due to the
assimilation of data (Zahel et al., 2000).

- Nl

60S

Figure 4.4: Amplitudes and phases/db-only simulations with the ETOPO bathymetry
with 20’ resolution (left) and 5’ resolution (right). Exqaed region same as
in Figure 4.1.

Repeating the experiments with the ETOPO bathymetry andrerwise identical model set-
up produces Figure 4.4. Two statements can be made: 1) Arde$itare remarkably higher
then in Figure 4.2; 2) The amphidromic point does not disapp&th the resolution increase.

Experiments with "mixed” topographies, i.e. replacingagivegions of the ETOPO bathymetry
with the respective part of the GEBCO bathymetry and viosaén various dimensions, were
performed. They revealed that the presence of the amphidrpaint does not seem to be
governed by the immediate regional topography. The desinamge is only achieved when
almost the entire Southern Ocean is described by the GEB@&taphy.

This demonstrates that the exact locations of amphidrome$®e quite sensitive to changes in
the model set-up and that they are determined by the gersaidlation system.

In order to explain the differences in amplitudes betweer@BBCO and ETOPO bathymetries,
a thorough investigation of the raw data and algorithmsiadgbr the generation of the maps
would be required, which is beyond the scope of this studye@aly, the GEBCO bathymetry

is "rougher” and the ETOPO "smoother”. Because the restitained with GEBCO correlate

better with measurements (not shown) and in light of the owpment indicated in Figure 4.2

this bathymetry has been chosen as more suitable for TIME.
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4.2 Influence of the Complete Forcing

With the implementation of the complete lunisolar tidal gratal, all partial tides from the
second degree harmonics are included in the real-time atrook, allowing for interactions
between partial tides. In the following, the tides extrddi®m the real-time simulations will
be compared with the results from the partial tide forcings.

The principal solar diurnal tid&; will serve as the first example. It is shown as modelled using
partial tide forcing (Figure 4.5, top) and as extracted fsimulation with complete forcing
(Figure 4.5, middle). The simulations agree well with eatifiieoin their description of the
global oscillation system.

The propagation of this tide in the Southern Ocean is chariged by a circumpolar Kelvin
wave. The cotidal line of Qis roughly at O longitude, the 180line is at 180 longitude and
the cotidal line of 270is located at 9tE. This shows that the Kelvin wave travels with a quite
uniform speed and a wavenumberaf= 1 around Antarctica without being much disturbed
by the Drake Passage (between Antarctica and South AmeRa#} of the wave are deflected
into the Atlantic and Pacific Ocean. The propagation in thiamic Ocean is determined by
two cyclonic amphidromes. Amplitudes are relatively lowrgeared to the other ocean basins
because the Atlantic is not favourable to resonance foP{h@ahel and Miller, 2005).

The Pacific Ocean is governed by a set of three amphidromitgpdeading to a constant anti-
clockwise propagation along the coasts from equatoriatiS8mmerica to East Asia. In the
Northern Pacific thé’; can reach amplitudes of up to 15 cm in the open ocean. In tlaeea
seas of the Western Pacific the highest amplitudes are foithdnere than 60 cm. The Pacific
is connected to the Southern Ocean by a Kelvin wave around2¢aand and an amphidrome
near the Fiji-Islands. The Indian Ocean is characteriseanbgnti-clockwise amphidrome just
south of India and roughly at the equator. The highest aoge# are found in the Sea of Arabia
with up to 15 cm. A second amphidrome at about3and 60E connects the Indian to the
Southern Ocean.

As Figure 4.5 (top and middle) only shows every sixteentl gaint of the 5’ resolution some
"distorted” looking cotidal lines (e.g. at 4S5, 70E and 43S, 175W) indicate that at these
locations the oscillation system is significantly influethdxy regional bathymetry. Apart from
these distortions, the global propagation pattern conggaasonably well with the results from
other tidal models that also include a more detailed desonpf global oscillation systems
(e.g. Schwiderski, 1981; Seiler, 1989).

Taking a closer look at the distortions southeast of New atehdemonstrates the significance
of the local topography (Figure 4.6). The amplitudes andsphdtop) represent an excerpt
of Figure 4.5 (middle). The patterns of the oscillation eystresemble the ones calculated
by Walters et al. (2001, Fig. 7 therein) with a regional baopic ocean tide model forced by
satellite altimetry data at the boundaries. In detail, h@wethe model results differ quite
substantially.

The distribution of flow transport (Figure 4.6 (bottom)) sisathe greatest values around 1#5
57°S at the break of the New Zealand Plateau. Miuller (in revieag recently shown that a
topographic vorticity mode with a period of 32.56 hours &xis this area and that this mode
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Figure 4.5: Amplitudes and phases (in degrees) offthwith partial tide forcing (top)
and extracted from simulation with complete forcing (ma&dhnd their dif-
ferences in amplitudes (bottom).
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Figure 4.6: Amplitudes and phases (in degrees) ofthgoutheast of New Zealand (top)
and transport ellipses (bottom). Water depths are showmnewy shading. A
"legend” tidal ellipse has been added to the figure in the ufgdecorner. It
represents a current characterisedby: V' = 10’”72 and¢y = 90° andgy, =
0°. Cyclonic tidal ellipses are drawn in red (i.e. clockwiseha southern and
ant-clockwise in the northern hemisphere).
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Figure 4.7: Differences in phases (in degrees) betwg&emly forcing (Fig. 4.5, top) and
P, extracted from complete forcing simulation (Fig. 4.5, nieJd

Figure 4.8: Conceptual explanation of a shift in the positsd an amphidromic point as
represented by phase differences (in degrees). The aropieédh (black) is
shifted to the right (or eastward) to B (red). The differedge= ¢, — ¢5
produces a distinct colour pattern. The line withdifferences (shown in
white) indicates the line of shift. The distance of shift mglicated by the
size of the blue and red "plumes”. The direction depends ersémse of the
respective amphidrome. The example shows a clockwise gatioa shifted
to the right (or eastward), producing positive values indbger (northern)
part. An anti-clockwise amphidrome moved to the left (or tmeasd) would
produce the same pattern. Examples can be found in Fig #tlfedlamibian
coast (roughly at 1, 20°S) and near Galapagos (roughly at the equator and
IC’W).
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affects the eigen-oscillation of 31.73 hours in the circamtarctic Kelvin wave. This eigen-
oscillation is the most significant constituent of most sidé the diurnal band including thig
(zahel and Miller, 2005).

The differences in amplitudest,, = A% —A®" (Fig. 4.5, bottom) and phasés,; = ¢~ —¢:"
(Fig. 4.7) of theP; -tide show positive values (red) where the results from tréig tide forcing
have higher values. In the open ocean, the two simulatiomsrgly agree with each other. The
most significant differences in amplitudes and phases anmedfin extended shelf areas. The
difference in amplitudes (Fig. 4.5, bottom) lies betweehdnd 1.0 cm throughout almost the
entire ocean basins with a few areas of negative values up.@ocm. In case of thé’ -tide
this is most pronounced in the adjacent seas of the westeificdfeom northern Australia to
Kamchatka and Alaska with differences in amplitudes of ug-td0 cm. Smaller differences

in amplitudes are found in the adjacent seas of the NorthnBdanamely the Labrador Sea
and the North Sea, where also considerable changes in tlsegpban be observed (Fig. 4.7).
Phase values generally differ between°. Some distinct point-centred colour patterns can be
seen which are related to a shift in the locations of ampmd® (Fig. 4.8), e.g. west of the
Namibian coast (roughly at 1B, 20°S).

In order to demonstrate the significant differences in tains in shelf areas, three different
shelf regions and three partial tides will be shown:

1. theO;-tide in the North Sea, English Channel and parts of the Nattemtic (Figure 4.9);
2. theN,-tide on the Patagonian Shelf and parts of the South AtlgRtgure 4.10); and

3. theM,-tide in the Bohai and Yellow Sea and parts of the Westernfieg€igure 4.11).

All three areas include extended shelf regions which aratéxtin the immediate vicinity of an
ocean and where high tidal amplitudes are observed. Notéhaepth of the southern North
Sea (Fig. 4.9), the eastern Yellow Sea and Bo-hai (Fig. 4sldnly a few metres for large parts.
TheO; is the strongest diurnal and thé, the strongest semi-diurnal tide. The Patagonian Shelf
(Fig. 4.10) is known to experience pronounced resonancefoi-diurnal tides and with thi,-

tide a comparably weaker partial tide has been chosen. Tée shown combinations of partial
tide and shelf region may serve as illustrative examplesevtiee changes are pronounced but
not extreme, which means that a large number of other cormibinsawould have been possible.
All results shown are excerpted from global 5’ simulatiord| partial tide charts extracted
from real-time series stem from one single simulation widmeplete forcing.

4.2.1 TheO;-Tide in the North Sea Area

The principal lunar diurnad, is the strongest tide of the diurnal tidal band. Figure 4H@s
the propagation of th@; in the North Sea. The wave travels from the North Atlantioasrthe
Scotland-Faeroe-Ridge into the North Sea, and then amtkalise along the British and Dutch
coasts into the German Bight. The highest amplitudes withentttan 40 cm are found along
Britain’s east coast. Th@,; also travels from the North Atlantic northward into the friSea
and eastward into the English Channel.
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Figure 4.9: Bathymetry showing 1) North Atlantic, 2) Nortk&& 3) English Channel,
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Figure 4.10: Bathymetry showing 1) South Atlantic, 2) SemthOcean, 3) Drake Passage,
4) Falkland Islands, 5) Southern Patagonian Shelf, and &jh&in Patago-
nian Shelf.
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Figure 4.11: Bathymetry showing 1) Pacific Ocean, 2) Eash&l8ea, 3) Yellow Sea,
4) Bo-Hai, 5) Sea of Japan, and 6) Korean Strait.
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Figure 4.12: Amplitudes and phases of the in the North Sea area with partial tide
forcing (a) and complete forcing (b) and differences in atages (c) and
phases (d).

The amplitudes of this tide in the Atlantic are generallytt@gin the simulations with complete
forcing by a few centimetres (Fig. 4.12c). On the shelf arbawever, the full forcing results in
considerably lower values. The strongest reduction inatlems can be found in the southwest-
ernmost corner of the North Sea. Reduced from 40 cm (pata&@p cm (full), the amplitude
is halved by interactions within the complete tidal dynasniEurther reductions are observed
in the Irish Sea, the English Channel and the German Bight.

The difference in phases (Fig. 4.12d) shows that(heoartial tide leads the extractéeh by
some 10 degrees in the North Atlantic. In the shelf regionete are relatively small differ-
ences in the phases except for a shift of the location of thehéamomic point in the southern
North Sea. Following the conceptual explanation providedérigure 4.8, the anti-clockwise
amphidrome as extracted from the complete forcing simandtias been moved northeastward
towards the Danish coast compared to the results of theaptdi forcing simulation.
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Figure 4.13: Amplitudes and phases of tNe on the Patagonian Shelf with partial tide
forcing (a) and complete forcing (b) and differences in atages (c) and
phases (d).

4.2.2 TheN,-Tide in the Patagonian Shelf Area

The N,-tide is the larger lunar elliptic semi-diurnal constittien first degree and flows onto
the Patagonian Shelf partly from the Southern Ocean anty fann the Pacific Ocean through
the Drake Passage (Fig. 4.13). TNe experiences, like most semi-diurnal tides, pronounced
resonance on the Patagonian Shelf due to favourable diorenef the ocean basins. Ampli-
tudes here can exceed 1 m, which is quite substantial footheswise comparably weak partial
tide. The wave propagates further northwards along thehSdmnerican east coast with an am-
phidrome at around 4%, 64W where parts of théV, from the South Atlantic joins with the
northward propagation.

The differences in amplitudes between the results of thefonongs are minimal in the deep
ocean part (Fig. 4.13c) withk1 cm. The differences on the shelf, however, can reach up to
30 cm near the coast. For the region south ¢fSithis means a reduction by about 1/3, north of
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Figure 4.14: Amplitudes and phases of thg in the Yellow Sea with partial tide forc-
ing (&) and complete forcing (b) and differences in ampbtidc) and
phases (d).

47°S by 1/2. The differences in phases (Fig. 4.13d) reveal atdlendency towards a lead of
the extracted partial tide in the open ocean. The amphidamibe Northern Patagonian Shelf
has moved eastward towards the Argentinian coast, whilerikesouth of the Falkland Islands
shifted slightly to the west.

4.2.3 ThelM,-Tide in the Yellow Sea Area

The principal lunar tidé\/, is the most dominant partial tide. Tiid,-tide propagates from the
Pacific Ocean along the Japanese coast into the Yellow Setaaaets further as a continuous
wave front northwestward into the Bohai Sea (Fig. 4.14). Rigbest amplitudes are upto 2 m
at the Korean coast.

Major differences in amplitudes are found along the Koremastand the Chinese coast between
25°N and 35N (Fig. 4.14c). The amplitude differences can locally ext2é cm and reveal a
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reduction of 10 to 20%. Note that the area of the Korean Siraltnorthernmost East China Sea
is high in absolute amplitudes (Fig. 4.14a and b) with alnmastlifferences observed between
partial and full forcing (Fig. 4.14c). Differences in phasee generally less then5 degrees.

4.2.4 Interpretation

As an overall impression, the accordance of partial tidecmplete forcing in describing the
respective oscillation systems is striking. This demaites that the partial tides investigated
are well captured by the new approach and that the applieddrac analysis works properly.
Clearly, the main differences are found in regions of shrali@ters where the respective partial
tides reach high amplitudes.

The three regional examples demonstrate the significane®mdinearities within the tidal
oscillation system. The;-tide in the North Sea is an example of a strong diurnal tide in
an area which is not necessarily prone to resonance. Thades@ample shows tha,-tide

on the Patagonian Shelf, i.e. a relatively weaker semindilupartial tide in an environment
strongly influenced by resonance. Both show reductions plitudes of up to 50% when using
complete forcing instead of partial tide forcing. The thiccample, thel/;-tide in the Yellow
Sea, shows a strong semi-diurnal tide in an area which isacteaised by strong resonance.
The reduction in amplitudes is less compared to the otherexammples, yet still significant
with differences of up to 20%.

A great deal of these changes can be attributed to the favmafishallow-water tides due to
non-linear interactions between partial tides.

4.3 Shallow-Water Tides

In contrast to astronomical tides, shallow-water tides oiodescribe a certain aspect of the rel-
ative motion of a tide-generating celestial body. Consatjyethey can not be directly derived
from the astronomical tidal potential as formulated in Bagura2.10. This also means that they
can not be included in schemes that apply partial tide fgrcirhe non-linear differential equa-
tions in the oceanic module of TIME allow for the formationsbfallow-water tides in areas of
low water depth by interactions between partial tides. Whdhnnew approach of the complete
forcing, all partial tides of the the second degree tidakptal are included. With the imple-
mentation of the high resolution of 5 minutes globally, thelsareas where shallow-water tides
generate are resolved.

Any combination of astronomical tides is possible, and #wslting "compound tides” can be
described by adding (or subtracting) the respective astnical arguments. This phenomenon
also precisely defines the frequencies of the shallow-viakes, and, consequently, they can be
included in the harmonic analysis (Section 2.4). In thislgtthe most important shallow-water
tides have been considered (Table A.2).

In the following, one selected compound tide resulting friv@ interaction of the partial tides
described in Section 4.2 and the principal lunar tidewill be shown as illustrative examples.
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4.3.1 TheMOs-Tide in the North Sea Area

The interaction of); + M, results in the third-diurnal tidé/O5. The frequency is determined
by

OM, + 00, = OMO; (4.1)

with oy, = 29.984104 °/h andop, = 13.943036 °/h this results inoy0, = 42.927140 °/h
and gives a period of about 8 hours and 23 minutes.

The highest amplitudes of thd O5 in the North Sea (Fig. 4.15) are found essentially in the same
areas as the ones where the biggest amplitude different@sdiepartial and complete forcing
are observed (Fig. 4.12). Th&O5 reaches its highest values of up to 6 cm along the coasts of
the British Isles. A similar anti-clockwise path is obsetfer the M/ O3 in the southern North
Sea, as for thé&), (Fig. 4.12) albeit with a different speed. Also, the ampbide at 4E, 57N
indicates that théd/O5 does not flow across the Scotland-Faeroe-Ridge into theerrtNorth

Sea (as it was the case with tbe) but rather in the opposite direction, i.e. from the Schttis
east coast northward out into the North Atlantic. Other ai@mes form in the Southern
North Sea (4E,55'N), German Bight (7E,55N), English Channel (W,50°N) and south of
Ireland (7W,51°N).

In the deeper areas of the North Atlantic, th&); contributes almost nothing to the sea surface
elevations. The cotidal lines, however, suggest a quitendis/e propagation of a wave with
the analysed frequency. Flow transports describe the veduoh water that are being moved
due to currents and are shown for th&); in the North Sea in Figure 4.16.

The transport of partial tides with fixed periods can be repnéed by amplitude and phase
values. Ocean transport pattern can therefore be desdnpadidal ellipse with the solid line
indicating the transport current at &nd the elliptic line indicating the change in direction and
amount of the tidal transport over 360.e. a full period).

Most of the transport of thé/O3 can be found in the North Atlantic part of the excerpt (Fig-
ure 4.16). This is confirmation that while shallow-wateesgredominantly form in shelf areas
the M O3 indeed propagates through the open ocean, albeit as cdshpareak currents with
transports only locally exceedingr&?/s. In contrast, the partial tidéZ, can transport up to
500m?/s over large regions of the Atlantic. The highest values of ¥h@; transport can be
seen along the shelf breaks and near the Iceland-Faerge-Ritthe top-edge of Figure 4.16).
Relatively strong currents are also observed in the Irish $&e values in the North Sea itself
are low as water depth is less then 50 metres over large parts.

4.3.2 TheM N,-Tide in the Patagonian Shelf Area

The amplitudes and phases of the fourth diurnal fid&’, (M, + N,) are shown for the Patag-
onian Shelf (Fig. 4.17). Again, the highest amplitudes @pQ@ cm) are clearly associated with
the regions that display the strongest reduction due tantipéeimentation of the complete forc-
ing (Fig. 4.13). TheM/ N, has an amphidromic point on the Patagonian Shelf itselofagmly
52°S, 67W) where the wave propagates clockwise. After moving noattibalong the coast, it
leaves the shallow waters and spreads out into the Southt&tl& hough the amplitude values
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seem to level off at further distances, the very uniform pt@epagation suggests that the wave
is still detectable far out in the open ocean.

This finding can be verified by the description of the watensport (Fig. 4.18) where the
propagation of thé/ N, into the South Atlantic is demonstrated by large ellipsedntrast to
the M O3 in the North Sea (Fig. 4.16) transport values on the shdffitgse quite pronounced.
As flow transport is the product of depth and velocity and thegonian Shelf is characterised
by shallow waters, this indicates that the described comgdde reaches substantial velocities
on the Patagonian Shelf. The largest values of flow transyaortagain be found at the shelf
break (e.g. 64, 55°S).

4.3.3 TheM,- and 25 M5-Tide in the Yellow Sea Area

The third example is of the interaction of thé, with itself, the )/, compound tide, an example
of an "overtide” (Fig. 4.19). Thé/,-overtide in the Yellow Sea basically redraws the picture
of the M, with a doubled speed: the main propagation is northward enYedlow Sea with
amplitudes of up to 10 cm at the Korean coast into the Bohai $ka M,, however, exhibits
its highest values in the inner Yellow Sea while the has a pronounced maximum at the
southern end of the Yellow Sea and the East China Sea (Fig).4The transports shown in
Figure 4.20 show northwestward propagation into the Boleai, 8orthward propagation into
the Sea of Japan and throughflow between the Pacific Oceahab@st China Sea. Overtides
are the only shallow-water tides that can also be capturealmiymerical model that is forced
by a single partial tide and applies non-linear shallow watpiations. Consequently, it is not
related to the differences seen in Figure 4.14.

Compound tides can be formed by adding the fundamental agtshof the astronomical par-
tial tides, and can also be formed by subtraction or comimnatof both. One remarkable
feature of this phenomenon is that some combinations wiélsamilar or identical arguments
as an astronomical partial tide. For example, the compode®f/.S, = M, + M; — S, has
an identical frequency as the variational lunar tide(Bartels, 1957). In a slightly different
combination, though$, + Ss — M; results in the semi-diurnal shallow-water tig)/; which
has no corresponding astronomical counterpart.

Similar to the M, and My, the 25 M, also travels through the Yellow Sea along the Korean
coast, where the highest amplitudes of more than 4 cm aredfooto the Bohai (Fig. 4.21).
The areas of highest amplitudes of the)/, are the same as the areas with highest differences
in Figure 4.14, i.e. at the Korean westcoast and westerrop#re Yellow Sea.

A conspicuous phenomenon can be seen in the westernmosf ffegtEast China Sea (at about
122°E, 29N): the25 M, has a pronounced maximum of about 2 cm and the phase lines seem
to spread out in a concentric way from this location. This nmajjcate that parts of th&S M,

are generated directly at the coastline by interaction®/gfvith S, and that theSM; moves

off the coast into the East China Seas afterwards.

The compound tide also travels across the Korean Straithet&ea of Japan where it forms an
amphidrome. The cotidal line of 27 the Pacific Ocean south of Japan shows tha2 e/,
propagates eastward into the East China Sea. This sugbasthis part of the tide has not
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been formed in the Yellow Sea but rather is an already egjstimponent of the tidal currents
moving southward along the coastlines of the Western Pacific

The transport ellipses (Fig. 4.22) confirm the eastward flothe Pacific Ocean south of Japan,
the northward propagation across the Yellow Sea into theaBohhe strongest transport can
be found in the Korean Strait and in the narrow straits betwvibe archipelago of the Ryukyu
Islands divi2ding the East China Sea from the Pacific Oceamyevtransport can reach values
of upto 17,

4.3.4 Sixth- and Eighth-Diurnal Tides

Given the harmonic analysis performed for this study, a festhsdiurnal and eighth-diurnal
tides (periods of about 3 and 4 hours) were also includedigahalysis. Their formation
is analogue to the ones described in the examples above.estgpations of the /S on
the Patagonian Shelf and tl3&/Sg in the North Sea can be found in Appendix A.3. The
significance of the shallow-water tides decreases witheaming frequency. The two shown
compound tides barely exceed amplitudes of 2 cm. The redalthiowever, document that
these tides are captured by the model and that they can atsaced far out in the open ocean.
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Chapter 5

Angular Momentum and the Earth’s
Rotation

The influence of the tidal oscillation system (Chapter 4)r@rbtational behaviour of the earth
will be analysed. The new real-time approach offers twoedéht ways for the investigations.
First, the complete effect of the tidal oscillation systeoni the lunisolar tidal potential of sec-
ond degree can be described. Second, every extracted pdeiean be described separately in
the frequency-domain. Section 2.4 gives a descriptione$#iection criteria and the procedure
for this harmonic analysis. Some additional partial tidesenalso investigated by a harmonic
analysis of the the time-series of the angular momentunulzkd from the simulations with
complete forcing (Table A.2).

The advantage of the representation in the frequency-doara fixed periods. The results
for any partial tide are time-invariant and can be preseimieal more comprehensive form.
Furthermore, they can be compared to results from measuatsrard other models related to
partial tides.

The description of the oceanic tidal angular momentum {8eét 1) is followed by the analysis

of the instantaneous angular momentum budgets (SectipnEnrgy dissipation due to eddy-
viscosity and bottom friction and their long-term effectstbe earth’s rotation will be discussed
(Section 5.3) and the influence of the ocean tides on the e#ethon parameters, i.e. length of
day and polar motion, is investigated (Section 5.4).

5.1 Oceanic Tidal Angular Momentum

The oceanic tidal angular momentum (AM) is influenced byltedavations and currents and
is divided into rotational and relative angular momentac{®a 2.3.1). Rotational, relative and
total AM for 21 days in June 2002 for the x-, y- and z-composéasatshown in Figure 5.1.
The time-series reveals a pronounced fortnightly cycldveamount of AM in both rotational
and relative angular momentum as well as in all three comqutsné he highest values in the
excerpt of Figure 5.1 are found in the y-component arouna J14n2002 with a range 6#6 -
4-10% ’“gs—m2 for relative andt=4-10% ’Ws—m2 for rotational angular momentum. The total angular

. 2
momentum reaches maxima-ef - 8 - 10%° ’WTV”
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Figure 5.1: Relative and rotational angular momenturih(]“ﬁ’“9'—8’”2 calculated by TIME
with 5’ resolution for the equatorial components x and y amel dxial com-
ponent z (time-domain).

The y-component of the relative AM\/; (Equation 2.17), is dominated by semi-diurnal vari-
ations. Every second semi-diurnal peak is reduced due tmalivariations. This effect is
stronger for negative values 8f; where the difference of two neighbouring semi-diurnal geak

can be up t@ - 10% kem*,

The y-component of the rotational AI\MZ?, is dominated by diurnal variations. Throughout
large parts of the time-series, these diurnal oscillatimesasymmetric: the time-span from
peaks of positive value to negative ones is considerablgtashihan the time-span from negative
to the subsequent peak of positive value. Note that the odttbe time-span of decreasing
values against the time-spans where valued/ff increase is nearly : 3. This means that
the curve can also be interpreted as a semi-diurnal vamiatieere every third and fourth semi-
diurnal peak simply does not develop.

The total of relative and rotational AM is dominated by setiirnal variations which also vary
from one neighbouring peak to the next. The highest valuebserved when relative and
rotational AM have their respective positive maxima in ghagth each other. As the "absent”
semi-diurnal peaks ile occur simultaneously with the absolute maximum peak¥/jn rel-
ative and rotational AM are out of phase and consequentiytriesreduced values in total AM.
This constellation results in the phenomenon that evergihoelative AM has stronger negative
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than positive peaks, the total AM reveals stronger posttia@ negative peaks. In generad;
is more significant thale especially during periods of low amplitudes (e.g. June ¥4&re
Mtot Y MT.

Y Y

Values of AM of the x- (=4 - 10%° "“9‘8—’”2) and z-component{4 - 6 - 10%° "“9‘8—’”2) are generally
lower than for the y-componeni/; is (as for)/;) dominated by semi-diurnal variations with
diurnal variations producing an inequality of neighbogrpeaks. Again, the rotational AM/©

is influenced by diurnal tides more strongly tha{g. The influence of the semi-diurnal tides
is more pronounced fak/; than forM;?. M reveals a similar pattern &g and M in the

combination of diurnal and semi-diurnal variations. Béf, an off-set of about - 10% ’“9—;”2
towards positive values is visible. This can be attributethe effect of long-period tides, most
likely the influence of the semi-annual tidea and the annual tid8a.

The fornightly patterns displayed by all three componextg &nd z) result from the fortnightly
partial tides, e.gM f and M S f, and the superimposition of semi-diurnal and diurnal pérti
tides, e.g. the combination @i, and.S; leads to a fortnightly cycle with highest values when
the two tides are in phase.

10%° \ T

M2
K1

s2d 00 O1
K2 @ ®

10% - N2® ®Q —

T2 @ L2
M 2N.2. Mf @
N Mg 25M2 VSfe Mmg Ssa g
102 MS4 o Mo3 . |
2MS6 MN4' @® MK3

M6®
3MS8 e MK4 sa
3MK8 @ 2MK6
20 . M8® . L . L

.
10 10 10 10 10*

10

107 ‘ ——

! !
s2e Kl :’ o1

Koen, P1T®
107 - T2 @L2 |
2N2® Mf @

M M4 2sM2 @ Mm o
° MSf @ Ssa

MS4 ¢ SO3 MSm L4

1071 M6 o NN "9 MK3 o |

amse® wk® mos sa®
°
3M,a§. 2MK6

10° L3MKB® ] ‘ L ‘ L

10% ‘ T

24

107

10%°

o1
K10®

p10® Q1

Mf @

Msf

Ssa ¢

Figure 5.2: Amplitudes of total angular momentuni(ﬁ5’“9‘s—m2

10°

period in hours

calculated by TIME with

5’ resolution (frequency-domain). Note that both axes usgarithmic scale.



62

Table 5.1: Relative/") and Rotational {/®) Angular Momentum of Long-Period Tides

tde  model M My ML M9 MP M2
Sa T 0.001 264 0.001 220 0.001 314 0.003 346 0.004 155 0.302 332
Ssa T 0.012 290 0.008 262 0.016 3P 0.027 10 0.024 220 1912 O
S 0.011 278 0.007 286 0.009 89 0.026 & 0.012 259 1851 2
MSm T 0.011 306 0.007 313 0.012 69 0.004 60 0.011 302 0.390 1P
Mm T 0.057 309 0.038 317 0.073 73 0.020 78 0.053 302 1.854 12
S 0.062 313 0.037 326 0.074 9P 0.043 58 0.059 340 1.945 1P
MS§ T 0.021 296 0.020 317 0.027 103 0.011 235 0.043 269 0.374 7T
Mf T 0.225 353 0.158 12 0.339 104 0.111 128 0.220 1P 4.330 37
S 0.127 333 0.092 O 0.286 98 0.093 118 0.112 253 3.324 16

Values shown are amplituded () in 1024 k‘”” and phasesg;) in degrees.
Results from TIME with 5’ resolution and complete forcing (T
Comparisons with the results of Seiler (1991) (S).

As the representation of AM in the time-domain (Figure 5slnat convenient for comparisons
with measurements or results of other models, it is prefexeio investigate AM for individual
partial tides in the frequency-domain. Figure 5.2 showslte®f the partial tides which were
extracted via harmonic analysis of the entire global fiefdsea surface elevations and currents
(see Section 2.3). Amplitudes range frant° - 1026’“’“7’”2 and periods from 3 hours to one year
are represented.

The most dominant tides are the semi-diurnal and diurnaigbéides. The four most significant
of each of the tidal bands\(s, S,, K,, and N, and K, O, P, and(@Q), respectively) exceed
1024522 in total AM in all three components. The less important @attdes (%, L, and2Ns)
are Iower by roughly one order of magnitude. Partial tidesheflong- perlod tidal band are
most dominant in the axial componeht, where they can also exceédQ‘“‘“QTm in amplitude
(M f,Mm andSsa). Their values inM,, and M, are lower by at least one order of magnitude.

The high-frequency shallow-water tides on the left-hamigsiof Figure 5.2 are even less sig-
nificant, rarely exceedingOZQ’“v"“T””b2 (namely2SM,, My, MS,, M N, MOs, andSQOs). With
increasing period, the shallow-water tides become moreitapt. The most dominant shallow-
water tide is the semi-diurnal tid&S M, followed by the fourth-diurnal and the third-diurnal
tides. The eighth-diurnals read:li]mkg'—sm2 and have values five orders of magnitude lower than,
for example, the predominant semi-diurnal tides.

In the following, the results of this study will be descriiadnore detail and compared 1) with
the model results from Seiler (1991), which is’gartial tide model and the precursor of TIME,
and 2) with results from the data assimilation model of Zaell. (2000) which also utilises
1° resolution. These two models were selected because theynaitar to the presented model
TiIME in the basic principles and equations. Differenceshia tesults of angular momentum
will reflect on the differences of the general approaches ai.high-resolving real-time model
compared with a coarser-resolving partial tide model andta dssimilation model.
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Table 5.2: Relative/") and Rotational {/®) Angular Momentum of Diurnal Tides

tide  model M My M. M9 MP M2
Q1 T 0.077 28® 0.047 246 0.194 77 0.176 349 0.344 194 0.144 98
z 0.049 3068 0.068 214 0.147 117 0.109 339 0.256 218 0.073 128
01 T 0.424 292 0.416 163 0.945 102 0453 326 1.728 21% 0.592 138
S 0.204 262 0.185 112 0.851 114 0.489 14 1533 217 0.516 107
z 0.225 299 0.409 216 0.644 128 0.474 328 1.153 219 0.190 142
Py T 0.143 295 0.248 196 0.275 128 0.189 320 0.488 232 0.065 208
S 0.037 275 0.169 213 0.240 1453 0.251 352 0.371 228 0.047 183
z 0.175 286 0.258 192 0.245 132 0.161 309 0.458 223 0.044 47
K1 T 0.466 300 0.808 196 0.883 136 0.599 327 1.539 239 0.173 224
S 0.182 238 0.380 202 0.653 143 0.637 358 1.134 222 0.076 128
z 0.514 286 0.785 198 0.735 133 0.477 308 1.387 222 0.162 44

Values shown are amplituded () in 102° % and phasesy(;) in degrees.
Results from TIME with 5’ resolution and complete forcing) (T
Comparisons with the results of Seiler (1991) (S) and Zahal ¢2000) (Z).

5.1.1 Long-Period Tidal Band

Amplitude (A) and phase value®) of selected partial tides of the long-period band are pre-
sented in Table 5.1 (results from real-time simulations dH are marked with "T”). The
rotational AM M® has the highest values for all tidesq - 4.3 - 10% "“98—’”2). This is due to the
fact that with decreasing frequencies, the oscillatioriespsof the long-period tides get closer
to the equilibrium tide (Seiler, 1989). In thesa-tide, for example, this is shown by the very
low amplitude values id/" and a phase value @f° of 0°. The results of th&Ssa are in very
good agreement with the results of Seiler (1991) (S). OnllyeaofMy@ differ considerably in
the two models. The same holds for comparisons ofMthe-tide where the main differences
are found inM®. Long-period tides are very large scale features withirotteanic oscillation
system and they can be captured by a relatively coarse mblaelagreement of the data of the
partial tide model with the results of the real-time modedwsh that the long-period tides are
well-captured by simulations with TIME and that they canaad be correctly extracted by the
harmonic analysis (even with a time-series of only 400 days)

The results of the fortnightly tidé/ f are less consistent with the coarser resolving partial tide
model. They agree well in the order of magnitude of amplitualed phases of the respective
components, but the results of TIME are generally highemiplgude by a factor of 1.5 to 2
and, with the exception cMy@, lead the Seiler-model by some°lid 20°.

5.1.2 Diurnal Tidal Band

Results of the angular momenta of four selected partiastafehe diurnal band €)1, O, P,
and K (Table 5.2) - show a clear dominancele). This is in accordance with the interpre-
tations of results in the time-domain (Fig. 5.1) where th&atronal AM in the y-component
was characterised by diurnal variations. The amplitude@ﬁfare usually higher by at least a
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factor of 2 compared to the other five components of the AMeNloat the phase vaIuesMy@
all lie comparably close to each other (around220

The results of the angular momentum of the diurnal tijeare generally higher in amplitude
than the results of the data assimilating model of Zahel.¢28D0) (Z), with the exception of
M, (Table 5.2). Phases differ by4(".

Results of TIME for the);-tide have been compared to the model results of both S&b&x1()
and Zahel et al. (2000). In general, the-amplitudes calculated with the partial tide model S
agree better with the data assimilation model Z and the regblving real-time model T calcu-
lates higher values. An exceptionfig] where T and Z produce an almost identical amplitude.
For the amplitudes of the three most significant componecﬁfztsj(lg) and A%) of the Oy, the
two free models (T and S) are close to each other and diffesiderably from the constrained
model Z. Regarding the phase values, however, T and Z givéex e (¢}, ¢, 9 and¢?).

Amplitudes of theP;-tide’s AM calculated in this study are in very good agreetneith the
results of the data assimilation model Z. Only in the z-congmg, S and Z are relatively closer
to each other and T shows higher values. Phases are gerieredlyy good agreement for all
three models, except fai® where the results differ by up to 150As A9 has lower values than
the other components by almost an order of magnitude, tfiexeince is of minor significance.

Similar observations can be made for thie-tide. The high-resolving real-time model T is in
considerably better agreement with the data assimilatiodaihZ than the coarser-resolving
partial tide model S. Exception is agaiff of the similarly weak)M®-term. Note that the
partial tide model S is substantially lower than both T andhts amplitude valuesA;, A7,
AP and A?).

5.1.3 Semi-Diurnal Tidal Band

In the semi-diurnal tidal bandy/" clearly dominates ovet/® (Table 5.3). The y-component
M, has the highest amplitudes and confirms the interpretatiaaie in the time-domain (Fig.5.1),
excepting for theV,-tide, where) is strongest.

All three models agree quite well with each other in the dpson of the V,. The real-time
model T is generally closer to the data assimilation modélahtS (\/, M, Mf and M?).

Results for the principal lunar tid&/; reflect the overestimation of free tidal models discussed
earlier (Sections 3.5 and 3.6). This effect is even morequaned in T than in SA, Af and
A?). The data assimilation model Z calculates maximum angutmenta for botbA; and A7

with about1.7 - 10% ’“9—;”2 while S calculates a distinct maximum.iti and T in A} with about

3-10% ’“9—:12 (the respective other component reaching. 10 ’“9—:12). All three models agree
well in their phase values with Z slightly leading T leading S

Results of the;-tide also reveal a tendency towards overestimation ofréeerhodels (T and S)
as compared to the data assimilation model (Z). T and S agelamthe amplitudes of the
equatorial components of relative and rotational ANL ( A7, A9 and A?) and have higher
values than Z sometimes by a factor of more than 2. In the axiaiponentsd” and A9,

however, the new model T agrees better with the data assionlaodel Z. There is very good
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Table 5.3: Relative{/") and Rotational {/®) Angular Momentum of Semi-Diurnal Tides

tde  model M My ML Mo M M2
2N> T 0.013 232 0.035 163 0.062 322 0.023 320 0.007 112 0.010 210
2 T 0.020 220 0.052 156 0.062 308 0.022 322 0.006 22 0.004 247
N2 T 0.194 216 0.356 143 0.388 315 0.165 335 0.039 262 0.089 5P
s 0.098 167 0.274 158 0.543 320 0.189 307 0.045 95 0.019 68
z 0.164 248 0.259 162 0.343 319 0.130 349 0.034 228 0.072 262
My T 1.877 239 3.052 158 2112 312 0.874 @ 0.455 323 0.907 68
s 1.241 202 2139 150 3.056 312 0.824 328 0.264 302 0.824 97
z 1.039 262 1737 165 1.735 323 0.517 1% 0.339 295 0.662 8P
Lo T 0.063 275 0.094 187 0.053 318 0.018 49 0.018 342 0.028 9P
Ty T 0.064 298 0.096 205 0.067 34? 0.014 58 0023 @ 0.030 126
S T 1.128 300 1.694 208 1.168 342 0.243 62 0412 1P 0.514 128
s 1.085 278 1545 189 1.866 338 0.282 2P 0.402 329 0.792 130
z 0.439 306 0.890 202 0.737 350 0.128 46 0284 @ 0.302 120
Ko T 0.349 320 0527 225 0351 P 0.072 86 0.134 3P 0.155 147
z 0.124 310 0.252 208 0.202 352 0.030 4% 0.083 10 0.081 123
72 T 0.022 356 0.036 257 0.021 27 0.003 162 0011 74 0.008 188
25 M, T 0.011 308 0.014 21® 0.010 348 0.002 143 0.003 359 0.004 14%

Same as Table 5.2.

agreement between T and Z in all phase values which are @abig closer to each other
than the ones calculated by S. The very good agreement heflveed Z demonstrates the
importance of the model’s resolution as compared with ttegsay, poorer agreeing S.

Comparisons of the results for thé,-tide with Z result in a similar picture. While the values
agree well in the phases, the amplitudes are generally highe by approximately a factor
of 2.

The less significant semi-diurnal astronomic partial ti@es,, 1., Lo, T, andns,, are lower in
amplitude by one or two orders of magnitude than e.g MheTheir dominant components are
aIsoM’" andM?. The semi-diurnal shallow-water tide' ), is even a bit lower in amplitude,

yet st|II reaches values df- 10% ’“9’” in all three components of relative AM. This is quite re-
markable considering that compound tides are not direotlyefd by the lunisolar tidal potential
but form purely due to non-linearities in shallow-waters.

5.1.4 High-Frequency Shallow-Water Tides

The angular momenta of selected high-frequency shallowemtades are listed in Table 5.4.
Note that the amplitudes are givenlio@? @ as compared td0% in the tables for the short-
period astronomical tides (Tables 5.2 and 5.3). In gen#iatl- and fourth-diurnal tides differ
by three orders of magnitude frofd, and.S,, sixth-diurnal by four, and eighth-diurnals by five
orders of magnitude.
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Table 5.4: Relative/") and Rotational {/®) Angular Momentum of Shallow-Water Tides

tide model M M} ML M9 MP M2

MOs3 1.017 87 1.312 356 1.618 28% 0.432 266 0.842 192 0.075 26
SO3 0.858 193 2.000 138 0.994 347 0.406 12 0.604 296 0.042 349
MKs3 0.718 20t 0.114 113 0.361 326 0.497 329 0.565 264 0.353 328

M Ny 0.764 320 1.137 23% 1.225 66 0.249 44 0.167 182 0.388 148

My 2942 356 3.788 268 3.603 122 0.930 92 0.310 259 0.609 218
MSy 0.840 6F 1.842 356 0.446 197 0.719 136 0.250 326 0.449 83
MKy 0.320 42 0.449 3 0.292 138 0.249 162 0.022 16 0.144 124

Ms 0.289 135 0.899 318 0.505 240 0.102 246 0.506 206 0.049 264
2M Se 0.263 269 0.470 280 0.459 229 0.129 337 0.059 137 0.063 20
2MKe 0102 283 0.128 314 0.108 257 0.029 343 0.025 104 0.025 6F

Mg 0.024 49 0.057 32 0.023 34% 0.008 178 0.005 48 0.009 108
3M Sg 0.077 99 0.065 87 0.036 13% 0.007 264 0.002 260 0.014 149
3MKg 0.025 137 0.005 29 0.012 38 0.005 123 0.012 34% 0.006 318

. . 29 k 2
Same as Table 5.2, except that amplitudés) @re in102* =7,

M clearly dominates ovel/® as variations of the sea surface elevation due to shalloterwa
tides are limited to restricted areas in shelf regions wdetkeir currents can be traced even in
the open ocean with considerable values in flow transpodti@e4.3). The highest amplitudes
are calculated fof/; for most of the shallow-water tides listed, with the exceptof the M O;
which has its maximum id/] and theM K3, 3M Sg and M K3 with maxima in}M]. The most
significant high-frequency shallow-water tide is thig-overtide withA] = 3.8 - 10%2 ’“9—;”2 and

AL = 3.6 - 1022 kam?,

5.2 Instantaneous Angular Momentum Budgets

The balance of instantaneous angular momentum budgetsqi$2c3.2) is shown in Figure 5.3

for a period of ten days in June 2002. The torque due to relatiotion and the Coriolis
force, here summarised as the left-hand side’s tbidEquation 2.19), is mostly balanced by
the pressure torque,,. For the axial component z this relationship is most prowednwith

L, = —L,, and the frictional torqud ;. and the tidal torqud.,;; being negligibly small. In

the equatorial components x andly; remains very small and can thus be neglected whereas
L,;q is getting more significant, albeit still relatively smatimpared ta_, andL,,.. The results

are similar to the findings of Seiler (1991) where resultsther)M,, K, and M f are shown in
Figures 8-10 therein.

The highest values within the selected time-series of EiguB are found in the y-component.
L, ranges between6 - 4 - 1021’“9"—:%2 and is mostly balanced b¥,, with —4 - 6 - 1021’“9'—;”2.

Ly;q only reaches roughly - 1021%. The values for the x-component are lower by almost an
order of magnitude, howevelk,,, has a stronger relative influence in x than iny or z.

The same combination of semi-diurnal and diurnal variatiame seen as in Figure 5.1, resulting
in the inequality of neighbouring peaks. Note that the possivalued peaks of.,,. are greater
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torque due to relative motion (Ls)
1 —— pressure torque (Lpr) 1
L —— tidal torque (Ltid) _
— frictional torque (Lfr)
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Figure 5.3: Instantaneous Angular Momentum Budgeﬂs{)?ﬁ’w'—sm2 calculated by TIME
with 5’ resolution (time-domain). The figure shows the tagt,, L,,, Liq
andL;, for a time-span of ten days.

than the negative-valued ones and that the inequality ghi@uring peaks is more pronounced
for the positive peaks. This is most conspicuous in the ygament. The same holds féx;,
which has positive peaks roughly every 24 houtg, also reveals an off-set towards positive
values, an effect of the long-period tides.

The greater significance &f,. compared with_,;, reflects the character of the eigenoscillations.
Seiler (1991) has shown that the resonantly oscillatingesyf the semi-diurnal and diurnal
tides is characterised by, = —L,, whereas the long-period tides are characterised,hy=

L, reflecting a state near the equilibrium tide. The complestesy described by Figure 5.3
is dominated by the oscillation behaviour of the partia¢sidnvolved and only a small amount
can be directly attributed to the tide-generating forces.

5.3 Energy Dissipation and Tidal Friction

The frictional torqueLy, is not significant in the instantaneous angular momentunydtsd
(Section 5.2). Frictional terms rather gain importancehi@ énergy budgets, as they are the
main cause for energy dissipation and drivers for tidatifyic

Tidal friction is directly related to a secular deceleratas the earth’s rotation due to momentum
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transfer from the earth-moon-system to the lunar orbit @agnd Sundermann, 1996, and

references therein). The dissipated tidal energy) (s related to the tidal acceleration of the
lunar mean longitude ) by

3+ (My + Mg)
MM~ME~C?\4'(Q—HA1)
where M), and My are the masses of moon and earth, respectivglythe mean distance

between moon and eartf}, the mean angular velocity of the earth ang the mean angular
velocity of the moon. According to Kepler’s third law (Eqgigat 5.2) an acceleration in the

motion of the lunar orbit,; will result in an increase of the the earth-moon distange

(- B) (5.1)

3'7’LM

—Ny=

X (5.2)
2- Cyp

A detailed discussion of the relationship between tidaitivh and lunar acceleration can be
found in Kagan and Suindermann (1996). The distance bettheezarth and the moon can be
derived in different ways, ranging from interpretationsaatient reports on solar eclipses (e.g.
Stephenson, 1978) to modern measurements by lunar laggnggie.g. Newhall et al., 1990).
Kagan and Siindermann (1996) list results foi;-and 4 in Table | therein, and more recently
Chapront et al. (2002) added new measurement results,fan Table 6 therein. These values
range between 21 - 52 arcseconds per cehiny/ cy?) for -n,;, or 2.6 and 5.2 Terawatts (TW)

for -E. Yet the most recent measurement values seem to agree amfecargly smaller range
of about 24 - 2Gus/cy? for n,, or a total dissipation rate of about 3 TW.

12— E
ev
- E

bf
10~ I\ I\ n ]
A I \ ‘\ ) I I

energy dissipation [TW]

02/06/01  02/07/01 02/08/01 02/09/01  02/10/01 02/11/01  02/12/01 03/01/01 03/02/01  03/03/01 03/04/01  03/05/01 03/06/01
calendar dates [yy/mm/dd]

Figure 5.4: Energy dissipated due to eddy-viscosity antbbofriction in 10'2kgm?/s3
(1 TW) calculated by TIME with 5’ resolution (time-domainRaily means
are plotted for one calendar year (June 2002 - June 2003).

The energy dissipated by eddy-viscosiﬁym(), and by bottom friction, Ebf), within the mod-
elling approach of TIME is shown in Figure 5.4 for a time-spEnone year (June 2002 -
June 2003) as daily averaged values. Note that by averagergaoday, there is always part
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of the most dominant partial tid&/, missing, so the values should be treated with care. Aver-
aging over cycles ofi/, would lead to a similar imbalance as all the other tidal ctunestts’
periods would not be closed.

Instantaneous real-time values, however, give a meastine tftal amount of dissipated energy
and its variation within a year’s time. Fortnightly, montrdnd semi-annual variations are
clearly visible, which can be attributed to both long-pdrimes and to the superimposition of
daily and subdaily partial tides. Eddy-viscosity is onlighktly stronger than bottom friction,

with the two having about the same values (1 - 5 TW). Calonfestiof the yearly averages give

Eew =2.6 TW, Ey; = 2.2 TW or a total of; = 4.8 TW.

Not all of the energy dissipated due to the lunisolar tides draeffect on the moon’s angular
velocity, though. As tidal friction is a phenomenon of thetkanoon-system only, only the dis-
sipation of the lunar part can be considered in the relatidgoation 5.1. Simulations with/,

partial tide forcing with TIME (5’ resolution) producEeU: 20TW andEbf: 1.6 TW lead-

ing to a value ofgr= 3.6 TW. Assuming that the principal lunar tide, contributes to about
88% of the total dissipation rate (Sindermann and Brost®ég), this leads to an estimate of

total tidal friction of aboutz= 4.1 TW. This value lies within the range of measurements.
Compared to the recent agreement on about 3 TW, howevehigher by 30%.

Egbert and Ray (2000) estimate the dissipation of tiewith their data assimilation model
to amount up to 2.4-2.5 TW. Taking the factog8 into account, this would lead to a value of
2.7-2.8 TW for total tidal frictional and is reasonably @de the measurements.

In order to better investigate the total energy dissipatgeddean tides contributing to tidal

friction in the time-domain, a simulation over a full lunavde (about 18.6 years) forced by the
lunar tidal potential only would be preferable, as all @drtides would be closed. The only
restriction would be that the interactions between lunar solar tides would not be taken into
account.

5.4 Earth Rotation Parameters

The effects of the ocean tides on variations in the earthation were calculated in both the
time- and frequency-domains. The instantaneous valuesative and rotational angular mo-
mentum (see Fig. 5.1) were taken for the calculation ofytHanctions (Equation 2.47). For
the representation in the frequency-domain, the resultglafive and rotational angular mo-
mentum given in Tables 5.1-5.4 were used for calculatiomefdarth rotation parameters. The
time-series ofd/] and M? (Fig. 5.1) were harmonically analysed directly in order xtract
additional partial tides. In total, all partial tides dexd/from the second degree lunisolar tidal
potential listed in Bartels (1957) have been analysed €&All and A.2).

Results in the frequency-domain will be compared to measen¢s of the earth rotation pa-
rameters. Variations of semi-diurnal and diurnal tidesdeascribed by Sovers et al. (1993),
Herring and Dong (1994) and Gipson (1996) from VLBI measweets and Rothacher et al.
(1998) from GPS measurements. Results of the ocean tidelsnaskd for comparison in Sec-
tion 5.1 will not be shown here (excepting the variations inlWue to the long-period tides).
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The results of the variations in the length of day and in UT Zalfiel et al. (2000) are listed in
Table 3 therein. The OTAM calculated by Seiler (1991) weraysed by Gross (1993) and are
listed in Tables 2 and 3 therein.

Results in the frequency-domain can be represented astadgland phase-values or as cosine-
and sine-values. In the following, the amplitude-phasatmar will be used. In order to com-
pare the model results with available measurements, sosngecsine notated values had to be
transformed. In oceanography, the tidal argument of anygbaide is normally given by the
Doodson variables while geodetic studies usually refer tmMfd arguments. Depending on
the notation, phase values may have to be corrected by valu&%r or +90° before compar-
ing model results with measurements. The specific namesloidual partial tides may differ
or in some cases are not given at all. See Appendix A.4 foresions and transformations
performed for this study.

The effects of ocean tides on the earth’s rotation can beauhinto variations of the rotational
speed, quantified as either changes in the length of day @redions in Universal Time (UT1)
(Section 5.4.1), and variations in the orientation of theheéarotational axis (polar motion)
(Section 5.4.2).

5.4.1 \Variations in the Length of Day and Universal Time

Variations in the length of dayXLOD) are calculated to be up to one millisecond (1(&@c)
within the time-span shown in Figure 5.5. Ad.OD only depends on/; (Equation 2.43)
which is defined by\/” and M®, Figure 5.5 essentially redraws the time-seried/fin Fig-
ure 5.1 (bottom), except that the effectaf° is considered to be about 3/4 weaker thdti
(Equation 2.42). The time-series shows the same combmaficemi-diurnal, diurnal and
fortnightly variations as well as the off-set towards psitvalues due to the semi-annual and
annual tides as seen in Figure 5.1.
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Figure 5.5: Variations in the length of day irsec calculated by TiIME with 5’ resolution
(time-domain) for one fortnight in June 2002.

The variations in UT1 in the frequency-domain for long-pdriides, diurnal, semi-diurnal and
some shallow-water tides are shown in Tables 5.5 - 5.8.
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Table 5.5: Variations in UT1 caused by Long-Period Tides

Sa Ssa Sta MSm Mm MSf
rel 1.32 224 7.61 300 0.45 31% 1.05 338 5.30 343 1.06 15
© 220.69 24® 698.71 269 29.59 282 24.85 280 102.22 282 11.07 272
tot 221.96 24% 705.20 269 29.96 282 2542 282 104.82 284 10.9 276
K 115.00 280
SIG 676.58 272 108.01 284

Mf mf MStm Mtm mim MSqm
rel 12.30 14 2.64 2P 0.68 36 235 16 0.73 1% 0.34 42
(C] 118.37 307 29.89 322 3.59 314 12.06 295 3.83 297 1.60 315
tot 123.60 312 31.30 326 3.73 324 12.63 306 4.04 307 1.65 326

K 114.90 298
SIG 92.85 292 38.44 292

Values shown arel,, [usec] andp,, [°].
Variations calculated by TiME due to relative (rel), roteial (©) and total angular momentum (tot = rel®).
Comparisons with Kantha et al. (1998) (K) and Seiler (19%13aculated by Gross (1993) (S/G).

Long-Period Tides

The effects of long-period tides are clearly dominated tey éffect of A/© (marked asd).
The influence ofM" (rel) is about two orders of magnitude lower for partial §deith very
low frequencies fa, Ssa and Sta) and one order of magnitude lower for those with shorter
periods (/ f andmf). This reflects the interpretation that the longer the mkribe closer
the oscillation system of the partial tide is to the equilibr tide (see Section 5.1 and Seiler
(1991)).

The semi-annual and annual solar tides andSa have the strongest effect on UT1 of the long-
period tides with 705 and 222 microsecongséc) followed by the monthly and fortnightly
lunar tidesMm and M f with about 10Qusec.

Comparisons with results from Gross (1993) (S/G) show thateésults of TIME for the long-
period tides are in very good agreement with the partialmidelel of Seiler (1991), excepting
the fortnightly tide) f. Comparisons with the data assimilation model of Kanthd. 1.898)

(K) show a very good agreement of all three ocean tide moaelshie monthly tideMm.
The results of K for thel/ f perfectly agree with S/G in the phase value but produce highe
amplitudes which agree better with the results of this study

Diurnal Tides

Results ofAUTL1 of partial tides of the diurnal tidal band are comparethwieasurements by
Sovers et al. (1993) (S), Herring and Dong (1994) (H), Gipd®96) (G) and Rothacher et al.
(2998) (R) in Table 5.6. All four measurement studies ingaded at least the most significant
diurnal partial tides@,, O,, P, andK).

The strongest diurnal variations in UT1 are caused byQh¢ide with an amplitude of about
38 usec. Measurements show relatively lower values of 21;:s2t. Phase values of the model
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Table 5.6: Variations in UT1 caused by Diurnal Tides

2Q1 o1 Q Q1 01 01 O1 T1

rel 0.62 338 0.77 338 0.76 326 576 347 107 353 4.08 18 2690 1P 0.23 16
© 037 343 048 336 050 345 323 & 058 18 202 53 1275 48 0.24 37
tot 099 340 125 337 124 33% 885 354 161 22 585 29 3790 23 046 27

S 6.64 37 21.40 39
H 530 3@ 23.63 47
G 0.89 27 098 24 590 26 125 29 428 3P 2254 37
R 238 1% 125 29 108 22 6.05 22 078 50 426 39 2277 39

o} My X1 T Py S1 K1 kmq

rel 199 # 044 157 042 25 041 28 729 3% 017 64 2332 46 3.12 32
© 065 6F 017 216 0.13 82 0.07 9% 131 116 0.06 153 3.46 134 0.62 117
tot 240 17 055 172 050 37 045 3¢ 767 47 018 83 2366 54 3.23 43

S 7.16 27 15,50 13

H 292 38 7.07 33 222 5% 18.95 20

G 0.71 82 1.00 52 0.22 27 599 28 2.37 28 18.54 30 2.56 3r

R 1.63 1% 1.61 353 2.72 126 6.80 26 2.94 305 20.35 26 2.77 26
Y1 P1 91 Ji SO, 00, 001 v

rel 019 3% 033 37 024 52 122 5% 022 3% 099 7% 0.23 136 0.14 93
© 002 116 0.06 108 0.02 270 0.12 276 0.06 69 034 @ 0.11 70 0.06 73
tot 019 42 036 46 023 4% 114 49 026 40 116 59 0.30 116 0.20 86

S

H 153 79 2.60 106 220 2 1.22 99 1.58 252
G 1.20 33% 1.04 73 063 72 041 124
R 242 330 0.28 22% 0.89 63 1.43 78 092 7P 1.08 304

Same as Table 5.5.
Comparisons with Sovers et al. (1993) (S), Herring and Dd8§4) (H), Gipson (1996)) (G), and Rothacher et al. (1998) (R

results and measurements are in good agreement. The ddébetween the model results of
TIME (T) and G is 14 and the measurements themselves differ by up to 10

The results of thé(;- and theP,; -tide are in even better agreement with measurements. Eor bo
partial tides, the rotational angular momentum is out ofsghaith relative angular momentum
and much lower in amplitude. Thus the total AM stays almodhatvalues of the relative
AM. For the @,-tide, relative and rotational AM are in phase so that thaltatids up to an
amplitude inAUT1 of 8.9 usec which is again higher than the 5.3 - a€ec indicated by the
measurements.

Two variational tides of the major diurna3; and K, the o, and km,, are found to have
a significant effect om\UT1 of about 6usec and 3usec , respectively. The measurements
reported in G and R give slighlty lower amplitudes. Phasaeshbre in very good agreement.

In comparison to G, good agreement can also be found;far; andOO, and general agree-
ment in amplitudes but increasing differences in phaseseaseen foRQ),, ¢, oo; and J;.
Comparisons with R show similar agreement for these partiat except forr; and2Q;. T
and R calculate an identical amplitude fer and differ by more than 50in phase values.
General agreement of T and R is found s6while G differs both in amplitude and phase.
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Table 5.7: Variations in UT1 caused by Semi-Diurnal Tides

3Ny 155} 2N> 2 No v Y2 a2

rel  0.16 219 0.32 223 0.88 234 0.88 218 542 225 098 228 0.05 21t 0.08 227
© 006 67 0.11 7® 0.11 120 0.04 157 0.94 322 0.20 322 0.02 307 0.02 342
tot 0.11 208 0.23 207 0.85 227 0.90 216 541 235 0.98 236 0.06 233 0.08 243

3.05 22¢
3.22 240
0.85 249 0.81 210 3.86 239
0.98 246 0.67 243 439 246 0.73 254

TOIO®

mo Mo B2 P A2 Lo kmo 2Ts

rel 134 23 2894 224 0.09 223 0.03 186 0.24 214 0.71 228 0.35 273 0.04 25%
© 044 347 9.39 338 0.03 342 0.01 305 0.09 348 029 r 012 50 0.01 39
tot 1.21 250 26.48 243 0.08 244 0.02 218 0.19 2324 056 250 0.27 29% 0.03 270

S 18.17 238
H 17.92 233
G 0.58 59 18.28 237 0.14 138
R 0.67 63 17.29 247 0.45 27
T> Sa R> K> km, C2 72 kmf

rel 0.89 25¢ 1545 252 0.17 69 4.64 27F 145 256 0.06 274 0.27 297 0.08 347
© 030 36 515 3% 0.06 215 154 57 049 42 002 93 0.08 9% 0.01 145
tot 0.67 266 11.60 267 0.13 84 3.46 283 1.09 27 0.04 274 0.20 305 0.06 352

S 5.22 266 2.75 25%

H 8.60 269 1.00 217 3.79 282 0.32 252 0.36 56
G 7.84 264 255 28 0.71 278

R 0.63 252 7.72 266 0.94 148 3.11 236 0.94 238

Same as Table 5.6.

Big differences in amplitudes and phases are foundfot),, p;, M; andv;. The two latter
ones were included in three measurement studies - H, G, amehiRh diverge from each other
by comparable amounts as the model T does. Obviously, thésé®come more tentative the
less significant the extracted partial tides are.

Four additional diurnal partial tides were analysed whighreot documented in the literature.
The influences of, x1, ¥; and SO; on AUT1 are relatively small, with amplitude values
between 0.2 - 1.2sec.

The S; is both an astronomical tide (the elliptic tide of first oraéri;,) and a "meteorolog-
ical” tide (which is excited by tidal variations in the atnpb®re). As no atmospheric data are
considered within the model approach, no meteorologidaktare captured by the model which
most probably explains the discrepancy between modeltsesntl measurements.

Semi-Diurnal Tides

TIME calculates relative angular momentum to be the dontitenm for variations in UT1 of
the semi-diurnal tidal band for all partial tides listed iable 5.7. As the influences of relative
and rotational angular momentum are out of phase for aligdéides, the total influence results
in lower amplitude values than for relative AM alone.
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Table 5.8: Variations in UT1 caused by Shallow-Water Tides

25 Mo MQs3 MO3 SO3 MK3 SPs3 SK3 K3

rel 132.2 258 7.5 14# 15.0 19F 9.0 257 3.3 236 0.5 14% 5.2 268 1.4 24P
© 42.1 57T 03 60 0.5 29¢ 0.3 258 2.4 240 01 3% 1.1 339 12 @
tot 95.3 266 7.6 142 148 193 9.3 257 5.7 237 0.5 13% 5.6 279 1.3 30F

3M Sy M Ny My SNy 3M Ny M Sy MKy S4

rel 1.4 354 8.5 33¢ 247 32 0.6 13@ 1.7 309 3.0 107 20 48 0.6 132
© 0.5 35# 2.0 58 3.2 12% 0.3 322 03 @ 2.3 352 0.7 3% 0.6 9r
tot 1.9 3524 9.0 349 247 39 0.2 127 1.8 316 29 62 2.7 4# 1.2 112

2M Ng Me MSNg MNKg 2M Se 2M Kg 2S5Me MSKg

rel 0.81 1183 231 150 0.56 90 0.64 86 2.07 139 049 166 0.54 18P 0.38 222
© 0.06 5% 0.20 174 0.06 217 0.03 2153 0.21 290 0.08 33 0.02 302 0.04 8%
tot 0.84 109 246 15¢ 053 9% 062 8% 1.89 142 041 170 054 189 0.35 217

3M Ng Mg 2M S Ng 2M N Kg 3M Sg 3MKg 2(MS)s 2MSKg

rel 0.11 178 0.08 252 0.05 33¢ 0.06 9% 0.12 40 0.04 308 0.11 118 0.09 143
© 0.03 306 0.02 1® 0.03 2# 006 137 0.04 58 0.02 228 0.04 149 0.10 257
tot 0.09 187 0.07 266 0.07 350 0.06 99 0.16 4% 0.05 288 0.14 126 0.08 139

Same as Table 5.5, except tht, are shown in nsec.

The influence of the four major semi-diurnal partial tidés (>, S, and K5) on the varia-
tions in UT1 is in very good agreement with the four measurgnséudies. The amplitudes
calculated by the model aW,;, M, and.S; are generally higher than the ones derived from
measurements. The strongest influence on semi-diurnaticars in UT1 is caused by the,
where measurements calculate an amplitude of about lis&d8whereas the model calculates
26 usec. In contrast, the amplitude éf, lies within the range of the measurements and is in
excellent agreement with the values from Herring and Do®94). Phase values of all four
major semi-diurnal tides show exceptionally good agregmen

Besides these dominant partial tides, few semi-diurnastwents effectAUT1 with ampli-
tudes greater than/s. 2N,, s, v, 1o, andkmy, are in very good to excellent agreement with
the results of G and Ru,, L, andn, are in the same order of magnitude as the measurements.
Only R, andkm strongly diverge between results of the model and H and R.

Shallow-Water Tides

The influence of shallow-water tides on UT1 is several ordémmagnitude less than the ma-
jor astronomical tides described above and is given in recwsls (nsec) in Table 5.8. The
strongest effect is caused by the semi-diurnal compoue®td/, with about 95 nsec. Of the
third-diurnal tides, thel\/O3 has the strongest influence with 15 nsec and, out of the fourth
diurnals, theM,-overtide with 25 nsec. They are followed by th@; and M N, both resulting

in variations in UT1 by about 9 nsec. For comparison, the wshikfluence of the astronomic
partial tides listed in Tables 5.5-5.7 is caused by dhavith 20 nsec (0.02:sec). The most
influential shallow-water tide foAUT1 out of the sixth-diurnals i3/ with 2.5 nsec and out of
the eighth-diurnal8 M/ Sg with about 0.2 nsec.
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5.4.2 Polar Motion

The effect of the ocean tides on the orientation of the emdkis depends on the equatorial
components x and y of the rotational and relative angular erdom (see Figure 5.1) and is
characterised by the excitation functionsand, (Equations 2.40 and 2.41).

In the time-domain, the effect of ocean tides on polar maiiRivl) is preferentially described by
the effective angular momentum functiopgEquation 2.47). Figure 5.6 presents a time-span
of six weeks in 2002 with three pronounced fortnightly cgciedicated by the change from
red to blue. These fortnightly cycles are similar to the aoste®wvn for the angular momentum
(Figure 5.1).

The inequality of the neighbouring semi-diurnal peaks m @amgular momenta results in two
alternating main oscillations in polar motion, one reaghualues of up to q:as iny, and
the other one of up to gas. On the negative axis, both oscillations result in abdutas.
Figure 5.7 shows the same time-series in two dimensions astine of the excitation so that
the two main oscillations are clearly distinguishable iruagj elliptic form.

The ellipses vary in their dimensions, an effect of the figititly cycles described earlier. These
ellipses are the result of the superimposition of a numbegligftic periodic motions, each
one excited by a partial tide. The effect of any partial tisepmlar motion can therefore be
described by an ellipse which can be further divided into@pade ) and a retrograder|
circular movement. Referring to the given frequency of dipkiide, these are then represented
by amplitudes {4, andA,) and phases#, and¢,). The semi-major axis of the ellipse is defined
by A, + A,, the semi-minor axis byl, — A,..

In the following, the modelled effects of the ocean tides olapmotion will be described in

more detail in the frequency-domain and compared to meammts. The effect was calculated
following Gross (1993) where the Chandler wobble and the é@re nutation were taken into
account. Amplitudes are given in fractions of an arcsecdrid=(3600 as) with a variation

in polar motion of one milliarcsecond (1 mas) correspondmgoughly 3 cm on the earth’s

surface.

Long-Period Tides

Angular momenta of the long-period tides are strongly datad by the axial rotational AM
MP? (Table 5.1) which produce the main variations in UT1 (Tah®)5yet variations in the
equatorial components are also significant enough to hawvesaderable effect on polar motion
(Table 5.9). The most influential tides are the anrfirabnd the semi-annu@sa. The former
results in a maximum variation of up to 14@s (prograde) and the latter 128s (retrograde).
Both are dominated by the influence of rotational AMY).

Ssa andSa are followed by the fortnightly tidé/ f with 100 .as in the amplitude of prograde
polar motion and the monthly/m with 46 j.as (also prograde). In contrastia andSsa, they
are dominated by relative AMM{(").
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Figure 5.6: The effect of ocean tides on polar motion catedldrom they-functions in

microarcseconds:@s) produced by TIME. The figure shows a time-span of

six weeks in 2002 (indicated by the blue and red colours).
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Figure 5.7: The effect of ocean tides on polar motion as inufech.6, with the time-
dimension collapsed into this 2-D representation.

Table 5.9: Effect of Long-Period Tides on Polar Motion

Sa Ssa Sta MSm
rel 35.09 306 5.55 279 68.27 292 44.48 314 2.97 310 3.37 316 9.20 264 7.09 340
© 17498 148 1259 280 108.72 118 77.23 342 548 67 5.69 349 3.51 339 568 40
tot 142.28 149 18.14 280 40.82 12® 118.49 332 492 3# 871 337 10.66 283 11.04 &
Mm MSf Mf mf
rel 42.54 262 32.89 348 10.38 278 6.65 350 87.48 214 61.61 3% 2352 196 13.94 42
S 17.02 350 24.34 43 10.41 35% 7.31 342 25.36 28% 58.01 110 6.86 240 15.83 119
tot 46.29 288 50.17 @ 16.76 315 13.94 347 100.07 228 95.03 7P 28.85 2068 23.39 83
MStm Mtm mtm MSqm
rel 412 198 247 4% 13.74 209 7.36 3% 3.68 185 1.01 342 1.61 180 1.13 32
S 1.38 268 1.88 132 5.11 235 10.85 143 2,59 12F 4.34 21F 0.46 183 0.40 279
tot 477 213 3.16 8P 18.47 216 11.07 103 5.34 159 3.76 223 2.07 180 1.03 12

Results calculated by TIME of effects due to relative (redjational @) and total angular momentum (tot = rels).
Values shown arel,, [pas], ¢p [°], Ar [pas] andg, [°] for the respective partial tide.
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Gross (1993) (Table 2 therein) has investigated the tidacebn polar motion based on the
angular momenta given in Seiler (1991). The new predictfoo® this study form f, Mm
and Ssa are in very good agreement with this earlier work. Resultdiie amplitudes of the
M f-tide, however, are doubled in the new approach while gikaing in the phase values.

There is a large difference in the calculated effect on pwlation by measurements and dif-
ferent models, especially for the fortnightly tides (Gressl., 1997). The higher amplitudes
of M f calculated by TIME for prograde polar motion agree well vittle results from Desai
(1996, cited in Gross et al. (1997)) who used an ocean mottising estimates from altimetric
sea surface height measurements. The higher amplitudesofrade polar motion agree well
with the results from measurements (Gross et al., 1997)e Nt Gross et al. (1997) have
recalculated the results for thefunctions and that the aforementioned comparisons ane onl
tentative. This good agreement with these measurementshanbesai-Model suggest that
TIME represents thé/ f better than Seiler (1991).

Diurnal Tides

The effect of the partial tides of the diurnal tidal band omgponotion are shown in Table 5.10
as results derived from relative and rotational angular et (Section 5.1) calculated by the
model. For comparison, results of measurements are addedr&Set al. (1993, S), Herring

and Dong (1994, H), Gipson (1996, G) and Rothacher et al. g1RY).

The free core nutation has a nearly diurnal retrograde &egy and is in resonance with the
diurnal partial tides. In the calculations, the denominatg,, — o,, of Equation 2.45 moves
towards zero and leads to increasing values in the ampéitatieetrograde polar motioA,..
This resonance phenomenon creates difficulties in therdetation of quasi-diurnal retrograde
polar motion from measurements so this term is normally @aiin measurement studies.

The results of three of the main diurnal partial tides (O, and P,) are in extraordinary good
agreement with the measurements from HAgrand¢,. The K;-tide, which has the strongest
effect on the prograde quasi-diurnal polar motion with apktende of about 18@.as is in good
agreement with G.

The variational tide®; andkm; again prove to be relatively influential on the earth rotatio
parameters (see Section 5.4.1) with prograde amplitud28 eihd 26i.as. The values are in
excellent agreement with G and R.

Among the smaller partial tides, good agreements are foandf o,, M;, J; andOO; and
general agreement is achievedgpandoo,. T is in excellent agreement with R f2€); while G
differs substantially. Weak agreement is observed/forp; andr, with H, G and R. Similar to
the results of UT1, the measurement studies also diffetantially in their respective estimates
of the effect of these weaker partial tides.

The model calculates an amplitude for prograde polar maifabout 1.5:as for theS;. This
refers to the contribution of the astronomical. The measured values of 23-s likely
represent the meteorologicél which is not included in the model.

The values in amplitudes of retrograde polar motion aredsgfor partial tides with frequencies
near the free core nutation (e.@y, K1, km;). An amplitude of 11.5 mas (milliarcseconds)
calculated for the<; would result in polar motion of roughly 35 cm on the earth’'sace.
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Table 5.10: Effect of Diurnal Tides on Polar Motion

2Q1 o1 q1 Q1
rel 3.19 3 5.12 316 3.79 2 5.90 316 2.68 31P 2.33 298 14.21 298 24.44 30%
S 5.88 13% 5.09 309 6.98 135 5.62 308 7.21 13P 1.98 288 50.53 107 16.26 308
tot 4,57 103 10.19 312 5.31 102 11.49 312 4,53 137F 4,29 293 36.66 103 40.68 303
S 49.00 524
H 3479 72
G 14.87 42 7.28 16 6.08 8P 30.81 77
R 4.12 104 6.08 8P 6.32 72 3479 72

01 01 (o T1
rel 2.47 278 452 298 10.16 178 24.76 276 60.14 179 167.86 273 0.48 117 3.09 263
(C] 9.11 98 2.46 308 32.31 6F 8.06 133 205.25 68 54.48 126 231 67 1.10 122
tot 6.65 98 6.96 302 29.09 79 18.91 26% 192.12 85 125.59 259 2.67 T1# 2.34 245
S 132.00 524
H 199.01 63
G 7.21 56 2751 7P 145.15 72
R 2596 724 137.09 724

o} My X1 Ut
rel 6.20 142 17.96 259 1.48 339 4,19 46 1.31 119 3.83 279 1.34 107 4,21 277
(C] 12.61 70 34.22 112 2.94 278 73.70 259 2.62 5P 9.44 13%F 245 49 42.26 132
tot 1569 92 2129 137  3.88 207 70.20 262  3.33 72 650 149 334 69 38.84 134
S
H 5.00 127
G 2.83 318
R 1044 17 11.31 318 14.87 110

Py S K1 kmq
rel 2312 99 71.86 288 0.55 64 1.62 312 74.11 9P 191.18 292 10.60 98 24.88 277
(C] 43.01 38 1034.38 14% 1.08 P 4211 169 134.53 30 11649.29 148 18.59 46 1710.77 133
tot 57.95 58 976.87 144 1.46 26 40.83 172 182.58 52 11496.21 149 26.42 64 1690.57 133
S 69.00 92 134.00 52
H 60.22 52 23.41 110 152.20 6%
G 47.54 68 28.86 104 173.54 63 23.71 62
R 77.62 68 53.76 137 168.43 58 22.47 58

wl $1 191 J1
rel 0.59 105 4,53 28F 1.18 103 4.82 283 0.84 9# 3.38 286 3.94 9% 17.30 289
(C] 1.06 43 523.89 318 1.95 32 132.19 319 1.48 26 12.81 327 771 23 56.33 330
tot 1.43 64 527.62 317 259 58 136.11 318 1.95 49 15.51 319 9.65 46 70.30 320
S
H 10.63 229 16.76 107 21.93 2486
G 3.61 32 10.05 174 721 3%
R 45.88 344 6.08 8P 7.07 352

SOq 00, 001 V1
rel 1.19 117 4.10 292 598 86 21.14 307 1.45 30 4.69 P 1.33 4% 3.57 340
S 1.99 356 6.72 32F 7.81 346 29.93 342 1.88 287F 6.32 4% 0.99 294 3.45 2
tot 1.71 33 10.52 310 8.94 2P 48.70 328 1.97 325 10.42 29 1.36 r 6.88 35F
S
H 22.02 39 18.44 347
G 10.82 34 4.47 153 3.61 56
R 14.14 458 8.49 4% 7.07 315

Same as Table 5.9.
Comparisons with Sovers et al. (1993) (S), Herring and Dd8§4) (H), Gipson (1996)) (G), and Rothacher et al. (1993) (R
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The excellent agreement of TIME'’s results with the measergrdata clearly shows how useful
this modelling approach is, as it can provide this data fonynaore partial tides than the
measurement campaigns can capture.

Semi-Diurnal Tides

As the frequencies of the partial tides of the semi-diuritltband do not resonate with the
free core nutation, measurements are available for botiyrade and retrograde polar motion
(Table 5.11).

In general, TIME produces higher amplitudes for the mainis#iornal tides than the ones
given by the measurements. The strongest effect on diuivias lBaused by thé/, with about
117 pas (prograde) and 443as (retrograde) while measurements result in 22:&5 and 256-
265pas. Phase values are in better agreement, though they #iésdogti20’ in retrograde polar
motion.

The S,-tide differs in amplitudes by a factor of 1.3 to 3 comparedasurements and shows
excellent agreement in phase values. TWags in excellent agreement with measurements.

The amplitude of retrograde polar motion due to fkigtide is in good agreement with S;
H and G, however, give substantially lower valugs.phases of retrograde PM are in very good
agreement. The modelled prograde PM of fds calculated to be 13as while measurements
range higher with 23 - 3@as. Model results are out of phase with measurements.

Out of the less significant semi-diurnals, oplyandw, are in relatively good agreement with G
and R. Note, however, that several semi-diurnal partiaistid H, G and R give cosine- or sine-
values of O for prograde and retrograde polar motion, ane wesrefore not taken into account
in Table 5.11. Comparisons with results of H, G and R of Bietide show that measurements
can differ considerably from each other.

Shallow-Water Tides

The effect of the non-linear shallow-water tides on polatiorois again weaker by orders of
magnitude than the major astronomical tides (Table 5.12 &mplitudes in nanoarcseconds).
The most influential compound tid& M., however, is in the same range as the less significant
semi-diurnal partial tides (Table 5.11) with amplitudesabbut 0.3uas (prograde) and 2,1as
(retrograde). In general, the influence due to relative Emgunomentum is stronger than the
one due to rotational angular momentum. In most cases, theffects are out of phase.

All third- and fourth-diurnal tides listed have considdgabigher values for retrograde ampli-
tudes than prograde ones. The strongestéarg M O3, M K3 andS K5 with A, of 70-136 nas
and My, M Sy, MN, andM K, with A, of 37-356 nas. The influence on polar motion is even
less significant for the sixth-and eighth-diurnals. In meestes,A, is again higher thanl,,

yet not as pronounced as in the third- and fourth-diurnalse most significant ones ardy,

2S5 Mg, 2M Ng and2S Mg with A, of 10-29 nas andM Sg, 2(M.S)s, 3M Ng and Mg with A, of

2-3 nas.
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Table 5.11: Effect of Semi-Diurnal Tides on Polar Motion

3N> €2 2N> 2
rel 0.36 1068 0.76 257 1.06 108 1.76 24% 243 94 5.05 247 3.75 100 7.49 239
S 0.28 228 0.18 306 0.69 229 0.56 329 2.06 207 1.81 303 2.09 222 1.53 334
tot 0.32 154 0.88 266 0.92 148 1.91 262 2.49 144 6.24 267% 3.16 133 7.51 25P
S
H
G 5.00 127
R 3.61 236 3.16 198

No 12 72 a2
rel 18.89 109 57.06 227 3.61 113 11.37 226 0.59 143 2.28 207 0.39 136 1.63 213
(C] 9.84 21P 17.58 338 1.73 210 3.46 34P 0.14 268 0.64 358 0.09 247 0.47 349
tot 19.43 138 53.40 248 3.81 140 10.36 243 0.52 156 1.75 218 0.37 148 1.33 227
S 23.00 128 37.00 267
H 16.97 138 48.05 282
G 13.89 120 42.01 269 6.32 198 17.49 302
R 1565 153 44.10 266  4.47 117 3.16 198

ma Mo B2 02
rel 5.13 76 18.60 266 127.55 98 505.95 244 0.37 90 1.45 249 0.29 352 0.65 5
(C] 2.42 192 293 40 53.04 212 101.76 17 0.19 203 0.23 12 0.25 170 0.31 2124
tot 461 104 16.69 273 116.75 122 443.10 254 0.35 119 1.34 257 0.05 358 0.41 343
S 22.00 57 265.00 273
H 58.01 9P 265.19 272
G 2.24 297 67.12 118 261.23 272
R 2.83 318 65.12 133 256.00 270

A2 Lo kma 2T,
rel 1.22 99 5.89 257 3.15 80 15.78 276 1.21 4P 5.78 317 0.15 73 0.74 302
(€] 0.24 253 1.14 49 0.56 217 2.89 6P 0.40 170 0.97 93 0.05 226 0.13 8%
tot 1.01 103 4.91 263 281 8% 13.51 283 1.00 59 5.12 32% 0.10 87 0.64 308
S
H 6.40 39
G
R 5.00 307 3.61 124

T Sa Ro Ko
rel 3.24 72 15.94 296 57.17 72 280.53 298 0.64 256 3.11 11% 18.08 54 86.81 317
(C] 1.10 223 284 83 19.72 225 50.36 87 0.22 50 0.57 26% 6.29 210 16.00 109
tot 2.34 8% 13.63 303 40.61 84 238.81 304 0.45 269 2.64 127F 12.62 66 73.10 323
S 21.00 78 174.00 308 32.00 160 62.00 286
H 12.17 99 119.54 304 13.89 330 10.30 299 39.32 173 30.53 328
G 7.07 138 129.54 308 3.61 56 20.62 337
R 18.38 43 12.37 192 31.06 86 130.51 302 16.12 120 13.00 67 23.35 133 43.01 269

km, G2 12 kmy
rel 584 69 28.11 302 0.31 5% 1.47 29% 1.39 2P 558 350 0.46 318 184 56
(€] 1.97 225 517 9% 0.07 233 0.22 110 0.51 196 1.11 163 0.21 155 0.34 253
tot 4.11 80 23.65 308 0.24 5% 1.25 296 0.90 33 4.48 352 0.26 305 152 52
S
H 7.81 230 2.24 117 8.06 330
G 6.71 333
R 7.07 138

Same as Table 5.10.
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Table 5.12: Effect of Shallow-Water Tides on Polar Motion

25 Mo MQs MO3 SO3

rel 3316 885 2397.6 304 149 2P 579 16 20.6 277 162.0 8P 943 11 18.7 218
© 150.0 319 3144 112 9.8 142 265 23% 228 62 69.1 276 115 309 53.6 20
tot 273.3 58 2091.6 306 13.0 62 41.0 35P 13.2 359 946 80 834 109 136.4 224

MK3 SPs3 SK3 K3
rel 28,5 158 125.7 202 15.7 229 36.3 94 522 39 971 276 165 25 50.1 297
© 11.8 30% 55.3 342 4.7 40 9.3 264 11.3 207 31.0 72 6.8 195 124 77
tot 19.2 172 90.2 225 11.2 233 272 98 412 42 70.2 287 9.8 33 41.3 308

3M Sy M Ny My SNy
rel 243 318 349 302 194 36 98.8 32P 438 1P 346.6 353 153 262 19.1 43
(S 51 122 3.2 48 14.7 117 75 2 398 7P 363 73 4.8 62 7.2 1%
tot 195 3283 342 307 26.2 70 1045 323 724 39 356.1 P 109 27 256 52

3M Ny M Sy MKy Sy
rel 10.4 258 10.7 259 57.9 258 1328 78 17.8 222 352 72 123 148 8.8 220
© 34 69 16 7 269 2& 314 118 89 13 10.2 158 4.4 277 6.1 188
tot 7.0 263 9.1 260 46.2 282 158.2 86 109 246 37.2 88 10.5 168 14.4 207

2M Ng Me MSNg MNKg
rel 142 9 177 P 324 333 324 63 55 35% 3.8 308 51 13 54 334
S 09 4% 1.2 199 2.0 32% 3.7 262 1.1 220 1.2 286 04 174 0.4 230
tot 150 1P 165 @& 344 332 290 60 4.8 34% 49 30% 47 1&# 53 330

2M Sg 2MKeg 25Me MSKsg
rel 19.7 324 16.8 338 6.8 290 3.9 352 6.2 299 85 28 4.4 27% 4.8 49
© 4.0 182 3.2 310 1.3 182 0.4 280 1.6 13% 1.6 339 11 108 1.0 352
tot 16.7 318 19.6 334 6.5 279 4.0 349 4.6 294 9.6 2r 33 272 54 40C

3M Ng Mg 2M S Ng 2M N Kg
rel 0.7 234 13 72 1.4 213 1.7 103 1.0 149 1.3 104 01 5% 06 7#
S 0.1 347 0.2 102 0.1 32% 0.3 163 0.1 358 0.1 197 0.0 119 0.2 4P
tot 0.7 239 15 7¢ 1.4 217 1.9 110 0.9 146 1.3 110 02 60 08 67

3M Sy 3MKg 2(MS)s 2MSKs
rel 23126 28 13% 05 39 08 13% 18 40 1.8 200 09 22 11 212
e 0129 02280 02313 03 8 01260 02 149 0.1 179 0.2 152
tot 22 127 27 13% 06 17 10 120 17 3® 20 19¢ 08 25 12 20%

Same as Table 5.10, except that amplitudes are given in nas.
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Shallow-water tides are a unique feature of the new modelETiBo far, they have not been
included in any measurement study of the earth rotationnpeters. They will be above the
detection limit of VLBI and GPS measurements in the near&utRecently, geodetic measure-
ments have found variations with periods of 3 to 8 hours imlé&®S and VLBI measurements
in the order of magnitude of microseconds (Nastula et aD420It has been debated whether
these variations have a real physical origin or whether Hreyartefacts of the methodology.
Results of this study can rule out that the high-frequenaylneearities within the ocean tide
system could be responsible for these variations.

5.4.3 Correlation with Measurements

In the following, the results of this study for the semi-aiarand diurnal tides have been com-
pared with the measurement studies that include a large @uohipartial tides (Tables 5.6, 5.7,
5.10 and 5.11). These are the results of VLBI-measurememnts Herring and Dong (1994)
and Gipson (1996) as well as the results of GPS-measurerimentsRothacher et al. (1998).
RMS-values and correlation coefficients,) have been calculated for the results/dBT1
(Table 5.13) and polar motion (Table 5.14). The three measant studies have also been
compared with each other.

Following the description in Section 2.5, amplitude and ggh&alues have been treated as
complex-valued numbers and prograde and retrograde paaomas two independent data.

Some less significant partial tides are only described byosri@o measurement studies. Yet

these tides are also of particular interest for this studiyclvaims at a complete description of

the oscillation system. For every cross-comparison, atlgddides described by the respective

data sets have been considered, leading to varying numbers

The comparisons of the results AfJUT1 in Table 5.13 show an excellent agreement of all four
studies with correlation coefficients of 0.90. Comparisons of the measurement studies with
each other give RMS-values of 1.5 - 2:5ec while the comparisons of the results of this study
with measurements give 4.4 - .4ec. Comparisons of the results for polar motion (Table)5.14
reveal a similar picture with correlation coefficients2f0.92. The effect of the ocean tides

Table 5.13: Correlation of Results fo&fUT1

H G R T
n Trzy rms n rzy TMS n rgy TMS n Tzy TmMSs

H 13 098 1.88 16 0.97 246 17 0.90 6.43
G 13 0.98 1.88 26 098 145 25 0.95 4.61
R 16 097 246 26 0.98 145 31 0.93 4.39
T

17 090 6.43 25 0.95 4.61 31 0.93 4.39

Comparisons of TIME (this study) (T), Herring and Dong (1p@4),
Gipson (1996) (G), and Rothacher et al. (1998) (R).
RMS-values are given ipsec.



84

Table 5.14: Correlation of Results for Polar Motion

H G R T

n Tgy TMS N Tgy TMS N Tgy TMS n Trzy TMS

H 18 0.98 20.47 21 0.95 2858 24 0.92 57.30
G 18 0.98 20.47 28 0.97 17.02 30 0.96 47.99
R 21 095 2858 28 0.97 17.02 38 0.95 43.88
T

24 0.92 57.30 30 0.96 47.99 38 0.95 43.88

Comparisons of TIME (this study) (T), Herring and Dong (19@4),
Gipson (1996) (G), and Rothacher et al. (1998) (R).
RMS-values are given ipas.

on polar motion calculated by TIME differs from the measueatrstudies with RMS-values of
44 - 58 nas. The measurement studies compared with each other dueswvaf 17 - 29uas.
TiME produces the smallest RMS-values in comparison witthRcher et al. (1998) for both
AUT1 and polar motion and the highest correlation coeffidséntcomparison with Gipson
(1996).

In general, the results show that the effect of the complstdlation system of ocean tides on
the earth’s rotation has been well-captured by the noveletiad approach.
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Chapter 6

Conclusions and Outlook

The objective of this study was to develop an unconstraiwedi model in order to investigate
the complete effect of ocean tides on the earth’s rotatitve. KBy aspect was the transition from
a traditional partial tide approach to a real-time approdcthis end, a new astronomical mod-
ule calculating the exact position of the moon and earth bas implemented into a barotropic
ocean tide model. This module operates independentlyheenodule calculates the respective
orbits from fundamental angles and determines the comjpieisolar tidal potential of second
degree for every model time-step.

No satellite or other data of the sea surface elevations beea assimilated. In this way, the

model utilises only the current physical understandinghefdrbits of the moon and earth and
the ocean’s response on the gravitational forces. Thigtethe ocean topography as the only
dependent data input. The spatial resolution has been chod® as high as computationally

feasible. Chapter 2 of this study describes the basic empsatf the modules making up the

Tidal Model forced by Bhemerides (TIME) and the analytical methods applied ferstiudy.

6.1 Conclusions

The improvements implemented in the originaldcean model in order to ensure the feasibil-
ity for the simulations on the high resolution of 5’ globallye described in Chapter 3. This
required an alteration of the numerical semi-implicit soee A pronounced dependency of
the energy within the modelled system on the time-step has hbolished. Along with the
newly implemented algorithm, the iteration-scheme has lve@orked in order to ensure fast
convergence.

A two-step poleward zonal resolution change has been ingidésd because convergence used
to be slowest towards the North Pole and because the sradtesi mesh size of the modelling
grid constraints the largest possible modelling time-stége solution was tested on an artificial
agua planet with uniform water depth. No structural distumd® of the oscillation pattern and
no reflections at the latitudes of resolution change werermvesl.

The model has been tuned with the paramétgr which determines the prescription of turbu-
lent effects within a model grid box, by comparison with ansiard data set of pelagic mea-
surements. The model has been evaluated for results of fisalgades calculated with the
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traditional partial tide forcing and with partial tides eatted from simulations with the novel,
full-forcing approach. The simulations tend to overestarthe oscillation system, a common
and expected feature of most unconstrained ocean tide mdidet predicted oscillation system
is in very good agreement with measurements, with cororlatpefficients of> 0.88 for all
partial tides investigated.

Chapter 4 describes examples of the oscillation systemupeatiby TIME. One conspicuous
result of the resolution change is the shift of thie amphidromic point south of Australia (one
of the improvements of data assimilation models) with higéotution and using the GEBCO
bathymetry. This effect is not produced by TIME when utiiggithe ETOPO bathymetry and
does not seem to be governed by the local topography, b@rrayithe general oscillation sys-
tem. The experiments reveal the important role of bottorogogphy in the model simulations.

Results from partial tide forcings were compared with ressof partial tides extracted via har-

monic analysis. The most significant differences in both lgoges and phases are found at
the ocean margins, particularly in extended shelf areasenvdm@aplitudes are highest. Regional
examples of selected partial tides show that utilising traglete lunisolar forcing reduces the
amplitudes of certain partial tides by up to 50%.

These differences can be attributed to non-linear intemastoetween partial tides, leading to
the formation of shallow-water tides. With the novel apmtoased in TIME global charts of
numerically predicted shallow-water tides were produaedtie first time. These tides can be
captured because: 1) all partial tides are included simetiasly, 2) the model is formulated
with non-linear shallow-water equations, and 3) shelf aaga well represented due to the high
resolution.

Shallow-water tides (SWT) can reach amplitudes of up to 2@ocially. The spatial distribution
of maxima in the sea surface elevations of the SWT can be iassdavith the areas where the
biggest differences (between the forcing approacheskiastronomical partial tides are found.
The spatial distribution of flow transport reveals that tN&TS after their formation in shallow
waters, propagate into the open ocean and should therefoegarded as a global phenomenon.
Transports can reach values of around? /s in the open ocean.

Global results for rotational and relative angular momenhave been compared with a coarser
resolving partial tide model and a data assimilation modeéhapter 5. In general, the high-
resolving real-time model agrees better with the data akgion model then the partial tide
model does. This agreement is best for the phase values. itddglalues, however, are still
significantly overestimated (with a factor of up to 2) for emal partial tides, including the
dominant semi-diurnals/, and.S;.

Rotational angular momentum (AM) dominates over relati #r long-period tides. With
decreasing periods relative AM gains importance. This htdds for the angular momenta of
the high-frequency shallow-water tides. This confirms titerpretation of the significance of
their flow transport in the open ocean (described in Chapter 4

Comparisons of the torques of different processes showtlieasystem is clearly dominated
by resonantly excited oscillations: the torques due totikgamotion is essentially balanced
by the pressure torque and only a small portion is directiybaited to the gravitational tidal
forces. The frictional torque is negligible within instaneous angular momentum budgets, yet
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frictional terms are significant in energy budgets. The gyelissipated due to eddy-viscosity
and bottom friction is the main driver of tidal friction whiigesults in a secular acceleration of
the mean lunar angular velocity.

The total amount of energy dissipated by the entire osiagystem of ocean tides is calcu-
lated by TiIME to be 4.8 TW. Estimates of the energy dissipatethe M,-tide calculated by
TiIME with the old partial tide approach gives 3.6 TW. The cdnttion of the ocean tides on

tidal friction is estimated to bg = 4.1 TW, which lies within the range of published measure-
ment results. Most recent measurements, however, agremantalower value of about 3 TW,
which is related to a secular lunar acceleration of about<25y?.

As well as this long-term effect of tides on the earth’s riotatthe ocean tide oscillation systems
also causes rapid variations in the earth rotation parasm@#RP). They can be determined
by the changes in rotational and relative angular momentescribed earlier. Variations in
Universal Time (UT1) and polar motion (PM) due to ocean tilase been investigated in
relation to the celestial ephemeris pole (CEP) and comparether studies including VLBI
and GPS measurements and results from data assimilatioelsnod

Results are generally in very good agreement for the domigpgiartial tides from long-term
periods to semi-diurnals. Agreement decreases with theedsing significance of the respec-
tive partial tide, which is also true for comparisons of meament results with each other.
The general tendency of the unconstrained model to overatdithe oscillation system is also
reflected in the amplitudes &UT1 and in the effect on PM.

Comparisons with measurements of the ERP show significgmovements in TIME as com-

pared to the coarse-resolving partial tide model. The tisad-approach offers the opportunity
for a large number of constituents to be studied withouteegffort so that most partial tides
described in the literature have been included in this st@dyne less significant partial tides,
which had not been included in any modelling study so far,imrexcellent agreement with

results from both VLBI and GPS measurements with correfatmefficients of 0.90 - 0.96.

A selection of non-linear shallow-water tides were incldidle the investigations of the earth
rotation parameters. Variations in both UT1 and PM are atioee orders of magnitude lower
than the major astronomical partial tides. Their effectsudth be above the detection limit of
modern measuring methods within the near future as theiegahre only a bit lower than the
less significant semi-diurnal and diurnal partial tidesahtare already included in measurement
campaigns.
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6.2 Outlook

As the accuracy of geodetic measurements is being impronddreore and more data are

acquired through satellite altimetry, there is a growirigiiest in smaller scale ocean tides. For
the earth rotation parameters, this means that a larger ewailzonstituents can be detected
and hopefully in the near future this will involve the nondar shallow-water tides. The model

study offers a foundation for these new measurements tornpaed with.

Satellite altimetry is currently moving part of its focusvards coastal and shelf areas. Data are
usually more sparse in the vicinity of land than for the opesam because they are more often
disturbed by clouds. Cross-comparisons of TIME’s resulitk satellite and tide gauge data for
the Patagonian Shelf and the North Sea had been initiatecoold not be conducted within
the time-frame of this study and are a future applicatiornisf work. Especially, the theoretical
predictions of shallow-water tides are of particular ietr(e.g. Andersen, 1999).

The results of angular momentum and the tidal effect on thd'saotation were only investi-
gated on a global scale in this study. As the spatial resmiudi TIME is considerably higher
than most other global tidal models, a more detailed armtpsstudy the respective influence
of selected regions may reveal further insight into the dyica. The contribution of certain
shelf sea areas to tidal friction is one interesting example

This study has used the lunisolar tidal potential of secagtek as a forcing of the ocean tide
model. Knowing the position of the moon and sun, it would begtide and straightforward
to also include the tidal potential of third degree. This Womclude additional partial tides,
e.g. theM; which is of similar importance as the weaker short-peridégiof this study, and
were already included in measurement campaigns (Haas amddh, 2006).

One of the processes not described in the current set-upviiE I8 the conversion of tides into
internal tides which might add to vertical mixing (Egbertd®ay, 2000). There are approaches
to parameterise that effect for barotropic models (JayaeSanLaurent, 2001). For the present
study, it seemed too early to test this new approach, whickpertedly quite sensitive to the
model set-up. The parameterisation was also developednrca coarser modelling grid and
only takes 5’ resolution into account for an estimate of theghness of the bottom topography.
However, it will be worth following the on-going research eg. Egbert et al. (2004) have
recently produced promising results with this paramed¢ios. As internal tides form due to
baroclinic processes, which are at the moment still noy fuéiscribed, it would be preferential
to formulate them within a baroclinic ocean model.

In the presented study, the earth rotation parameterghiamges in the length of day and polar
motion, were calculated as decoupled effects. Also, theweiations in polar motion, i.e. free
core nutation and Chandler wobble, were taken into accoutite calculation, albeit without
allowing for feedbacks of these free oscillations with tbecéd oscillations due to the ocean
tides. These assumptions are a valid approximation witticgrit accuracy for the purpose of
this study. However, studying the effect of the completaltatiynamics described by TIME in
combination with a non-linear gyro-model for the earth’satmn like DyMEG (Seitz, 2004)
may provide further insight into the dynamics.

One final application is using TIME’s description of the dis¢ion system given in this study
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as boundary data for other ocean models. Global charts ofaBBptides are available in
four different resolutions (5, 10’, 15" and 20°) for sea fage elevations and tidal currents as
amplitude and phase values. The instantaneous velocitelendtion fields are available for
the time-span from June 2002 until June 2003 every 1/2 hour.

In conclusion, this novel approach to describe the oceas tffers a range of opportunities for
studies of the ocean tide dynamics and their complete effethe earth’s rotation.
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Appendix A

A.1 System of Equations (Finite Differences)

Applying the semi-implicit numerical scheme of Backhaudg8) in TIME required restructur-
ing of the system of equations from the original scheme us&kiler (1989) who applied the
semi-implicit scheme of Backhaus (1983). In the followitigg general system (Section A.1.1),
the solution for the resolution change (Section A.1.2) deddolar cap (Section A.1.3) will be
described.

A.1.1 General System

Equation 2.9 formulated in finite differences reads:

Uir]q+1 :qurj FZHJC [a,u%+ﬁ.yz+Atij —Pzﬂ (A1)

o Gy AV - P (#2)

where: is the index for the longitudinal direction (from W to E) apdbr the latitudinal one (S
to N); v, andw;; are the averaged zonal velocity at tipoint and the meridional velocity at
thev-point, respectively, and’ is the bottom friction function.

—_ gy . v L
= Hj Fz‘j[a Ui

H
_ A3
Htr MV s (A-3)
The pressure gradiefit is formulated as:
(1/2 (1/2) (1/2) (1/2 (1/2) (1/2) 7]
. i/ 5 (C(erl = G ) . (C (G+1) < ]+1 C(J 1) C(erl )(i—1 ) (A4)
W fa AN cosy, ¢; 4A¢ '
(1/2) (1/2) 1/2) (1/2) (1/2) (1/2) 7]
y g_ ﬁ (C / Cz(]/ 1 > B v (C((H{l + Cz—f{l )(G-1) C(z /1)_] - C(z /1)(] 1 > (A 5)
7 fa A¢ 4AN cos, ¢ '

with (/2 = 0.5(¢™ + ¢"*1) representing the elevation at the intermediate time-siEpe
equation of continuity reads:
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(1/2) (1/2) (1/2) (1/2)
(= At U™ = ULy, 4 Viii41) €080 (1) — Vij '™ cosy @5 (A.6)
. Y acos, ¢; A A¢ ' '

Inserting Equations A.1 and A.2 into Equation A.6 leads te itieration problem ofA( =
<n+1 _ Cn:

A6 =T e [c1AG—1)+1) + 2AG(11) + 3D + D1+
c6 AC(i+1)j + cr A1) —1) + 8AG—1) + oA (iv1)(j—1) + B + C] (A.7)

with the coefficients;

= by — b?(j-l—l)
¢y = =b_ny; b — i)
G = bi'/(jJrl) + b
_ @ y
ey = by +ag_q); — bi(j+1)
Cs = @+ Ay +ag + G
_ Ty y
cr = b+,
G = el b+,
Cg = —bfj — bijj
defined by
o _ _OMHEE;
" 4faAXcos, ¢;
at, = hfL
J T alAX cos, ¢,
fy
e — B
K Y 4aAo
Y Iy
o o SAtHGE;
* 4falo
o = h@/}m
K Y algcos, ¢;
Wo—= —p— 1
K Y 4a cos, ¢;

and the terms3 andC representing the explicit pressure gradient and the pgetion term:
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B =2 [c1(iy 1) T 2GG+1) + el +eallion+

e5Gl; + CeSlivny; + i) + esCll1) + Colliing o | (A.8)
_ At Uy = Uy Vg o8y 65 = Vigan) €08y G4y (A.9)
2a cos, ¢ A\ A¢
with
(71-]» = H [u + F; (au + Bu; +AtX")]

Vij = Hjj v + F (v — Bug + AtYT)] .

For the regions with lower zonal resolution the system igmigally the same (only replacing
AN by 2AN or 4AN).

A.1.2 Zonal Resolution Change

The resolution changes at the latitudeand B = b + 1. For the longitudinal indices, only
every second-point inb has a direct meridional neighbour B In the following, the index

is an uneven integer definedas 27 — 1. The pressure gradient terms within the equations of
motion (A.1 and A.2) for the bordering latitudes read:

i (1/2) (1/2) (1/2) (1/2) (1/2) (1/2)
pr o _ J |° (%’H)b_@'b ) + (1 5615~ T 056058 ~ Gig-1) ~ Saine- 1)
b fa AN cos, ¢y 4A¢
i (1/2) (1/2) (1/2) (1/2) (1/ (1/2)
pr g |7 <<<z’+2>b B C(Hl)b) + <0 R G LG EGe )
Db g AN cos, P 4A¢
i (1/2) (1/2) 1/2 (1/2) (1/2)
po _ g' 5} (C(Hl)B — SIB ) . (<IB+1 <I+1 )(B+1) 2<(z’+1)(b))
B fa 2A\ cos, ¢ 4A¢
i 1/2 1/2 1/2) (1/2 1/2 1/2)
PY g’ g (CI(B/ ) Cz'(b/ )) (C((P/rl BT 26 zJ{l) C( / ) QC((Z /1 )
B E A 8AN cos, ¢p

while P} is formulated analogue thj The equations of continuity are:

1/2 1/2
o At Uz'(b/ ) U((Z-,/lgb N VI%/Q) cos, ¢ — V;S/Q) cOSy Gp
i b qcosy by AN A¢
(1/2) (1/2) (1/2) (1/2) 1/
o= At Uit — Up N 0.5(Vig ™ + Viii1)p) cose ¢ — V(ZJrl , COSy O
(i+1)b - (i+1)b @ COSy, (bb A)\ A(b
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while ¢4 follows ¢}';'. This leads to a slightly altered formulation of the itesatiproblem.
For uneven integersin latitudes it is formulated as:

1
1+ Cs
c6 A1) + T ACi—1)(-1) T 8AGi(b-1) + oA (i+1)b-1) + B + C} (A.10)

Ay = . [ClﬁC(lq)B + Al + c3A141)B + aAG—1p+

with

a = —0.5b_1y, — big

ca = —L1.Bbj_yy, + 1.505, — ajp
cg = b+ 0.50

cs = by +ag_qy, —big

G = ap+ afi—l)b +ag, + ajp
ce = agp+bip—0by

cr = by + by

cs = ay — by + i 1y

cg = —by —bj,

c_ At ﬁ(i_l)b - ﬁib n ‘71'1) COSy ¢ — ‘713 COSy P(j+1)
"~ 2a.c08, ¢y AN A¢

For even integers + 1 at latitudeb, 12 coefficients are needed and the iteration problem is
formulated as:

T (1A + A 1418 + 38 142)8 + 4D+
5

c6A (42 + crAGp-1) + 8AC+1)0v—1) + oA (i42)(—1)+
c10A—1)B + c11Ai—1ys + c12Ai+3)p) + B + C] (A.11)

A1 =
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with

T =
&)
C3
Cy
Cs
Ce
C7
Cs

Cg

C10

Cl2 =

~

0 5b(z+1)b ]‘5blxb + 0.5(1};3 — 0 5bz(ll+1)B
LBB, 1y — 0565, + 0.5bY, + 0.5a%;, 1 5
bl 1y + ag, — 0.5a% 5

A1y + @G + Ay, + 0500, g — 0.5075

a’szrl) — 0. 5a([+1)B b

(i+1)b
%+1 bl}ﬂ)b + b
-
(Z+1)b (i4+1)b
—0.5b,,
—0.5bY 5

050,115

At Ui — Utisyp N Vi €08y 65 — 0.5(Vig + Viri1)s) €08y d(j41)

"~ 2acos, o

A

) Ao

For the first latitude of the lower zonal resoluti® the iteration problem becomes:

with

1
A(rp = T+ [ClAC(I—1)(B+1) + 2Ar(B+1) + A r+1)(B+1) T AA(1-1)B+
5
c6 A(1+1)B + 7 A(—1) + 8 AGH + oA i1 + B + C} (A.12)
€1 = _b:(BIA)B - b§(3+1)
Co —b(r_yp + bgch + a?(BJrl)
C4 bIB +a(r1yp — bz;(BH)
Cs ajp + a(;_yp + ajp T afpyy
Ce aip + Vg 1y = bip
cr = big+ 25?171)3
s = alg
cg = —2bjp—bip
B At 6(171)3 —Urp ‘7113 COSy P — ‘7I(B+1) COSy P(j+1)
2a coS, Oy 2A\ AN
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A.1.3 Polar Cap

The North Pole is represented by a polar cap with the elavgti@nd the radiug\¢. reaching
until a latitude with indexp. This alters the pressure gradient terfjs, ) and P} in the
equations of motion.

Fa (072 (1/2) 12) _ A1/2) A1)
. _ 4 ﬁ(C(Hl)(p—l)_Q(p—l)) . (QC — Cip=2) — & z+1)(p—2>>
=0 7 g AN cosy, Gp—-1) 2(A¢ + Ag,)
12)  (1/2 (1/2 (1/2)
o 9 E (C ~ St 1)) (C(z+1>(p )~ S - 1))
P fa A, 4A\ cos, ¢,

The equations of continuity read:

(1/2) (1/2) (1/2) v/
C?@Jrl _ Cn . At Uz(p 1) U(ifl)(pfl) V;p COSy ¢P z(p 1) COSy (b(P*l)
=1 = %) T G o8, do) AN 0.5(A¢ + Ade)

n AtS
+1 _ CP Z V_;l/2)

with S = asin(Ag¢.)AX andA = 2ra?(1 — cos(A¢,)). The iteration problem for the northern-
most latitudep — 1 is solved through:

Aip-1) = 7o+ LB + sy + A+
A1y (p—2) + 3 AGip—2) + oAty p—2) + B+ C] (A.13)
with
O — At Ui—1yp-1) — Uip-1) i Vip—1) €08y Pp—1) — Vip COSy D)
@ oSy P(p—1) 2A\ A¢ + Ao,
2 = =20 11y T 25y +ag,
¢ = bz(p bt Gnp-1) — iy
G = 1) T Gy + G T GG
C6 - Z!L'(p 1 _'_ b byp 1)

g = i(p—l) i(p 1) +b(z D(p—1)

Gy = _b?(p bi/(p 1)
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The polar cap is formulated as:

1
Alp = 72 2 [ + B + oAanp-n] + B +C (A.14)
5
with ALS
_AIS sy

¢ 2A - P
G = Zagp
Cr = b?p
g = aj,

— Y
Cog — _bip'
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A.2 Partial Tides

Table A.1: Partial Tides Extracted from Real-Time Simuas.

Coefficient  Doodson Argument Frequency
Tide kpt Number s h p ps N ) apt [°/hour] Origint)
Sa 0.01176 056554 0 O 1 o0 -1 O 0 0.041067 S
Ssa 0.07287 057555 0 O 2 O 0 0 0 0.082137 S
MSm 0.01587 063655 0 1 -2 1 0 0 0 0.471521 M
Mm 0.08254 065455 0 1 O -1 O 0 0 0.544375 M
MSf 0.01370 073555 0 2 -2 O 0 0 0 1.015896 M
Mf 0.15642 075555 0 2 0 O 0 0 0 1.098033 M
Q1 0.07216 135655 1 -3 1 1 0 0 -90  13.398661 M
01 0.37689 145555 1 -2 1 O 0 0 -90  13.943036 M
Py 0.17554 163555 1 0 1 O 0 0 -90  14.958931 S
Kim 0.36233 165555 1 0 1 O 0 0 +90 15.041069 M
Kis 0.16817 165555 1 0 1 O 0 0 +90 15.041069 S
2N> 0.02301 235755 2 -4 2 2 0 0 0 27.895355 M
12 0.02777 237555 2 -4 4 O 0 0 0 27.968208 M
Ny 0.17387 245655 2 -3 2 1 0 0 0 28.439730 M
Mo 0.90812 255555 2 -2 2 O 0 0 0 28.984104 M
Lo 0.02567 265455 2 -1 2 -1 O 0 +180 29.528479 M
T> 0.02479 272556 2 0 -1 O 1 0 0 29.958933 S
Sa 0.42286 27355, 2 0 O O 0 0 0 30.000000 S
Som 0.00072 273555 2 0 O O 0 0 0 30.000000 M
Kom 0.07858 275555 2 0 2 O 0 0 0 30.082137 M
Ko, 0.03648 275555 2 0 2 O 0 0 0 30.082137 S
72 0.00643 285455 2 1 2 -1 O 0 0 30.626512 M
25 Mo> - 291555 2 2 -2 O 0 0 0 31.015896 2 x Sa — Mo>
MOs3 - 345555 3 -4 3 O 0 0 -90 42.927140 Mz + O1
SO3 - 363555 3 -2 1 O 0 0 -90 43.943036 So + O1
MKs3 - 365555 3 -2 3 O 0 0 +90 44.025173 M2 + K1
MNy - 445655 4 -5 4 1 0 0 0 57.423834 M + N»
My - 455555 4 -4 4 O 0 0 0 57.968208 2 X Mo
MSy - 473555 4 -2 2 O 0 0 0 58.984104 M> + S>
MKy - 475555 4 -2 4 O 0 0 0 59.066242 Ms + K>
Ms - 655555 6 -6 6 O 0 0 0 86.952313 3 x Mo
2M Sg - 673555 6 -4 4 0 0 0 0 87.968208 2 x My + Ss
2M K - 675555 6 -4 6 O 0 0 0 88.050346 2 x M2 + K>
Mg - 855555 8 -8 8 O 0 0 0 115.936417 4 x M>
3M Sy - 873555 8 -6 6 O 0 0 0 116.952313 3 x M2 + S
3MKsg - 875555 8 -6 8 O 0 0 0 117.034450 3 x M + Ko

1 Solar (S) or lunar (M) tidal potential; for shallow-watedéis: the combination of astronomical partial tides.
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Table A.2: Additional Partial Tides.

Coefficient  Doodson Argument Frequency
Tide Ept Number ¢ s h p ps N é opt [°/hour] Origint)
Sta 0.00427 058554 0 O 3 0 -1 O 0 0.123204 S
mf 0.06481 075 565 0o 2 0 0 0 -1 0 1.100240 M
MStm 0.00569 083655 0 3 -2 1 0 0 0 1.569554 M
Mtm 0.02995 085 455 0 3 0o -1 0 0 0 1.642408 M
mitm 0.01241 085 465 0 3 0o -1 0 -1 0 1.644614 M
MSqm 0.00478 093555 0 4 -2 0 O 0 0 2.113929 M
2Q1 0.00955 125 755 1 4 1 2 0 0 -90 12.854286 M
o1 0.01153 127 555 1 -4 3 0 0 0 -90 12.927140 M
q1 0.01360 135645 1 -3 1 1 0 1 -90 13.396455 M
p1 0.01371 137 455 1 3 3 -1 0 0 -90 13.471514 M
01 0.07105 145 545 1 -2 1 0 0 1 -90 13.940830 M
T1 0.00491 147 555 1 -2 3 0 0 0 +90 14.025173 M
o} 0.01065 155 455 1 -1 1 -1 0 0 +90 14.487410 M
My 0.02964 155 655 1 -1 1 1 0 0 +90 14.496694 M
X1 0.00566 157 455 1 -1 3 -1 0 0 +90 14.569548 M
™ 0.01029 162556 1 0 -2 O 1 0 -90 14.917865 S
S1 0.00423 164 556 1 0 0 0 -1 0 +90 15.000002 S
kim 0.07182 165 565 1 O 1 0 0 -1 +90 15.043275 M
1 0.00423 166 554 1 0 2 0 -1 0 +90 15.082135 S
o1 0.00756 167555 1 0O 3 O O 0 +90  15.123206 S
31 0.00566 173 655 1 1 -1 1 0 0 +90 15.512590 M
J1 0.02964 175 455 1 1 1 -1 0 0 +90 15.585443 M
SO 0.00492 183555 1 2 -1 0 O 0 +90  16.056964 M
00, 0.01623 185 555 1 2 1 0 0 0 +90 16.139102 M
001 0.01039 185 565 1 2 1 0 0 -1 +90 16.141308 M
21 0.00311 195 455 1 3 1 -1 0 0 +90 16.683476 M
3N2 0.00259 225 855 2 5 2 3 0 0 0 27.350980 M
€2 0.00671 227 655 2 5 4 1 0 0 0 27.423834 M
12 0.03303 247 455 2 -3 4 41 0 0 0 28.512583 M
Y2 0.00273 253755 2 -2 0 2 0 0 +180 28.911251 M
(o2 0.00314 254 556 2 -2 1 0 1 0 +180 28.943038 M
mo 0.03386 255 545 2 -2 2 0 0 1 +180 28.981898 M
B2 0.00276 256554 2 -2 3 0 -1 O 0 29.025171 M
o2 0.00107 257 555 2 -2 4 0 0 0 0 29.066242 M
A2 0.00670 263655 2 -1 0 1 0 0 +180  29.455625 M
kom 0.00643 265 655 2 -1 2 1 0 0 0 29.537763 M
275 0.00101 271557 2 0 -2 0 2 0 0 29.917866 S
Ro 0.00354 274554 2 0 1 0 -1 0 +180* 30.041067 S
kb, 0.03423 275565 2 0 2 0 0 -1 0 30.084343 M
C2 0.00123 283655 2 1 0 1 0 0 0 30.553656 M
kY 0.00168 295 555 2 2 2 0 0 0 0 31.180170 M
MQs - 335 655 3 5 3 1 0 0 -90 42.382765 M2 + Q1
SP3 - 381555 3 0O -1 0 O 0 -90 44.958931 S2 + P1
SK3 - 383 555 3 0 1 0 0 0 +90 45.041069 M2 + K1
K3 - 385 555 3 0 3 0 0 0 +90 45.123206 Ko+ Ky
3M Sy - 437555 4 6 6 0 O 0 0 56.952313 3 X Mz — S2
SNy - 463 655 4 -3 2 1 0 0 0 58.439730 S2 — N2
3M Ny - 465 455 4 -3 4 -1 0 0 0 58.512583 3 X Mz — N2
Sa - 491 555 4 0 0 0 0 0 0 60.000000 2 X So
2M Ng - 645 655 6 -7 6 1 0 0 0 86.407938 2 X M2 + N2
MSNg - 663655 6 -5 4 1 0 0 0 87.423834 Mz + S2 + N»
MNKsg - 665 655 6 -5 6 1 0 0 0 87.505971 Mz + N2 + K>
2S5 Mg - 691 555 6 -2 2 0 0 0 0 88.984104 2 X So2 + M>
MSKs - 693555 6 -2 4 0 O 0 0 89.066242 Mo + S2 + Ko
3M Ng - 845 655 8 -9 8 1 0 0 0 115.392042 3 X Ma + N2
2M S Ng - 863 655 8 -7 6 1 0 0 0 116.407938 2 x Mz + S2 + N2
2M N Kg - 865 655 8 -7 8 1 0 0 0 116.490075 2 x M2 + N2 + K>
2(MS)s - 891 555 8 4 4 0 0 0 0 117.968208 2 x M2 + 2 X Sa
2MSKy - 893555 8 -4 6 0 O 0 0 118.050316 2 x My + S2 + Ko

1) Solar (S) or lunar (M) tidal potential; for shallow-watedéis: the combination of astronomical partial tides.
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A.3 Additional Shallow-Water Tides

358

408

458

508

558

605
75W

70W

60W

55W

40W

0.75

0.5

0.25

0.1

0.05

0.01

0
cm

Figure A.1: Amplitudes and phases of th&/ S on the Patagonian Shelf.
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Figure A.2: Amplitudes and phases of th&/ Ss in the North Sea area.
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A.4 Notation of ERP

In Section 5.4 the results of this study where compared tesoreanents and shown as ampli-
tudes and phases. The cited measurement studies, howswalypresent results as cosine-
and sine-values, i.e. @Bs,; = A, - cos ¢, andsin,, = Ay, - sin ¢,¢. For this study, the values
have been recalculated to be presented in the amplitudsgpiatation. Values inos,; and
sin,; Of value 0 have been omitted. The amplitudes are obtaineddr

Ay = y/cos?, + sin2, (A.15)

and the phases by

bpr = tan"" (cosp; + siny) + da (A.16)

whereg, refers to thep in the argument of the given partial tides listed in Table$ &nd A.2.
Furthermore, phase values for both prograde and retrogralde motion of the semi-diurnal
tides listed in Herring and Dong (1994), Gipson (1996) anthRcher et al. (1998) had to be
corrected byl 80°.

Gipson (1996) describes the transformation of Doodsorakibes (normally used in ocean tide
studies) into Woolard arguments (normally used in measenestudies). Performing this con-
version revealed that the diurnal tidg referred to in Gipson (1996) and Rothacher et al. (1998)
is identical with the partial tide, in Bartels (1957) and this study. The same holds;faxhich

is calledr, in their study. It also helped labelling the partial tidesHarring and Dong (1994)
which have not been specificly labelled.
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