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Abstract. Interpretation of observed diurnal carbon diox- 1 Introduction
ide (CQ) mixing ratios near the surface requires knowledge
of the local dynamics of the planetary boundary layer. InSurface turbulent fluxes and boundary layer dynamics deter-
this paper, we study the relationship between the boundarynine the daily evolution of temperature, moisture and other
layer dynamics and the Gudget in convective conditions  scalar quantities in the atmospheric boundary layen{one
through a newly derived set of analytical equations. Fromet al, 2002. Focusing on the diurnal variability of GO
these equations, we are able to quantify how uncertainties isome studies have improved our understanding about the in-
boundary layer dynamical variables or in the morning2CO fluence of surface processes such as photosynthesis and res-
distribution in the mixed-layer or in the free atmosphere (FA) piration (Kim and Verma199Q Lloyd and Taylor 1994 Ja-
influence the bulk C@mixing ratio. cobs and De Bruinl992 Baldocchi et al.2001) but bound-

We find that the largest uncertainty incurred on the mid-ary layer development plays also a main role in determin-
day CQ mixing ratio comes from the prescribed early morn- ing the horizontal and vertical distribution of G@Denning
ing CO, mixing ratios in the stable boundary layer, and inthe et al, 1995 Wofsy et al, 1988 Yi et al., 2004 McGrath-
free atmosphere. Errors in these values influence @G- Spangler and Denning010.
ing ratios inversely proportional to the boundary layer depth i et al.(1997) analyzed the observations of €@ixing
(), just like uncertainties in the assumed initial boundary ,4ti0 and surface flux, and boundary layer depth over a trop-
layer depth and surface G@ux. The influence of uncertain- -5 forest by using a mixed layer model to conclude that,
ties in the boundary !ayer depth itself is one order of magni-j, pis case daytime evolution of GQvas mainly controlled
tude smaller. If we “invert” the problem and calculat_e £0 by boundary layer growth and related processes like entrain-
sur'face exchan'g.e.f.rom observgd or simulatech @@xing ~ ment, surface flux did not drive the G@nixing ratio evo-
ratios, the sensitivities to errors in boundary layer dynamicstion. Vil 3-Guerau de Arellano et 2004 used aircraft
also invert: they become linearly proportional to the bound-anq syrface observations combined with mixed-layer theory
ary layer depth. . . to analyze the role of the entrainment of air on the distribu-

We demonstrate these relations for a typical well characyjon and evolution of carbon dioxide in the convective bound-
terized situation at the Cabauw site in The Netherlands, anglry layer (CBL), and compared the ratio of entrainment to
conclude that knowledge of the temperature and carbon dioxg,rfgce CG fluxes with the values obtained for heat and hu-
ide profiles of the atmosphere in the early morning are ofyigity. They concluded that CQilution due to entrainment
vital importance to correctly interpret observed £0ixing  of clean air from the free atmosphere during the morning is
ratios during midday. larger than the uptake at the surface. During the afternoon the

process is the oppositBésjardins et @] 1992 1995. Casso
et al. (2008, by using tall tower observations, analyzed the
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CO» budget concluding that, even in situations when.@@- ity of the CQ budget as well as the sensitivity of any of its
vection (Yi et al., 200Q Eugster and Siegrise00Q Werner  variables to uncertainties in the initial inversion strength or
et al, 2006 Sun et al. 2007 Font et al, 2010 is important,  lapse rate. In spite of its conceptually, mixed layer theory
vertical turbulent transport plays a mayor rof@orska et al.  has been successfully used to study the impact of boundary
(2008 extended the analysis made Yya-Guerau de Arel- layer dynamics on the GOconcentration or on the atmo-
lano et al(2004 by including Large-eddy simulations (LES) spheric chemistry in the convective boundary lay@ulf et

over heterogeneous terrain in a new set of aircraft observaal., 1997, Vil a-Guerau de Arellano et aR004).

tion. They pointed out the importance of the entrainment Moreover, by inverting the analytical expressions, the in-
flux for carbon dioxide during the late morning and early af- fluence of uncertainties in CQree atmospheric or boundary
ternoon. LES was also used biuang et al(201] to an-  layer conditions or boundary layer evolution to the surface
alyze CQ budget in convective conditions concluding that exchange of C@is also analyzed.

entrainment CQ fluxes have similar magnitude to surface = The research objectives are summarized as follows:
fluxes and this pattern is insensitive to the weak to moderate
geostrophic forcing discussed (less than 5#) sThe under-
estimation of the C@entrainment fluxes in regional models
leads to a higher simulated G@oncentrationTer Maat et

al, 201Q Dang et al, 2011). 2. To study the sensitivities of COmixing ratio to errors
Despite of this clear observational/modeling evidence of in the determination or measurements of the boundary

the importance of surface and boundary layer dynamics, a  |ayer depth and COmixing ratio at the boundary layer
framework to quantify the uncertainties associated is still and free atmosphere.

missing. Consequently, the purpose of this paper is to quan-

tify the influence of the CBL characteristics on the daytime 3. By inverting the previous relationships, to perform the
evolution of the C@ mixing ratio, and the uncertainties as- same analysis for the inverse calculation of Grface
sociated to them. The investigation is further extended to flux.

determine how boundary layer dynamics influence the calcu-
lation of the inferred C@surface flux from the C®mixing

ratio evolution. The study has direct consequences for an-
alyzing the sources of error associated with boundary layehese objectives have a number of important implications
dynamics in tracer transport modelBghning et al. 1996 for inverse estimation of C@surface flux, such as done on
Bakwin et al, 2004 Williams et al, 2011). global Bousquet et al1999 and regional scale8@kwin et

We first derive relations between the g€@ixing ratio al., 2004 Gerbig et al.2008 Gockede et a).201Q Keppel-
evolution and the dynamics of the CBL and £€Charac-  Aleks et al, 2012.
teristics (morning values, free atmospheric gradient, surface Our proposed strategy is hardly ever practiced in,@®
flux). Second, based on observations taken at Cabauw (Theerse modeling because boundary layer depths are either im-
Netherlands) a sensitivity analysis on the thermodynamicnutable in the offline transport models used, or part of an
characteristics of the night-day transition (morning potentialonline land-surface scheme that is decoupled from €0
temperature inversion jump) and the free atmospheric condichange and treated as “black-box”. And even if CBL depths
tions (potential temperature lapse rate) was performed. Therare simulated carefully, they are rarely reported or evaluated
we study the evolution of the COnixing ratio for the differ-  along with the estimated surface flux. Partly this results from
ent CBL analyzed. a lack of awareness in the GGnverse modeling commu-

In the first stage we derive from the G®udget in the nity of the importance of the dynamic variables in their es-
boundary layer a complete set of closed analytical exprestimations, but also because simple frameworks to assess this
sions, which represent the dependency of the evolution of thénfluence such as presented here were lacking thus far.

CO, mixing ratio on three different aspects: (i) the night-day First, we find that errors in estimated surface flux depend
transition that controls the morning values of the boundaryon errors in the different variables (e.g. morning £0ix-
layer depth, and, as a consequence, of the @Qing ratio; ing ratio in the free atmosphere or in mixed layer) through
(ii) the conditions in the free atmosphere indicated by thethe boundary layer depth in a quadratic or linear way. This
COy, vertical gradient; and (iii) the evolution of the boundary suggests that it is very important to first minimize errors in
layer depth. the simulated CBL depth because it affects all the variables,

In the second stage we connect the CBL growth rateand then to minimize errors in the individual g@elated
to some of its driving factors by using mixed-layer theory variables in the atmosphere, specially for the observed CO
(Lilly , 1968 Tennekes and Driedonk$981). In this work  mixing ratio, and the simulated or observed mixing ratio in
different values of the morning potential temperature jumpthe free atmosphere.
at the inversion and of the potential temperature lapse rate Second, to make correct surface £€xchange estimates
are considered. By so doing, we are able study the sensitivrequires not only high quality in situ Cbservations in the

1. To analytically describe the CBL dynamic factors that
influences the diurnal variability of the G®nixing ra-
tio.

4. To analyze how these sensitivities depend on the bound-
ary layer characteristics.
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mixed-layer, but also good knowledge of other variables such
as CBL depth, or early morning GOnixing ratio in the sta- C
ble boundary layer and FA. However there is a lack of this
type of observations because, for instance, only a few tall-
towers exist which provide information about the £¢har- FA
acteristics in the upper levels. Access to such observations C
could allow, first of all, to characterize the errors currently
incurred in inverse C@estimates, but also they would help
to improve the weather models that these estimates rely on
with regards the large spread when it comes to simulating C(1)
CO, exchange across the entrainment zddke|ghens et al. !
2007 Yang et al, 2007).

The paper is structured as follows. In the next section the ‘ ‘
theoretical framework used to derive the evolution and sen-
sitivity of mixing ratio, and the inferred surface flux, of GO W C'|s WC'k
to the boundary layer characteristics is analytically derived

(stage 1). In the third section, we select a day with very COM-gjg 1 sketch of the evolution of the bulk GQnixing ratio quan-
plete meteorological and GOneasurements at the surface tty by using the integral from of the mixed-layer equations. The
and in the low levels of the boundary layer and analyze howgrowth of the boundary layer frovy to > depends on the heat and
the mixed-layer model reproduces the observations. Basethoisture budgets. Notice that we are assuming a negative flux for
on this case, in Sect. 4 the analytical expressions presente@O, that is characteristic of the assimilation by plants during day-
in Sect. 2 are applied to a sensitivity analysis performed bytime and only vertical exchange processes are taken into account.
the mixed-layer model based on the observations (stage 2).
We end the paper by summarizing the main findings and pro-
viding suggestions to improve the estimation of surface flux
from the CQ mixing ratio observations.

The boundary layer is separated from the free atmosphere
by a thermal capping inversion caused by an increase of
the potential temperatureTénnekes 1973 Tennekes and
Driedonks 1981 Culf et al, 1997. When boundary layer
grows it incorporates a new layer of free atmospheric air
with different properties into the mixed-layer (see Fig.

Under situations with active vegetation and convectivelt is assumed that the air masses mix instantaneously. Con-
boundary layer conditions, plant assimilation uptakéc( < sequently, the new concentration only depends on the surface
0) and the C@ exchange between CBL and FA'¢’ > 0 or flux and on the growth rate of the boundary layer depth. This
w'e ~0) drive the CQ evolution in the diurnal boundary CC2-budget equation is analytically expressed as:

layer. For the sake of simplicity, the contribution of the hor- j — a8 (h—ho)

izontal advection of C@is omitted. To our opinion, this is 3. (C/) =w'¢[s+C7——, (1)
the main concern that can be made to the formulation. Accu- o )

rate measurements and modeling of advection are generallyyN€re/o and are the initial and the instantaneous bound-

quite difficult so the uncertainties in the estimated advection?'Y layer depth( is the carbon dioxide mi)éL”Q ratio verti-
can be relatively large and this could lead to non-negligibleC@lly integrated between the surface and"™" is the CQ

errors in the simulated GOnixing ratios, and in the inferred  Mixing ratio in the free atmosphere, just above the inversion;
CO;, surface fluxes. Recently, tall tower measurements hav@ndw'c’ls is the time-dependent surface flux of &0n this
been successfully used to estimate G@vection Yi et al., equation all the variables excelp are time dependent. The

200Q 2008 Sun et al, 2007 Aubinet et al, 2010. terms of this equation can be physically interpreted as the

Under these conditions, mixed-layer theory assumptionsvariation of the CQ mixing ratio distributed in the mixed-

are valid and they can be used to determine the role of bound@Y€r due to the assimilation of Gdy plants (negative sign
ary layer dynamics on Cfevolution. In mixed-layer the- during daytime), and to the mixing with GOnixing ratio

; A
ory, it is assumed that the G@nixing ratio is constant with in the free atmosphereC{*) because of the growth of the

height inside the boundary layer. Mixed-layer theory hagPoundary layer. o o o
been already used to analyze the evolution of the boundary !N @ Zeroth-order approximation, the g@ixing ratio just
layer growth and some of its compound@u(f et al, 1997  above the inversion reads:

Vila-Guerau de Arellano et aEOQ4 2909. The novelty of  ~FA _ CgAerc(h — ho). )
the present work if that, for the first time, the boundary layer

uncertainties that influence G@ixing ratio evolution is the wherngA is the value of the C®mixing ratio just above
main goal of the study. the inversion wherk = hg, andy, is the vertical gradient

2 Theoretical framework
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of CO, mixing ratio in the free atmosphere, above the mixed
layer, which is usually considered constant during one day. If

Influence of CBL development on C@mixing ratios

2

ve #0, thenCFA corresponds to the morning value 6f~. 9C _ M, (8)
However, ify. =0, Cy FA is the CQ mixing ratio in the free dye 2h
atmosphere during the whole day. Consequerdfy} de-
pends on time through. For this reason, it is not explicitly  9C  (h — hg)?
included in the right-hand side time derivative of E%) lfe- 3_)/(: =T o ©)
cause its change cannot mod@yunless the boundary layer
is growing. That isC™ does not depend explicitly on time.

The budge’; equation of CZ(__‘Ql) is_taken as a starting point  9C — et 1 [J/cho +Co— C(I):A] ’ (10)
of the derivation of the relationships that connect,Gém- dho h
poral variation to the boundary layer variables. In the Ap-
pendix we provide a full derivation of the classical mixed 1 12
layer equation from the budget Eq)( 5= 7; = [h (C _C ) J/LZO—(I—to)(w/C/|s>:|’ (11)
2.1 CO, mixing ratio: forward expressions
By substituting 2) into (1), and assuming, constant with L - I—fh (12)
time during one day, Eqlj becomes: a(w'c’ls) h

0 — Y0 2 Fp0(h— ho) Assuming that the error on each considered variable influ-
E(Ch) =w'cls +EE[(h_h 01+ Co ot ) encing CQ evolution is small, the sensitivities are linearly
This equation is then integrated on time fragrto 7 obtain-  '€lated to the error in the GAmixing ratio, C, through the
ing: following relation Jacobs and De Brujii992):
Ch—Cohc):/ w'c dt+—(h ho)?+CEA(h—ho). (4

ol 0 @ se= Z 1891, (13)

Consequently, the time evolution of the mixing ratio of £0

in the boundary layer reads: whereg denotes the different variables influencing the evolu-

tion of C considered hereCo, CEA, h, ho, ye, (w'c’|;s). Equa-

tion (13) also assumes thatdoes not depend oky, since

their dependence is not taken into account in Bd).( In

(5) practice, an error ithg can propagate tb depending on the
— [ t— . situation. For example, #g is obtained from a radiosound-

where(w'c’|;) = [ftow ¢'lsdt | /(t—to) is the CQ mean sur- ing measurement done in the morning and the subsequent

face flux over the integration period. If the different terms evolution of4 is Simulated’ then the error wb propagates

of this equation are compared in typical midlatitude summeriq . In this case the dependeng#/dhg should also be

Conditions it can be Concluded that the th|rd right'hand Sideconsidered in the Sensitivity th. Th|s dependence can be

term of Eq. £) is two order of magnitude smaller than the apalytically obtained from the mixed-layer equations. How-

first two terms. Consequentlg, approximately evolves with  ever, if is measured also at later time whéris evaluated,

h~1. Notice that the last term is the only one depending onthe errors inig and/ can be completely independent. For

the integration period (elapsed time frag), ¢ —o. simplicity, the latter case is assumed in the above equations

From this equation we derive how the errors made ingndin the following analysis.
boundary layer dynamics and boundary conditions propagate Equations 6)—(12) are grouped below according to their

in the modeled C@ miXing ratio. By tak|ng partial deriva- dependence on the boundary |ayer depth
tives in (6), the dependance df to the key variables in the

boundary layer dynamicé @nd its initial morning valuesg)

h h
C=C070+Cg <1——°

V)

+ 2o (h—ho)*+— = (W),

and the CQ characteristics@o, C§”, y., and surface flux) C. o), (14)
are derived Jacobs and De Brujrl992. The expressions dve

reads:

aC h aC aC aC oC _

~ _Oa (6) N~ FA’_’ —_— NO(h 1)7 (15)
0Co h 9Co aCH™ dho d(w'c'ls)

s = - So~ou. (16)

Atmos. Chem. Phys., 12, 2962985 2012 www.atmos-chem-phys.net/12/2969/2012/
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ConsequentlydC/dy, increases with the boundary layer Taking into account that all the equations depend ey,
depth. aC/9Co and 9C/dhg decrease with the boundary these equations are again grouped according to boundary
layer depthBC/acgA has the same dependence withut it layer depth dependence:
increases with the boundary layer depth because of the neg-
ative coefficient multiplying: in Eq. (7). _

The evolution ofdC/dh anddC/a(w'c’|,) also depends W'c'ls) 0(h?) (24)
ont—to. Regarding the sensitivity to the boundary layer — 97c ’
depth, by analyzing Eql(), it can be concluded that, /fy #
0, andACo # 0, usuallyho(CE”A — Co) > (t —to) (w'c’|) for _ _ _ _
any integration period, and consequertily/dh decreases 9 (w'c’ls) d{w'c’ls) d(w'c’ly) d(w'c’ls) O(h) (25)

with the square of the boundary layer depth. The evolution acf* * dho = dn ~ dC
of the sensitivity to C@ surface flux is more complicated
and it will be analyzed separately. .
In Sect. 4, we make use of these equations to quantify the) (w'c’ls) 0% (26)
impact of each variable on the bulk G@ixing ratio. aCo '
2.2 CO, surface flux: inverse expressions These equations show that the time evolution of all the sen-

sitivities exceptd(w’c’|s)/dCo depends on the relation be-
From Eq. @) an expression is obtained for the dependencetween the integration period and the boundary layer depth
of CO, surface flux on atmospheric properties. This expres-and none of them necessarily increase or decrease with the
sion explicitly provides the dependence of this retrieved sur-boundary layer depth. The sensitivity to uncertainties in the
face flux to boundary layer dynamics and £€haracteris-  morning value of the C®bulk mixing ratio,d(w’c’|s)/dCo,
tics. The averaged inferred surface flux of carbon dioxideis the same for all the studied boundary layers because only

reads: depends on the initial boundary layer depth and on the inte-
1 gration period (see Ed.8). Consequently, its absolute value
(w'dls) = — [Ch — Coho—C5*(h — ho) — %(h —ho)z] . (17)  decreases with time.
—1Io

Notice that besides the assumptions and approximations
By using this equation, the dependence of the uncertaintiesonsidered before, here it is additionally assumed ¢hig
in the inferred CQ surface flux to errors in the dynamics and directly measured at different times and so the errors @o

CO;, characteristics of boundary layer is: not depend on the other variables.
Aw'c'ly)  —h 3 Study case
(w'c'ls) _ —ho ’ (18)
0Co t—to

We first evaluate the ability of a mixed-layer model to re-
produce the observed diurnal variability of the CBL. Subse-
quently, we discuss the sensitivity of the temporal evolution

ow'c’ls) _ho—h (19)  of the CQ mixing ratio and the inferred surface flux to un-

3C5A i1 certainties associated to boundary layer dynamics angl CO
distribution.
d(w'c’|y) _ — hg)? (20) 3.1 Diurnal evolution of CO,
Ve 2(t —1o) ’

At the Cabauw site, located in the center of The Nether-
lands, observations of thermodynamic and G@riables are
ezl 1 taken continuously at different heights. The site lies in an
i Sl L [C(';A —Co+ye(h —ho)], (21) open field nearly completely covered by short grass which
dho t—to extends for several hundreds of squared metersBsgaars
and Bosveld1997) for a detailed description of the site). At
- this site, vertical profiles of wind, temperature, humidity and
(w'cs) _ 1 [C —CPA e —ho)], 22) CO, are measured along a 213-meters meteorological tower.
oh t—to Measurements for temperature are taken at 2, 10, 20, 40, 80,
140, and 200 m, whereas G@ixing ratios are recorded at
20, 60, 120, and 200 m. Gpbservations have previously
A(w'c's) h been described byerner et al(200§ andVermeulen et al.
9 i n (23) (2011

www.atmos-chem-phys.net/12/2969/2012/ Atmos. Chem. Phys., 12, 2985 2012
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3.2 Mixed layer numerical experiment

To analyze and reproduce the observed evolution of the CBL
and the CQ distribution, a mixed-layer modeTénnekes and
Driedonks 1981; Vil a-Guerau de Arellano et aR004 Pino

et al, 2006 has been used. The model calculates simulta-
neously the evolution of the boundary layer depthrieces-
sary to study the C®budget and the uncertainties in €O
mixing ratio and the inferred surface flux associated to the
boundary layer processes and £¢haracteristics presented
in Egs. 6)—(12) and (8)—(23). The MXL model simulation
run for 12 hours starting at 06:00 UTC.

Tablel shows the initial values, based on the observations
for the selected day, of the potential temperature, specific hu-
midity and CQ mixing ratio in the mixed layerég, o, and
Cp respectively), their respective inversion jumps and gra-
dients in the FA and the temporal evolution of the surface
fluxes prescribed in the mixed layer model simulation. The
prescribed surface flux follows a sinusoidal function to ac-
count for the evolution over time based on the observations.
The change of sign at the morning in the sensible heat flux

Fig. 2. Observed (symbols) and simulated by means of mixed layer(SH) and latent heat flux (LE) happens at 07:30UTC and
model (red solid lines) diurnal evolution during 25 September 200306:00 UTC respectively and they were not considered in the

of (a) the boundary layer deptlib) potential temperature and)
CO, mixing ratio. The initial and prescribed values of the mixed
layer simulation are presented in TalileAs a reference, the evo-
lution of the boundary layer depth following witfR 7% is indicated

by a black solid line. The vertical dashed lines are the boundarie
between the different regimes explained in the text.

Fluxes of momentum, sensible and latent heat and CO

are also measured at 10Hz at 5, 60, 100, and 180m
height. For further description on flux measurements, see

Bosveld et al(2004 andWerner et al(2006.
A convective day with well-mixed boundary layer has

been selected to study simultaneously the temporal evolu-

tion of the CQ mixing ratio, and potential temperature. 25

September 2003 was a convective day with negligible large

scale advection and few clouds observ€dgso et aj2008.

The nearly sinusoidal pattern in time of the measured short
wave downward radiation (not shown) confirms the presence
of nearly clear skies. Measurements from the radiosonde per-
formed at De Bilt (located around 40 km from the site) at

12:00 UTC indicate a well mixed layer of about 1200 m deep 2.

for that day, which is in agreement with wind profiler mea-
surements. Constant 4-5 m'swinds regardless of height
were measured during the day.

During that day the budget of the G@nixing ratio (Stull,
1988 is mainly controlled by the divergence of the flux term.
Advection accounts for less than 20 % of the storage term
(Casso et a)2008 Pino and Vik-Guerau de Arellan@010.

It is therefore an appropriate case to apply our theoretical
relationships.

Atmos. Chem. Phys., 12, 2962985 2012

S

mixed-layer simulation where initial zero surface heat fluxes
were used.

As Fig. 2 shows, MXL results compare satisfactorily to
the observed diurnal evolution of the boundary layer depth,
potential temperature, and @@nixing ratio in the mixed-
layer. We summarize the main findings of the evaluation:

1. Mixed-layer model results reproduce the boundary layer
depth observations, except at the middle of the day
when scattered clouds were observed above the site,
which could have affected the measurements of the
boundary layer depth by the wind profiler. This fact
can be observed in Figa by the increase of the ob-
servedr around 12:00 UTC. Three different regimes of
the growth of the boundary layer are observed. Approx-
imately from 06:00 to 09:00 UTC the boundary layer is
approximately constant; between 09:00 and 13:00 UTC

the boundary layer grows fast wittf, andn > 0.5.
From this moment, when the surface heat fluxes de-
crease, the boundary layer growth is again very small.

The observed diurnal evolution of potential temperature
and CQ mixing ratio at different tower levels and sim-
ulated with the MXL model for the 25 September 2003
is shown in Fig.2b, c. A total increase of about 6 K

is observed for the potential temperature from 07:00 to
16:00 UTC and measurements of the 0ixing ratio

at 20 m show a decrease of 40 ppm during the same pe-
riod. The morning transition from a stable boundary
layer to an unstable mixed layer occurs between 08:00
and 09:00UTC. The decrease of 30ppm of the,CO
mixing ratio at 20 m between 07:00 and 09:00 UTC in-
dicates the mixing of entrained air with low G©ontent

www.atmos-chem-phys.net/12/2969/2012/
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Table 1. Initial and prescribed values used for the mixed layer model based on the observations taken at Cabauw (The Netherlands) on 25
September 2003. The value gf is prescribed in the mixed-layer model followimgn Heerwaarden et 2010. The conversion factor to
transform mixing ratio to mass concentration for £8 7T = 288K is 1 ppm = 1.862 mg ffP.

Property Value
Boundary layer properties
Initial boundary layer deptthg (M) 120
Large scale subsidence velocity; (m s_l) 0
Heat
w5, (07:30-15:00 UTC) (K msY) 0.08 sir(%)
Entrainment to surface sensible flux ratio 0.3
0o (K) 284.5
Abp (K) 3.5
yo (Km=1)
h <950m 3.6x10°3
h>950m 15x 103
Moisture

w'q’|s, (06:00-18:00UTC) (g kgt ms1)

q0 (kg™
Aqo (gkg™d)
vq (@kg~tm™1)

0.087 sirf ;34
4.3
-0.8
—1.5x 103

Carbon dioxide

w'c’|s, (08:00-15:30 UTC) (ppm nTsh)

Co (ppm)
ACq (ppm)
ve (ppmnT L)

—0.1 sir(%)
415

—40

—3x1073

and the uptake by plants.
potential temperature and the g@nixing ratio tend

rapidly to zero in the upper levels during this morn-
ing transition until both scalars reach a constant valu

with height once the depth of the growing mixed layer
reaches the level of 250 m at 09:00 UTC. The strong
diurnal variability of both scalars has a clear maxi-
mum for the potential temperature of 291K at around

16:00 UTC. Similarly, a minimum of 375 ppm for the
COy mixing ratio occurs earlier at 14:00 UTC. This
strong variability of the C@ mixing ratio during the

transition from a stable boundary layer to an unstable.

mixed layer was also observed hyet al. (2000 and
Werner et al(2006. The observed features of the evo-
lution of 6 and the CQ mixing ratio were well repro-
duced with the MXL model.

www.atmos-chem-phys.net/12/2969/2012/
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The vertical gradients of4 CO» sensitivity to boundary-layer dynamics

The analytical equations presented in Sect. 2 enable us to
determine the sensitivity of the atmospheresCystem to
boundary layer dynamics and surface processes. A full set
of mixed-layer numerical experiments has been performed
by changing the initial inversion strengthfg, and the free
atmospheric lapse ratgy, considered constant during the
day. 40x 40 numerical experiments were carried out ranging
from y € [1073,1072] (Km~1) and A#p € [0.2,5] (K). For

all these cases, to simplify the analysis, the;GOrface flux
—0.1ppmms1,

is constant during the dayw’c’|;)

To introduce the sensitivity analysis, it is convenient to
show first how the boundary layer depth obtained with the
mixed-layer model evolves with time for different cases and
what is the subsequent influence on the bulk,@tXxing ra-
tio (see Fig.3). First, the same case as presented before but

Atmos. Chem. Phys., 12, 2985 2012
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tion or measurement of the boundary layer depth at the end of

—Control

0 K a) the day (the difference between the control case and the case
20007 - - =10 * K™ 1 with y» =10~3Km~1 (black and red solid lines of Fig)
Afo—5K produces a change @ of §C ~ 2 ppm.

8 10

12 14 16 18
Time (UTC)

Fig. 3. Time evolution of (a) the boundary layer depth and
(b) the CG, mixing ratio obtained with the mixed layer model
for different values ofyy and Afg. The control case hag =

3.6x 103K m—1, andAfg = 3.5 K. The other variables have the
values presented in Table In the figure legend, if the potential

4.1 Evolution of CO, mixing ratio uncertainties

We begin by analyzing the normalized sensitivities to infer
the most important variables influencing the £@ixing ra-

tio. The Egs. §)—(12) are normalized followinglacobs and
De Bruin(1992. We denote the normalized (relative) sensi-
tivity of CO2 mixing ratio to the variable as:

aC
RSQF%.%

wheredC/d¢ is obtained from Eqgs.6}—(12). RSCG, =0
means that the COmixing ratio in the boundary layer is
independent of variablg.

By using expression2(y), Fig. 4 shows the time evolu-
tion of the relative sensitivities obtained by normalizing the
Egs. 6)—(12) for the control case. At midday, GQOnixing
ratio is mainly sensitive to errors on the initial @@nixing
ratio in the boundary layer and in the free atmosphéxg,
anngA. Moreover, during the morning, it is also sensitive
to errors on the boundary layer depth and its initial value,

(27)

temperature lapse rate or inversion strength is not shown, the valug, but these sensitivities decrease during the day because of

for the control case applies.

the growth of the boundary layer (from Ed<), 11it can be
demonstrated that both relative sensitivities are proportional
to (Ch)~1, andCh increases during the day for the control

with yy = 0.0036 K ! constant in time is considered as the case, not shown). The carbon dioxide conditions in the FA
control case for the sensitivity analysis (black solid line). Ad- represented by, have almost no influence on the €@ix-
ditionally, four more cases are shown in the figure. In theseing ratio in comparison with the sensitivity to('):A. Finally,

cases, the value gfy, or Afy is changed from the control

uncertainties in the C®surface flux have only small influ-

value to one of the extremes values considered in the sensence on the C®mixing ratio during the early morning, un-

tivity analysis §» = 1072 or 102Km~1, andAfy=0.2, or

til 10:00 UTC, when the boundary layer of the control case

5K). As shown, the three different regimes of the boundaryhardly grows (see Figa). From this figure, we conclude that
layer growth identified in Fig2 can be also observed here a correct prescription of the initial values of the £@ixing

if the initial inversion strength is not too small. The evo- ratio in the mixed layer and in the FA and the boundary layer
lution of the boundary layer depth has a clear signature ordepth are fundamental to correctly simulate theo®@@xing

C not only in the final values but also in the evolution dur- ratio at midday.

ing the day. In short, except for the case withp = 0.2K
(green solid line of Fig3), due to the large initial inversion

Once the main variables influencing the uncertainty of
CO, mixing ratio have been identified, the evolution of these

strength prescribed, and the small surface heat fluxes duringensitivities with time will be discussed. By considering that
the morning, the growth of the boundary layer is almost sup-C-evolution depends oh, the sensitivities will be presented

pressed and the evolution 6f is mainly controlled by the

without normalizing them to preserve the dependence with

CO; surface fluxes approximately from 06:00 to 10:00 UTC. the boundary layer depth shown in the expressiads(16).

From this moment, wher\6 is weaker for all the cases,
grows fast except for the case wifh =102Km~1 (red
dashed line of Fig3a) and consequentl§y decreases due to

dC/dCo, anddC/dhg are O(h~1) (see Eqs6, and10).
aC/a(w'c’|s) have the same dependency, but also depends
on the integration period (see EG2)), and it will be studied

the vegetation uptake but also to the air entering from the FAseparately. Taking into account ti@gapproximately evolves

which has a lower C®@mixing ratio. Consequently, the dif-

with 21 (see Eq5), 3C/dCo, anddC/dho can be qualita-

ferences obtained between the boundary layers in thg COtively described by using Fidda and b. At the beginning of
mixing ratio at the end of the day are only caused by the dif-the day, the value of the initial inversion strength controls the
ferent entrainment regimes. To give the reader an impressiogrowth of the boundary layer depth (see Rg), and conse-

on the impact ofz, an error ofsh ~ 1300 m in the calcula-

Atmos. Chem. Phys., 12, 2962985 2012

quently the evolution of th€'-sensitivity toCo, andhg. The
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sensitivity decreases faster for the case with smallest inver-
sion strength (green solid line of Figb). From midday, the
boundary layer growth is controlled by, and, as a conse-
quence, the time evolution of the sensitivity of the Q6ix- 0.8¢
ing ratio is also controlled by the potential temperature lapse
rate, decreasing with the increasing boundary layer depth at 0.6¢
the same rate for similag. From this analysis, we show that
a correct knowledge of the values @§, or 1o becomes less
important wherh > hg.

The other variable having large influence on the uncer-
tainties in CQ mixing ratio is the initial value of the C®
mixing ratio in the free atmospher€{” (see Fig.4). Al-
thoughdC/aCEA ~ 0(h™1), this sensitivity increases with 02 ‘ ‘ ‘ ‘ ‘
the boundary layer depth due to the negative sign of the de- 6 8 10 12 14 16 18
pendence (compare Eggand7). At the beginning of the Time (UTC)
simulation, the sensitivity is zero because the,Gfiixing
ratio is mainly sensitive to the initial bulk valug&y. When Fig. 4. Time evolution of the relative (normalized) sensitivity of the
the boundary layer grows, air enters in the boundary layelCOz mixing ratio to all the variables (RS£ see expressioR?7) for
from the free atmosphere, a@ becomes more dependent the control case.
to the conditions in the free atmosphere and consequently

the sensitivity to this variable increases. For all the cases, a8 ihe exolanation of Fig8, the boundary layer growth can
can be also concluded from Eq)(adC/dC{" tends to an P ’ y |ayer g

asymptotic value close to 1. That is, if the boundary Iayerpresent three different regimes. During the morning, except

grows enough, uncertainties in the bulk morning conditions'fasrnall Inversion s_trength exists, the boundary Iay(_ar_grpwth
rate is small (see Figda). Consequently, the sensitivity in-

are less important, and the free atmospheric conditions con- . .
trol the errors made if calculation. creases until the boqndary Iayer_starts to grow faster. T.hIS
fact occurs for the different studied boundary layer at dif-
The evolution ofdC/dh is O(h~?) but also depends on  ferent times of the day (between 08:00 and 10:00 UTC, see
the integration period (see Etfl). However, the evolution of  Fig 33). At this moment the sensitivity presents a maximum.
this sensitivity is dominated, for the studied cases, by the firsiztrerwards, during few hours the boundary layer is growing
and second terms of EdL1). Then, the term containing the  faster thar — 1y and the sensitivity decreases approximately
integration period can be neglected. Taking into account thantj| midday when the boundary layer growth is reduced and
ve <0 and the term in brackets of EdL1) is also negative the sensitivity increases again, but with lower rate, until the
for the studied cases, the absolute value of this sensitivityand of the simulated period. From this moment, the evolution
decreases with the boundary layer depth. Then, errors madg the sensitivity is approximately the same for all the cases
in the determination of are less important to determine the gnd asa consequence, it is always larger for the cases having
uncertainties inC when the day progress. For the case with large A andyy (smaller boundary layer depth at midday,
lowest inversion strength, the decrease is very fast due to thgee Fig3a). Summarizing, to reduce the uncertainty integra-
large growth rate of the boundary layer depth (see B&g. tjon times from the morning until the time of the maximum
and Eq.11). From noon, due to the large value/ofor all  haye to be considered. Longer integration times only slightly
the simulated caseiC/dh ~ y./2=—0.0015ppmnT’ (see  ecrease the error. From this analysis, we find that the er-
Eq.11). Thatis, when the boundary layer is large enough, theygrs in the estimation of the GQOmixing ratio have a clear
sensitivity ofC to the boundary layer depth only depends on gependence with time. Moreover, it can be concluded that to
the CQ free atmospheric characteristics representegtby  estimate the C@mixing ratio in the mixed layer, it is basic
Although CQ surface flux has a small relative influence to minimize the errors on the GOnixing ratio concentration
on the uncertainties in GOmixing ratio (see Fig4), it is in the free atmosphere (see Y.
interesting to study its evolution during the day because its Figure 6 shows the sensitivity of the GOmixing ratio
dependence witlk and the integration period,— ro. As to uncertainties in the morning value of the £Bulk mix-
Eq. (12) shows,dC/d{w’c’|s) is proportional to the integra- ing ratio (9C/dCp, contours), combined with the boundary
tion period and inversely proportional to the boundary layerlayer depth &, red solid lines) averaged between 12:00 and
depth. Figures shows the time evolution of the sensitiv- 14:00 UTC for all the studied cases. These values are cal-
ity of C to (w'c’|s) for the five boundary layers presented culated as a function of the potential temperature lapse rate
in Fig. 3. Taking into account that—rg is always increas- and the initial inversion strength. Large valueggpaind A6y
ing, its evolution depends on whethkrgrows faster than inhibits the boundary layer growth, and, as a consequence,
the integration period or not. As it was already mentionedincreases the sensitivity to uncertainties in the morning value

-
S
e 0.4r

0.2}
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Fig. 5. Time evolution of the sensitivity of the COmixing ratio

to the CQ surface flux for the same boundary layers presented in

Fig. 3.

of the CQ bulk mixing ratio. That is, this sensitivity is in-
versely proportional to the boundary layer depth (see€Eq.
and compare the contours in Fig). Since the bulk CQ
mixing ratio has similar sensitivity tag (compare EQs6,
and10) the response dfC/dhg presents also an inverse pro-

portional dependence with the boundary layer depth. Notice

that in the case odC/oh the dependence is proportional to
h—2 (see Eql1).

DespitedC/d{w’c’|s) also depends on the elapsed time,
Fig. 6 can be also used to qualitatively explain how the av-

erage value 0bC/d(w’c’|;) between 12:00 and 14:00UTC
varies for the different studied boundary layers. As FEg.

shows, from midday the larger the initial inversion jump, or
lapse rate (smaller the boundary layer depth) is, the larger is

this sensitivity.
On the contrary, the C£mixing ratio sensitivity to free at-

mospheric characteristic8¢/dC* anddC/dy.) increase

Fig. 6. 3C/3Cq (contours) and: (m, red solid lines) averaged be-
tween 12:00 and 14:00 UTC as a functionygfand A6y. The con-
trol case is shown witkh. The rest of the symbols show the most
extreme casess’s Afp=0.2, and 5K withyy = 3.6 x 10~3 and
o's 9 =103, and 102K m~1 with Afp=3.5K.

with k. This fact can be understood by considering that
when the boundary layer grows rapidly (for small values of
the potential temperature lapse rate or the initial inversion
strength), more air from the free atmosphere is entrained in

300 ‘
— RSFg,
— RSFgra
200 .
100
<
50
&
~100 AN SO
-200{ | — RSFh ]
I RSFh
! ---RSF¢
-300- ‘ ‘ ‘ ‘
6 10 12 14 16 18
Time (UTC)

the mixed layer, and the CQharacteristics of this air exert
a larger influence on the bulk G@nixing ratio.

4.2 Inferred CO» surface flux

Similar to expression27), the relative importance of each
variable,¢ in the CQ inferred surface flux is quantified by
normalizing the Egs.18)—(23) as:

rep _ 2L ¢
YT 00 wiely)

(28)

Atmos. Chem. Phys., 12, 2962985 2012

Fig. 7. Time evolution of the normalized sensitivities of the inferred
CO, surface flux to all the variables (RgFsee expression8) for
the control case.

Figure 7 shows the time evolution of the relative (normal-
ized) sensitivities of the inferred GGsurface flux (see ex-
pressior28) for the control case. All the studied sensitivities
are inversely proportional to the elapsed time from the morn-
ing, t —to. For this reason, during the morning, when small
elapsed times are considered, the sensitivities are very large

www.atmos-chem-phys.net/12/2969/2012/
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except in the case @f(w’c’[;)/dCE”, andd (w'c’|,)/dy. be- 0—
cause during the early morning the boundary layer has hardly
grown, i &~ hg, and the free atmospheric conditions of £0

do not play a role on the inferred surface flux (see Hd@s. TA -0.02
and20). n
At midday the inferred C@surface flux is more sensitive é -0.04}
to errors on the initial C@conditions represented layp and E
o

¢ and to the evolution of the GOmixing ratio itself, C, S
than to the other variable& (ho, or y.). The sensitivity to ) -0.06;
uncertainties in the initial COmixing ratio in the free at- —

w

mosphere and C©Obulk mixing ratio C{” and C) have a < -0.08f

similar evolution except during the early morning. In both |3 — Control

cases, from 09:00 UTC the sensitivity increases with time < —79210:2 Kmi

until midday when the boundary layer growth starts to de- -0.1p -~ 'Kezl_o 0 2K}r{n

crease. From this moment, the sensitivity decreases becausi A 92 _ 5K

the growth rate of the boundary layer is small ardg keeps -0.12 ‘ ‘ ‘ ‘ ‘

on growing (see Eq4.9 and23). Consequently, if bulk C® 6 8 10 12 14 16 18
mixing ratio is accurately measured but no information about Time (UTC)

the CQ mixing ratio in the free atmosphere is available, the

errors made in the estimation of the €8urface flux during Fig. 8. Time evolution of the sensitivity of inferred surface flux of

the afternoon can be very larg8(f et al, 1997). CO, to initial value of the CQ mixing ratio_in the free atmosphere
Regarding the sensitivity to the morning value of the,CO for the same boundary layers presented in Big.

mixing ratio, it evolves with(r —z9)~ and it is only impor-

tant during the morning.

For all the the studied variables, the sensitivity of the in- SENSitivity increases until approximately midday for the dif-

ferred surface flux to uncertainties in the boundary layer pa-ferent studied cases becauSés not only controlled by the

rameters is generally larger compared with the sensitivity ofSUrface fluxes, but also by the entrainment fluxes. From mid-
C (compare the scale of theaxis of Figs4 and7). That s, day, the _g_r(_)Wth of the bound_ary Ia_yer starts to dec_rease _and
the inferred flux obtained by inversion modeling techniquesthe sen3|t|V|ty decreases again unt_ll the e_nd of the simulation.
is very sensitive to the boundary layer dynamic variables.OPPOSite to what happened in Figif the different cases are

This fact can be explained if the expressiofid){(16) are ~ compared, from midday the smaller the boundary layer (less
compared with expression24)—(25). The mixing ratio sen- ~ &ir entering in the boundary layer from the free atmosphere),

sitivities areO (h"), with n < 0 except fordC/dy., whereas ~ the smaller the sensitivity.
the inferred CQ surface flux sensitivities ar® (h™) with Despite thatd(w’c’[s)/0h and d(w’'c’|s)/dho have the
m > 0. Moreover, take into account tha@tcan be several or- Same dependence with the boundary layer depths andg,
ders of magnitude larger thagm’c’|,), and consequently the the evolution of these sensitivities is different. In the first
same difference applies to the normalization factors. case, it also depends ai. For this reason the evolution
We will focus on the most relevant variables influencing ©f d(w’c’ly)/0h is more complicated, and due to its small
the errors made on the retrieval €8urface flux: Co, CgA relative value it will not be analyzed in detail. Regarding
andC. The sensitivity of the retrieved GGsurface flux to ~ d{(w'c’ls)/dho, by analyzing Eq.21) it can be concluded
uncertainties irCo only depends on—ro (see Eq18). Then,  that for the studied case&§” — Co) > y.(h —ho). Con-
all the studied cases present the same evolution of this serf€quently this sensitivity decreases with time approximately
sitivity. This sensitivity decreases with time; as the day pro-as( —10)"%.
gresses the influence of the initial value of the bulk,®@x- The sensitivity of the retrieved CGurface flux to the ini-
ing ratio is smaller. tial CO, mixing ratio in the free atmospher€A, is also
The sensitivity of the retrieved GGsurface flux to uncer-  proportional tor and inversely proportional to—to. How-
tainties inC varies with the first power of the boundary layer €ver, due to physical reasons this sensitivity should increase
depth, and is inversely proportional te- 7y (see Eq.23). with the boundary layer growth. Mathematically, this fact is
This sensitivity is the inverse of the one shown in Fig.  masked by the negative coefficient multiplyingn Eq. (19),
3(w'c’|s)/dC decreases during the morning until it reaches Which makes that the evolution ofw’c’|s)/0CE" differs
a minimum value because larger integration periods are confrom the evolution ob (w'c’|,)/dC. Figure8 shows the evo-
sidered and the boundary layer growth is small. In these conlution of the sensitivity to the free atmospheric £@ixing
ditions, the bulk C@ mixing ratio only varies because of the ratio. At early morning, if the initial inversion strength is
surface flux. Then, between 08:00 and 10: UTC dependingiot too small, the boundary layer hardly grows until approx-
on the case, the boundary layer starts to grow faster and thienately 10:00 UTC (see Figda), and the absolute value of
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1. The difference in the boundary layer depth between
these cases is around 1000 m at midday, around 100 %
difference (see Figka).

2. If the boundary layer depth of the control case is
used as correct boundary layer depth for the case with
ye =103Km~1 (wrong estimation/measurement of
the boundary layer depth), an error éhof approxi-
mately 0.8 % is made at midday (compare red and black
solid lines at Fig3b).

7o (K m™1)

3. However, if the sensitivity of the inferred surface flux
to uncertainties in the boundary layer depth is consid-
ered,d(w’c’|s/)dh (not shown), the error made around
12:00UTC iss{w'c’|s) =8h x d{w'c’|s/)dh ~ 1000x 2
10~*=0.2 ppmms?; twice the maximum value of the
observed flux at noon. The same analysis can be made,
with similar results, for the other variables. That is,
although errors on the CBL characteristics may have

small influence on the general evolution®fthey pro-
002 003 004 005 006 007 008 009 01 duce large errors when the inversion modeling is used
o{w’'c!|s)/0C (m s~1) to infer the surface flux because in many cases carbon
- dioxide budget can be dominated by entrainment ef-

Fig. 9. Same as Fig6 for o(w’c’|5)/dC. fects. This result was already pointed out Gulf et

al. (1997 but without studying the analytical form of

the sensitivities.
the sensitivity slightly increases. After 10:00 UTC, the rapid

growth of the boundary layer (regime 2 in Fig).yields to By using the sensitivities of the GOnixing ratio and of the
a faster increase with time of the absolute value of this seninferred surface flux (see Figéand7) and Eq. 13), we ex-
sitivity; that is, the conditions at the free atmosphere are im-tend the analysis for the control case to the contribution of all
portant to infer the C@surface flux. Finally, from midday the variables to the error of the G@nixing ratio and of the
when the boundary layer grows very slowly (see Baj, the  inferred flux by considering hypothetical constant errors of
absolute value of the sensitivity decreases again. This resuthe different variables, (see the first column of Ta®leWe
can appear counterintuitive. The reader can conclude that théind that the contribution of some variables to the erroCon
influence of the errors made in the measurement of morncan be as large as 16 ppm during the early morning, being
ing conditions in the free atmosphere should decrease durinthe largest the contributions éfandhg (not shown). From
the day. However, as it was already mentioned in Sect. 2noon, when the boundary layer is fully developed the contri-
ch is not only the morning value of the free atmospheric bution of each error to the GQnixing ratio error is smaller
CO, mixing ratio, but affects the whole free atmosphere, andthan 2 ppm. Tabl@ also shows the absolute and relative con-
consequently the whole boundary layer evolution. This facttributions of the error of each variable to the total erroCof
can be understood if a case with=0ppmnt!is consid- at 14:00 UTC. The contributions of the errorsfip, and in
ered. In this case, free atmospheric conditions only dependthe free atmospheric conditionﬂ,(anngA) are the largest
on CgA. Consequently, if the boundary layer growth yields to ones. This emphasizes the fact that in reality the errors in all
large entrainment rates, the free atmospheric conditions havée variables can be significant even if their relative sensitiv-
a larger influence on the uncertainties in the determination ofty is small, and vice versa. To illustrate this, we analyze the
the CQ surface flux, and the sensitivity €f* is larger. contribution of error inCq to uncertainties irC during the
It is important to study more in detail the influence of afternoon. As shown in Figt, Co is one of the most impor-
an inexact calculation or measurement of the evolution oftant variables influencing evolution. Co observations can
the boundary layer depth on the inferred surface flux. If be quite accurately measured whereas models results might
the control casey = 3.6 x 103K m~1) and the case with have large errors due to the complexity in modeling the pre-
v =103 Km~1 are compared (black and red solid lines in vious stable boundary layer. Therefore, the modélgdan
Fig. 3) several conclusions arise: be under or overestimated with respect the real value. As a
result, and despite the sensitivity 6fto Cg is the same (see
expressiorb), the observation and model methods produce
different contributions to the error on the @@ixing ratio
during the afternoon.
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Table 2. Absolute and relative contributions of the error on each variable to the total erfooofw’c’|s) at 14:00 UTC assuming hypothet-
ical constant errors of the different analyzed variables. To calculate the values at the third and fourth columns expression (13) is used with
the corresponding value of the sensitivity at 14:00 UTC for the @fixing ratio and the inferred surface flux, respectively.

Variable Hypothetical error  Contribution to the total erro®f Contribution to the total error afw’c’|s)

ppm (%) mgn2s~1 (%)
Co 1ppm 0.109 (2.27) 0.0078 (2.02)
cgh 1ppm 0.890 (18.6) 0.063 (16.6)
C 1ppm - 0.071 (18.5)
Ve 310 3ppmm? 1.304 (27.2) 0.091 (23.9)
ho 50m 1.957 (40.8) 0.138 (36.1)
h 50m 0.273 (5.69) 0.011 (2.88)
(w'c’ls) 0.0186mgnr2s1 0.262 (5.44) -
Regarding the error in the inferred GQurface flux af- Taking into account that ford(w'c’|;)/dCE* and

ter noon, the main contributors ®(w’c’|s) areho, ye, C  §(w/c’|;)dho between 12:00 and 14:00 UTC the larger the
and C{* (see Table2), that can have values as large as poundary layer depth the larger the absolute value of the sen-
0.09mgnT2s™1. Note that this value corresponds to half sitivity, Fig. 9 can be also used to qualitatively describe these
of the maximum measured GQurface flux during the day. sensitivities at this time of the day. The sensitivity of the
The errors during the whole morning are even larger. Duringinferred CQ surface flux to uncertainties in. has also a
the afternoon, when the boundary layer growth is minimal, positive dependence with the boundary layer depth but in a
errors ofh and Co contribute much less to the error of the quadratic form (see EQQ).

inferred CQ surface flux. This analysis stresses the impor- The averaged sensitivity of the inferred €6urface flux
tance of morning and free atmospheric £&nditions are  to uncertainties ik has a more complex behavior. Due to the
important to estimate the surface £@ux by using inverse  dependence of the sensitivity éhand’ (see Eq22), there
techniques. is a minimum in the sensitivity averaged between 12:00 and

While better observing platforms and modeling strategies14:00 UTC that depends on the relatiGr-y. (not shown).
are pursued, the simple set of EQE8)-(23) give an analyti-  For the values o€, y. andho considered here the mini-
cal framework on how to minimize the impact of errors even mum is atAdp = 0.2 K andyy = 0.0028 K nt1.
now. Careful selection of the time of day at which the sur-
face flux estimate is made can help. For instance, E8). (
suggests that the impact of errors in the early morning CO 5 Conclusions and outlook to inverse modeling
concentration will be smaller if we had a very low nocturnal
boundary layerip), and if we sample later in the day (large Based on mixed-layer theory, we have derived analytical ex-
t —1g). In contrast, Eq.23) suggests that surface flux esti- pressions to quantify the dependence of the key components
mation due to errors in observed €@ixing ratios willalso ~ of CO; budget on boundary layer dynamics. Boundary layer
be smallest if we integrate over a longer time, but also whiledepth is the main variable controlling the diurnal evolution of
the CBL depth is low. This fact can be observed in Mg. the CQ mixing ratio. We have quantified the uncertainties in
that shows the sensitivity of the inferred g6urface fluxes the calculations of the C£mixing ratio and inferred surface
to the bulk CQ mixing ratio @(w’c’|s)/dC, contours) and  flux as a function of the boundary layer depth. We have fur-
the boundary layer deptth (red solid lines) both averaged ther extended the study to boundary layer depth driven vari-
between 12:00 and 14:00 UTC for all the studied values ofables like the inversion strength and the stratification condi-
Abp andy,. Take into account that the integration period tions in the free atmosphere.
starts at 06:00 UTC. The smallest sensitivities are found for The diurnal evolution of the carbon dioxide mixing ratio
largeys and Afp, the conditions which produce the smallest has been studied by using observations and mixed-layer the-
boundary layer growth (see Fig). By assessing each term ory during a convective day with low winds. The mixed layer
in Egs. (L8)—(23) under given conditions one could make an model satisfactorily reproduces the observed diurnal evolu-
informed decision on which time of day to use in the integra-tion of the boundary layer depth, potential temperature and
tion. Such an assessment could be made from the model ou€ O, mixing ratio.
put of a global or mesoscale model that includes@@ns- The normalization of the sensitivities has been used to
port, and then be used to inform an inverse estimate. study the relative importance of the boundary layer variables
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on the CQ budget. Regarding the uncertainties in the calcu-

lation of the CQ mixing ratio at midday, these are due 80 % yc

to the uncertainties in the morning G@nixing ratio in the

free atmosphere and 15 % in the mixed layer. The sensitivity AC

to the other studied variableg.( ko, i, w'c’|s) is one order

of magnitude lower. The inferred GQurface flux is mainly

sensitive to the same variables, and to the actual value of the

COy, mixing ratio. Therefore, this study shows that reliable

information about the C&mixing ratio not only near the sur-

face but also in the free atmosphere is needed to reduce the

error in the calculation of the inferred GGQurface flux. CFA C
Regarding the temporal evolution of the sensitivities, ithas z

been shown that most of the sensitivities of theo@fixing

ratio and the inferred surface flux can be qualitatively de-

scribed by the evolution of the GQbulk mixing ratio or of

the boundary layer depth and the integration period. Only the

sensitivity of the inferred C@surface flux to the C@gradi- 0 wcy

entin the free atmosphere evolves with and the sensitivity

of the inferred CQ surface flux to the boundary layer depth Fig. 10. Schematic representations of the vertical profiles of (left)

has a dependence arbut also orC. Its evolution from mid- ~ the CQ mixing ratio and (right) the C® flux of a convective

day depends on the balance between the evolution of the bulRoundary layer as the one studied here in a zeroth-order jump mixed

mixing ratio, C, andy.h (see Eq22). In general, the differ-  layer model.

ent regimes (early morning, growth, and afternoon) of the

boundary layer growth, that depends on the initial inversion ) _ o
strength and the evolution of the surface fluxes, combinedh® Mixed layer equations cannot be just integrated over long

with the integration period explain the evolution of all the time periods. The importance of different processes on the
studied sensitivities. CO, evolution is expected to significantly change at longer

The studied day was well characterized and analyzed ifime scales. Williams et al. (2011 showed that on long
previous research and because of its low advection rates, arfin€ scales (one to three months) the storage and entrain-
high entrainment flux relative to the surface flux. This raisesMent terms of the Cobudget become increasingly insignif-

the question to what extent we can generalize our findings tdcant compar_ed to the surface flux and ad_vection. Due to this
other locations and times. One can assume that the ratio d€&Son entrainment or storage are sometimes neglected when

entrainment to surface flux contribution to €@ixing ratios ~ |ONger time scales are of intere&akwin et al, 2004 Hel-

is important because with a high ratio, a small relative error/iker et al, 2008. This approximation is commonly referred

in entrainment will lead to large changes in £@ixing ra- &S an equilibrium approximation. On shorter time scales a
tios and subsequently to large relative surface flux estimatiof?©n-€quilibrium approximation is sometimes used which ne-

errors if the inverse method is applied. However, by looking 9'€CtS the advection termyi(et al., 2004. Short term and

at the Egs. 18)~(23) it can be concluded that the absolute long term behavior are thus quite opposite which emphasizes

error in estimated surface flux does not depend explicitly onthat it is not appropriate to simply apply the diurnal analy-

the entrainment or surface fluxes themselves. The equatior&S {0 longer time scales. The analysis presented here can
that quantify the surface flux errors are therefore equally’oWever be used to make better estimations about the appli-

valid over all mixed-layer characteristics whether they rep-Cc@bility of nonequilibrium approximation during the day that

resent croplands in summer or shrubs in winter, as long adS investigated.
the mixed-layer equations are applicable. This fact allow us

to apply this study to other typical convective days with low
advection regimes. In a future work, where advection will be
considered, other days with higher g@dvection regimes
will be analyzed.

When using inverse long-range tracer transport modeIsF valent f lati fth h-ord
CO; mixing ratios and estimations of the inferred £&ur- rom Eq. (), an equivalent formulation of the zeroth-order

face fluxes are usually averaged over monthly, seasonal O(I;Iassical mixed-layer theorifénnekes1973 Tennekes and

annual time scales. One major drawbacks of the analysis pré?riedonksll%l) can be derived. The derivation of this equa-
sented here is that it only accounts for daytime evolution oftion reads:

the boundary layer. Mixed layer models cannot describe sta- 4¢

— oh
ble boundary layers occurring during the night and therefore,hy + CE =w'c|s+ CFAE, (A1)

Appendix A

Derivation of the classical mixed layer equation
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that can be written as:

iC  1[— oh
—=—|wd|s+AC— A2

x h[’““ Cat]’ (A2)
whereAC = CPA — C. This is a more widely used form in
mixed-layer theory. Typical diurnal vertical profiles of the
COy mixing ratio (left) and vertical flux (right) are sketched
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