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Abstract

The physical parameterizations implemented in the reference version of the non-hydrostatic
mesoscale model GESIMA (= Geesthacht Simulation Model of the Atmosphere) are presented.
and discussed, namely the turbulent diffusion, the cloud physics, the radiative transfer, and the
lower boundary treatment (energy budget). Three different applications show satisfactory
agreement with either measurements or physical reasoning.

Zusammenfassung
Das nicht-hydrostatische Mesoskalen-Modell GESIMA. Teil Il: Parameterisierungen und An-
wendungen

Die physikalischen Parameterisierungen, die in der Referenzversion des nicht-hydrostatischen
Mesoskalen-Modells GESIMA (= Geesthacher Simulationsmodell der Atmosphire) implemen-
tiert sind, werden vorgestellt und erldutert. Dazu gehoren insbesondere die turbulente Diffusion,
die Wolkenphysik, die Strahlungsiibertragung und die untere Randbehandlung mit Hilfe einer
Energiebilanz. Fiir drei verschiedene Anwendungen ergeben sich zufriedenstellende Uberein-
stimmungen sowohl mit Messungen als auch mit theoretischen Uberlegungen.

be used in a more or less ‘statical’ way as the values
of subgrid scale fluxes would be (and are) calculated
in terms of the variables of the coarse climate
models. This last remark points to an application of
mesoscale models from which progress has come
and further progress is expected not only in short
term predictions but also in climate research:
mesoscale models can be used to a certain extent as
sophisticated intermediate scale models by nesting
into a coarser circulation model. In this way the
range of scales over which the energy flow is
determined dynamically can be considerably ex-
tended.

With the above fields of application in mind
GESIMA has been set up in a highly modular
structure such that the parameterization modules
presented here can easily be replaced by more

1 Introduction

This sequel paper on the nonhydrostatic mesoscale
model GESIMA of Kapitza and Eppel (1992),
subsequently referred to as KE92, describes the
physical parameterizations used as reference imple-
mentations for standard applications.

The rationale behind the specific choices described
below is on the one hand the expectation to have a
versatile tool for attacking problems such as impact
studies on the environment due to existing and/or
projected human activities. On the other hand
climate models need subgrid scale parameteriza-
tions which should be derived from small scale
information not directly available by the coarse-
resolution climate models. Mesoscale models are
expected to bridge this gap. However, it remains to

be seen if the parameterizations obtained from
mesoscale models are sufficient for climate predic-
tions. Still these ‘derived’ parameterizations would

elaborate ones.

In Chapter 2 the description of the turbulence
parameterization is given, followed by overviews of
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the cloud module used (Chapter 3), of the radiative
transfer routine (Chapter 4), and of the surface
energy budget algorithm (Chapter 5). Chapter 6
contains applications. A separate section is devoted
to the procedure of initialization used so far. The
applications are chosen to show the strengths and
shortcomings of the main components of the refer-
ence code. The simulation of an episode of the
@resund experiment gives insight into the perform-
ance of the turbulence parameterization when
applied to a land-sea environment. The calculation
of a sea-breeze event shows how cloud formation is
treated in the model, and finally, the simulation of
heavy metal transport in a coastal area gives an
impression on the capability of GESIMA when
applied to pollutant transport.

2 Turbulent Diffusion

The amount of sophistication put into subgrid-scale
or turbulence parameterization strongly depends on
the time limitations dictated by the computing
power resources available. For the model to run on
a supercomputer, and in order not to unduly limit
the other parameterizations, the turbulence model
is restricted to one additional dynamical equation.
Despite the deficiencies this approximation has, it is
regarded appropriate to catch the essential features
of a dynamically changing turbulent flow field:
advection of turbulent energy by the average flow,
creation of turbulence by shear, creation or destruc-
tion of turbulence by buoyancy, redistribution of
turbulent energy by diffusion, and decay by dissipa-
tion.

The turbulent momentum fluxes are calculated by a
first order closure scheme according to level 2.5 in
the hierarchy of Mellor and Yamada (1974), which
can be written using tensor notation:

Tij :=—(uij’>= Kij (3_1&4_6&}

) 4
k3 [, M)
Y \og ax 9 3x

u{ is the deviation from the mean Cartesian velocity
component in the coordinate direction x;, Ex is the
k-th component of the transformed coordinate
system, and K;; denotes the turbulent momentum
exchange coefficient tensor. For transformation
rules see KE92.

The momentum exchange coefficient tensor K;; is
approximated by only two coefficients, namely a

vertical coefficient Ky = Kiz = K3;(i=1,2,3) and a
horizontal coefficient Kyy =K;; (i,j=1,2). The
vertical coefficient is assumed to be a function of
turbulent kinetic energy, €:

Ky = Colpe™ 2.2)

(co = 0.4). The mixing length /y, is calculated accord-
ing to Blackadar (1962):

I (2) = - —XE 23)
Om 1 4K2

where k = 0.35,and the maximum mixing length A is
chosen proportional to the first vertical moment of
turbulent kinetic energy (Mellor and Yamada,
1974):

Tezdz
A=012

o0

Jedz
0

(2.4)

The stability function @y is taken from Businger et
al. (1971):

1+4.7% forz/L =0
Oy (2) = 028 (25)
(1—15 %) forz/L < 0.

L denotes the Monin-Obukhov length scale. The
scaled height, (z/L), is calculated as a function of the
Richardson number Ri defined by

g 00

Ri=o 982 (2.6)
313
oz Jz
Following Blanc (1982), one has for - 1.5 <Risg
-0.01:

_Z_ - 10(c1 +¢9 +¢3) (2'7)
L
with .
¢, = 0.0284
¢, = 0.9612 (log (—Ri)) (2.8)

¢, = 0.0013 (log (- Ri))%

The coefficients c; are found by fitting a polynomial
to the solution of the inverted equation Ri = £ (z/L)
in Businger et al. (1971).
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For - 0.01 < Ri < 0 one has approximately

_IZ: =1.3Ri (2.9)
and for 0 < Ri £0.20:
2 05
_Izj:—dz—(d;;4d1d3) . (2.10)
1

The coefficients d; are components of a quadratic
polynomial solution of the inverted equation
Ri = f(z/L), given by

d; =22.09Ri - 4.7

d,=94Ri-0.74 (2.11)

d3 = Rl .
The vertical exchange coefficient for heat, for water
in all phases and for passive constituents, Ky, is set
proportional to the coefficient for momentum:

KH3 = PI'_1 KMB' (212)

The factor of proportionality is the inverse of the
Prandtl number Pr (Businger et al., 1971):

;

1+47%
— forz/L 20
0.74 + 47 %
Prl=| L s (2.13)
1.35- (1 -9 E)
for z/L <O.
z 0.25
(1 _15 _)
L

The horizontal exchange coefficients Ky and Ky
are set proportional to the vertical coefficients Ky
and Ky, respectively:

Km =23 K
KHl = 2.3 KH3‘

For applications in the mesoscale- range (pheno-
mena with horizontal scales of at least 10 km) the
aspect ratio, defined here as the ratio between the
vertical and the horizontal length scale, is generally
much smaller than unity. In that case some simplifi-
cations are possible: For the vertical momentum
diffusion terms represented by t;3 fori=1, 2, 3 the
horizontal derivatives in Eq. (2.1) are small com-
pared to the vertical derivatives due to the small
aspect ratio assumption. Therefore, the horizontal
derivatives can be neglected. The horizontal mo-
mentum diffusion terms represented by 7t;; with

(2.14)

i=1,2,3 andj=1,2 are not calculated explicity in
the small aspect ratio case. Instead, a numerical
filter is applied in the horizontal coordinate direc-
tions. This filter is implemented as a second or
fourth order diffusion (controlled by a switch) with
a constant coefficient adjusted such that small scale
noise due to the aliasing effect is suppressed.
Formally, the turbulent momentum flux tensor
becomes asymmetric by this procedure since 73 and
T4, are defined differently than T3 and 7,3. Howev-
er, this is justified as long as the aspect ratios of the
applications considered are much smaller than unity
because horizontal derivatives of 75, and 73, are
used in Eq. (2.18¢) of KE92, while vertical deriva-
tives of 73 and t,; are used in Egs. (2.18a) and
(2.18b) of KE92, respectively. The horizontal ex-
change coefficients Ky are replaced by a horizontal
filter in analogy to the treatment of the momentum
equations. All applications presented in Chapter 6
make use of the small aspect ratio assumption.

The equation for turbulent kinetic energy is simpli-
fied by neglecting the production terms due to
horizontal shear since the horizontal gradients are
weighted by the aspect ratio. These contributions
are assumed to be at least one order of magnitude
smaller than the vertical shear production (Bougeault
and Lacarrere, 1989). The final equation in trans-
formed coordinates is:

E?_t (Ipe) + Vi - (Fe)

Jdu ov 0 (= 2 de
=—J130,— Tt —+—|Jpa.K A
13€ o 26 a aC( % MsczaCJ
_Ipg g 30 __ Ipe®? 215
_@ H3§z _ac Ce lm ( )

(c. = 0.064, o, = 1.0). For details of the coordinate
transformation see KE92. Eq. (2.15) is restricted to
relatively flat terrain due to the small aspect ratio
assumption.

3 Cloud Parameterization

The temporal scales of mesoscale models are
beyond the range on which microphysical cloud
processes take place. Additionally, the spatial scales
do not allow to resolve individual convective clouds.
Therefore, a Kessler type bulk formulation for the
formation of cloud water (q,), rain water (q,) and
cloud ice (q;) from water vapour (q,) (Kessler,
1969) is chosen with extensions from Lin et al.
(1983) and Orville and Kopp (1977). The parame-
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terization is necessarily scale-dependent, and some
assumptions apply. All parameterization formulas
are strictly presented in mks-units.

A parameterization of the microphysical processes
associated with the ice phase is more complicated
than the liquid phase physics. The processes are
highly dependent on the temperature, the local
supersaturation and the forms of the ice crystals. In
the scheme presented here only one effective low
density ice, i.e. snow, is considered. As a conse-
quence, it is assumed that the ice particles grow fast
enough to always have a non-zero terminal velocity.
Differences in form, structure and size of ice crystals
are not taken into account.

For rain drops and snow crystals a size distribution
is assumed according to Marshall and Palmer (1948)
and Gunn and Marshall (1958):

nr(D) = Dgr + CXp (_ LrD) (3 1)
n;(D) = ny; - exp (- ;D)

with the intercept parameters ny, = 8 - 10°m™ and
ng; =3+ 10°m™ n,(D) and n;(D) give the number
of raindrops and ice crystals, respectively, per unit
volume and per unit interval centered around
diameter D. The distribution parameters A, and 2;
are found by integrating the densities of all rain and
ice particles (assuming spherical form for both) over
all diameters and equating the result to their mass
densities pq, and pq;, respectively, which yields

A‘r = (“Er Ny, J‘}‘ﬁ
Pqr

" & 0.2.5
s [n E.nu,J
Pd;

(32)

with the bulk densities of water p, = 1000 kg/m” and
of ice p; = 100 kg/m”.

Cloud droplets and rain drops are assumed to have
the same temperature as the surrounding air.
Therefore, they are not contributing to the energy
transport (Lord et al., 1984). This assumption is in
contrast to Orville and Kopp (1977).

It is further assumed that turbulent mixing in clouds
takes place on a shorter time scale than is resolved
by the mesoscale model leading to a homogeneous
distribution of the cloud components inside a grid
box. Each grid box is either completely cloud
covered or cloud free, an assumption which, at the
moment, restricts the horizontal grid resolution to
at most 5 km for the simulation of episodes with
cloud activity.

The set of equations in transformed coordinates
derived in KE92 (their equations (2.18)—(2.20)) is
modified in order to allow for cloud physics. The
equation for z-momentum ((2.18c) in KE92) re-
ceives an additional term — J pg(q; + q; + q,) on the
right hand side representing the body force arising
from the load with liquid water and ice crystals. The
equation for potential temperature ((2.19) in KE92)
is augmented with a source/sink term + JpQgon the
right hand side representing heating/cooling due to
phase transitions. The exact form of Qgis described
below in more detail. Four prognostic equations for
water vapor mixing ratio qy, for cloud water mixing
ratio q, for cloud ice mixing ratio q;, and for rain
water mixing ratio q,, respectively, are added to the
system:

2 0pg) + Vg (Fq)

= Ve (pZ) + Ve - (Fyjq5) +TpQq;,

i=v,Lri. (3.3)
The first term on the right hand side is the
divergence of the turbulent flux vector, the second
term is the divergence of the sedimentation flux,

and the third term represents sources and sinks. 2,
is defined by

& & & (u’ qf)
EQj =-7 Tix My Ne (v’ q;) : (34)
e (W qj)

F, ; is defined in analogy to the contravariant mass
fluxes F from KE92 as

_ ész
F,;=Tpin,V; (3.5)
CZV]

with the terminal fall velocity V; of quantity q;. Note
that by convention V; is always positive. Cloud
droplets are considered sufficiently small to set V, to
zero. Also, water vapor is a gas and consequently V,
is zero. For rain we use the parameterization of the
mass-weighted mean terminal velocity given by
Kessler (1969): )

- 0.125 0.5
V, =908 (pq‘J (":"j (3.6)
N, p

where py is the sea level reference density. The rain
fall rate R, in mm/h is then calculated from

R, =36 10°q,V, [EJ . (3.7)

Pr
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For the ice crystal terminal velocity V; we use the
parameterization given by Lin et al. (1983), which is

V:gxtuggg” 58)
el \p

with the constants ¢ = 4.836 m! 9t andd=025.T
is the Gamma-function. The snow fall rate R; in
mm/h can be found in analogy to Eq. (3.7):

R, =3.6-10%q;V; (B] . (3.9)
Pi

The transformation rates qu from Eq. (3.3) are
grouped into three temperature ranges: for T > Tj
=0°C cloud water exists and snow melts. In the
range T < Tgy = — 35 °C cloud water freezes instan-
taneously and only ice clouds can exist. In the
intermediate range Ty < T < T, both cloud compo-
nents can coexist and exchange matter and energy.

In order to allow for the coexistence of liquid and
ice phase the supersaturation is determined with re-
spect to water and ice surfaces. The saturation vapor
mixing ratio q; in a grid volume is calculated as the
mass-weighted average of the respective saturation
values over liquid water q S and over ice q;:

q. _ 0.622 (5]
Q9 +9,9" M p-
qQ o i e 1 ] B (3.10)
qr+ qi q° = 0.622 €
B

Empirical formulae for the saturation water vapor
pressure with respect to liquid water, e, and with
respect to ice, e;, are taken from Murray (1967):

17.269(T - 273.16)
T — 35.86 )

21.875(T - 273.16)| (3.11)
T - 7.66 .

with the temperature T given in K.

The physical processes constituting the transforma-
tion rates are depicted schematically in Figure 1 and
their meaning can be found in the List of Symbols.
For the different temperature ranges the following
compositions of source terms for the individual
cloud variables and for potential temperature are
used (pgy = 10° Pa):

Range A: T > Ty

e,;= 610.78 exp [

e; = 610.78 exp[

Qq, = -Qcn +Qrv

Qq, = +Qen -Qrac —Qau —Qsac  (3.12)
Qq = —Qgv +Qrac +Qavu - Qums
Qg = +Qsac +Qms

(Water Vapor )‘JCN—{Cloud Water )

Qpe

Qev Qrw| |Qsac
Qrac
Qau

{ !I [3 LA J
(Rain Water |* QFR = Snow)

Figure 1 Schematic representation of cloud microphysical
processes between the different reservoirs of water (see List
Symbols for definition of the processes).

R
. |L L
Qp= (Pﬂj P {*C‘(QCN“ Qgv) + —Qups| (3.13)
p Cp Cp
Range B: Tyo < T < T
Qq, =-Qcn +Qrv -QpE

v

Qq, =+Qcn -Qrac-Qau -Qsac (3.14)
Qq, = -Qgv +Qrac+Qau -Qpr
Qq; = +Qpg +Qsac + QFr
t L
Qe = [p;.())cp =€ (Qen- Qgy) +
p Cp

L L
+ =2 Qpg + == (Qsac + QFR)] (3.15)
) Cp

Range C: T < Ty,

Q‘]v =~ QDE
Qq‘ = - Qsac— QFW (3.16)
Q- -Qm
Qq; = -~ Qpg + Qsac + Qrw + Qpr
- L L
Qo= (pﬂ]% 5 ape+ 2 (@rw+Om)|.  317)
P Cp p

A description of the individual microphysical proc-
esses grouped into transformation rates and into
adjustment terms follows.

a) Transformation Rates
Autoconversion Rate, Qqy

Autoconversion describes the process of generating
large droplets classified as rain by the fusion of
smaller cloud droplets. Berry (1967, 1968) suggested
a parameterization formula for the autoconversion
rate as a function of the number concentration of
cloud droplets, N [m™], and the relative dispersion
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coefficient of the droplet distribution, v = 0.28, at
initial time. v allows to control the general type of
cloud going to be simulated. The value used here is
valid for maritime cumulus type clouds. In principle
v gives only the initial relative dispersion of the
droplet spectrum, but for simplicity we assume it to
be a constant throughout the simulation time.
Berry’s relation is

Qay = 13_. (10°pqy) . (318)
10°p ¢, , 00266 10 _N
v 10°pq

The cubic dependence of Q 5y on the cloud water
content g, results from solving an equation for the
time development of a cloud droplet spectrum. The
influence of the composition of the air mass on the
number of cloud droplets N is taken into account by
using an iterative procedure to determine N, which
is described in detail in Jacob (1991).

Evaporation of Rain Water, Qpy

According to Ogura and Takahashi (1971) the
evaporation rate for rain drops is

(1——] (10°pg,)"
1 9

0.41 - 10 (319)

107%¢,

54.10° +

Depending on their terminal velocity and the
amount of subsaturation rain drops are evaporating
partly or completely while falling into subsaturated
regions. This process is taken into account in Eq.
(3.19) through the ventilation factor f,:

f,=16+057: V23, (3.20)

where Kessler’s (1969) terminal fall velocity for rain
drops (Eq. (3.6)) is inserted. An additional coeffi-
cient f; in the original formula of Ogura and
Takahashi (1971) is dropped since the falling parti-
cles consist of water for which f; = 1. f; represents
the terminal fall velocity reduction of ice particles
compared to rain drops of the same size.

Freezing of Rain Water, Qpg

The rate equation for raindrop freezing is based on
the work by Bigg (1953). The formation of ice
particles is considered due to immersion freezing,
i.e. nucleation of a supercooled droplet by an ice

nucleus suspended in the droplet. The freezing rate
(see Lin et al., 1979) is written as

Pu (A T0-T)

Qg = 20%*B’ng -1)- A7, (3.21)

with the constants A’ = 0.66 K™ and B’ = 100 m s .

Freezing of Cloud Water, Qrw

At temperatures below ~ 35 °C the total amount of
cloud water is freezing homogenously and instanta-
neously to ice (Lord et al., 1984):

Q
Qpw = 2~ 3.22
W = (322

where At is the time step of the model.

Melting Rate, Oy

Below the melting level the melting rate is depend-
ent on the temperature and the saturation mixing
ratio according to Lin et al. (1983). This allows the
melting process to be slow. It may even take a few
time steps of the model. In contrast to Lin et al.
(1983) we neglect the increase of the melting rate
due to accreted water. The resulting formula is:

—21tn0i

Qus =

[Ka(T - To) - LW pa; - q)]
Prr (323)

1078272 +0318%3F (d_tij (L)O'S (@jo'zs A+ s)/z} .

2 Vi P

The two terms in the first pair of brackets on the
right hand side describe the diffusion of heat to the
surface of the crystal with Ty=0°C and the
diffusion of water vapor away from the surface of
the crystal, respectively. Both of them are modified
with a ventilation coefficient for snow flakes, the
factor being equal for heat and mass. The parame-
ters are given in the List of Symbols.

Rain Accretion Rate, Qp 4

Coalescence of rain drops with cloud droplets
increases rain water and ¢iminishes cloud water.
The time development of the coalescence is para-
meterized following Kessler (1969):

Qrac=6.96- 107*En;*q,(10°p q,)* 875(‘;") (3.24)

E, = 1 is the collection efficiency of rain for cloud
water, and ng, is the intercept parameter of the
Marshall-Palmer drop size distribution function.
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Snow Accretion Rate, Qg4

Accretion of snow by cloud droplets will increase
the snow content. According to Lin et al. (1983) we
have for the accretion rate:

nEgny; Cr;(3d+ d) q; (@JO'S. (3.25)
4r7" P/

Eg =1 (Schlamp et al, 1975) is the collection

efficiency of snow for cloud water. Accretion of rain

water by snow is not taken into account. Above the

freezing point, collisions of cloud droplets with
snow flakes initiate melting.

Qsac =

b) Adjustment Terms
Condensation and Deposition, Qcy and Qpg

The calculation of the amounts of water vapor to be
transformed to cloud water and/or ice follows a
method described by Lord et al. (1984). After all
transformation rates described above have been
applied to the cloud variables an adjustment scheme
modifies the amounts of water vapor, cloud water
and cloud ice such that within an existing cloud the
environment is saturated, and in cloud-free regions
any supersaturation initiates a cloud. All phase
changes are assumed to be isobaric. The exact
amounts of water vapor to be condensed to water or
deposited to ice are determined with a discrete
Newton method. For a trial step size of water vapor
change the corresponding temperature and satura-
tion vapor mixing ratio changes are calculated. The
resulting mismatch is used to determine a correc-
tion, after which a new iteration is started. Experi-
ence shows that 3-5 iterations are sufficient.

For the temperature range B a special assumption is
necessary which specifies how the available water
vapor change is distributed between liquid water
and ice. Following Lord et al. (1984) we assume for
supersaturated conditions a linear dependence of
the production terms on the temperature:

T-T
Aq;=-Ag, [—OOJ

Ag;=—-A 0
. b TO - TOO .

For subsaturated conditions we assume that the
evaporation process is much faster than sublima-
tion. This is realized by enforcing that first only
liquid water evaporates. If all cloud water has been
removed and the cloud environment is still subsatu-
rated, sublimation of ice starts. Given the incre-

ments found from the iterative adjustment proce-
dure the production rates can be written as:

Aq
Qen= -A_t!
(3.27)
L |
DE A[

The parameterization scheme has been tested in
different environments. Simulations of clouds and
rain in the vicinity of Hawaii (Joint Hawaiian Warm
Rain Project), of warm maritime tropical cumulus
clouds during GATE (GARP Atlantic Tropical
Experiment within the intertropical convergence
zone), and of organized convection in mid-latitudes
during KonTur (Convection and Turbulence Exper-
iment over the North Sea) demonstrated that the
cloud parameterization describes the evolution of
precipitation well. Details are documented in Jacob
(1991) and in Levkov et al. (1986, 1989).

4 Radiative Transfer

A radiative transfer scheme to be used in a meso-
scale model is expected to supply realistic heating/
cooling rates at an affordable computational ex-
pense. Therefore, in the long-wave spectral range
the radiative transfer equation is solved in the
simple two-stream approximation. In the short-
wave range only the scattering process is taken into
account resulting in a simple parameterization of
the solar flux at the surface. This is justified by the
dominance of the scattering effect over that of
absorption (see discussion below).

Apart from the simplifications needed for the
derivation of the two-stream approximation (path
elongation factor, scaling method, broad band
approximation) the module implemented currently
in GESIMA is to be considered as preliminary since
short-wave scattering and long-wave absorption due
to the presence of trace gases other than water
vapor are not yet taken into account. Also, heating/
cooling rates at cloud top levels due to absorption
processes in the near-infrared spectral region are
neglected. As these processes are found to be
important under certain weather conditions (Mous-
siopoulos, 1987) an extended module is being
prepared for implementation. The detailed descrip-
tion of the current scheme can be found in Bakan
(1994).

a) Short-Wave Radiation

In the short-wave spectral domain only the solar
flux at the surface is considered. This flux enters the
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surface energy budget described in Chapter 5. The
solar flux is found from the position of the sun and
from either the amount of cloud cover or from the
liquid water path. The zenith angle, ., , of the solar
energy-flux vector impinging on a horizontal surface
is determined by the relation:

08 ({yeq) = sin (@) - sin(d) +
+cos (@) - cos (8) - cos (tg)  (4.1)

where @ is the geographical latitude, and 6 denotes
the declination of the sun which is a function of the
day Ny in the year:

. . . 27

sin (8) = sin(g) - sin | Ny =——|. 4.2

() = sin(e) - sin Ny 2% (42)

¢ = 23.45° is the angle of the ecliptic of the earth,
and Ny is counted in days after the start of spring
(March 21st). The local hour angle ty is defined to
be 0° at noon and 180° at midnight. It is related to
the local time t;, (given in hours) by

ty = (tp - 12) - . 43

g = (- 12) T (4.3)
Sunrise and sunset times can be found by setting
Cen = 90°in Eq. (4.1).
According to Kasten and Czeplak (1980) the solar
radiation flux S, reaching the surface can be written

So=(o-p-5) Ty, (4.4)

with Sg =950 W/m? S; =30 Wm?, 1 =cos ({uen),
and the shortwave transmission function T;. The
original value of S;= 910 W/m? given by Kasten
and Czeplak (1980) has been derived from data
taken at a suburban area of Hamburg. Since a lower
turbidity is anticipated in most of the ap}zalications of
GESIMA a new value of 950 W/m* has been
determined from recent measurements near the
North Sea coast (Claussen, 1988).

For applications without explicit cloud parameteri-
zation the transmission T, is given by Kasten and
Czeplak (1980) as a function of the fractional cloud
cover N (0 < N, < 1) to be supplied from observa-
tions or any other means:

T, =1-075 N>*, (4.5)

If cloud development is calculated according to the
parameterization presented in Chapter 3 the trans-
mission function is formulated following Stephens
(1978):

T,=—1 | (4.6)

where 1, is the optical thickness of the cloud, and B
denotes the effective backscatter coefficient given
by Stephens (1978) in tabular form as a function of
T, and p. Here, for simplicity, we use an approxima-
tion given by Bakan (1994):

B, ~ 0.08 - p°. 4.7)

The optical thickness 7, is given by Stephens (1978)
as a function of the liquid water path L,

1, = 1.8336 - [Ig (10°L,)**. (4.8)

L, is found by integrating the cloud substance
densities from the surface to the model domain top:

JP p(q+q +qy) dz. (4.9)

surface .

L, =

p is the density of the reference atmosphere, and
qy; are the mixing ratios for cloud liquid water,
cloud ice, and rain, respectively (see Chapter 3).

For a cloud of L, =0.05 kg/m2 and p= 0.5 we get
1, =14.77 and T, = 0.37. That is, even for a thin
cloud not expected to generate any significant
amount of rain the scattering effect results in a solar
flux reduction at the surface of 63 %. Considering
also absorption can add only a much smaller effect
to the surface flux reduction, although it may
change the heating/cooling rates at the cloud top
significantly.

b) Long-Wave Radiation

In the infrared spectral region the radiation transfer
equation is given by

dL
2 = o(Ly-La,p)
0z

(4.10)
where p = cos (§,.,). L) denotes the spectral radia-
tion density, L, g is the source term expressed by
the Planck function. The spectral extinction coeffi-
cient, o, also depends on pressure (height) and
temperature.

L, is a function of the zenith angle, the azimuth
angle, and of height. The two-stream approximation
transforms Eq. (4.10) into a set of two equations,
one for the upward radiation flux F¢, and one for
the downward radiation flux F|. The transfer
equation for Fq is found by multiplying Eq. (4.10)
with | and integrating over the upper half-space
(0 £p <1) resulting in:
dF¢

—=-B o(F+-B)

= (4.11)
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with the definitions

1 1
Fr(2) = plady, B=[plipde  (412)
0 4]

and the approximation

1 1 >
oL 1 oL
2 A A
O gy = L [ gy, 413
{” z Bgu oz (413)

The path elongation factor B takes into account all
non-vertically propagating radiation. According to
Elsidsser (1942) it is set to 1.66.

Approximating the Planck source term B(z) as
linear function of height, z,

B(z) =B +B,(z-z). (4.14)
Eq. (4.11) can be solved analytically:
F{=F1e "%+ B* -
_pePor_ B (1 - P2, (4.15)
Bo

Similarly, by integrating Eq. (4.10) over the lower
half-space (0 2 p > 1) one finds a transfer equation
for the downward spectral radiation flux F | :

Fi=FjeP'®+B -
_prePom, ;3_2 (1 - ePo), (4.16)
(o]

In this approximation upward and downward fluxes
are only coupled through their values at the upper
and lower boundaries.

The mean spectral heating rate in the layer is found
from Eqs. (4.15) and (4.16) by calculating the diver-
gence of the net flux Fy:

aT
at

| . i

spectral pc p dz

1 Fi-F)-(FI-F))

4.17
pCy Az .17

In order to get reliable upper model boundary
fluxes ten additional model layers are added on top
of the computational domain during the 1-dimen-
sional initialization phase of a model run. Using
Fy(z5.) =0 as a boundary value, the downward
flux at the “true” domain top is calculated for a
reference atmosphere. This value is taken as a
constant upper boundary value in the subsequent 3-
dimensional run.

In order to evaluate the integral over wave numbers
a set of spectral intervals is specified where the
transmission functions can be approximated realisti-
cally (see Rodgers and Walshaw, 1966). In the
window region with wavelengths between 8.33 pm
and 11.11 pm only the continuum absorption and
liquid water absorption are considered.

Following the work of Roberts et al. (1976) and
Hollweg (1989), the mass absorption coefficient
Ocont 1S approximately given by

Gont = 0.96 - G, €Xp (@ - 6.08) [m’kg™]. (4.18)

For the extinction coefficient of liquid water, results
of Buykov and Khvorostyanov (1977) suggest a
wavelength independent value of:

64 = 50 [m*kg™). (4.19)

The Planck function in the window region is
approximated by '

B, (T) =(0.24 - exp (0.0163 - T) —3.934) [Wm™],
(4.20)

where the coefficients are found from a least
squares fit of the true Planck function.

Outside the window region water vapor and liquid
water absorption are considered. Currently, the
influence of CO,,O5 and other trace gases is
neglected due to their small contribution to tropo-
spheric heating rates. The transmission T is approxi-
mated by a sum of exponential terms adjusted to the
results of a statistical band model (see Rodgers and
Walshaw, 1966) by tuning the weights a :

m

Na
Tm) =3 ae* (4.21)
k=1
m is the absorber mass, and N, is the number of
intervals chosen with the corresponding mass ab-
sorption coefficients by. The volume absorption
coefficients are found by multiplying with the water

vapor density p,. The weights and absorption
coefficients used in GESIMA are listed in Table 1.

Table 1 Weights and absorption coefficients for seven expo-
nential terms. :

k ag by [m?/kg]

1 0.0137 4285.0

2 0.0139 605.3

3 0.0994 85.5

4 0.1512 12.08

5 0.1655 1706

6 0.0922 2.410 - 10-1
7 0.4461 3.404 - 10-2
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5 Surface Energy Budget

The calculation of fluxes at the surface is based on a
bulk formulation in which latent heat fluxes are
calculated by a simple force-restore method, and the
sensible ground heat flux is determined by solving a
diffusion equation.

Within the first grid box above the ground the flow
is assumed to be in equilibrium with the underlying
surface. The surface fluxes, which force the turbu-
lent flow, are evaluated by the requirement that no
energy and no mass is stored at the interface
between atmosphere and ground. Hence, for the
energy fluxes,

Qrag + Quat + Qgens = Qground- (5-1)

The fluxes are considered positive when directed
upward. Q_,q is the sum of the energy flux densities
due to short- and long-wave radiation:

Qua=-So(l-0a)-F g +e.6, T (52

where o and g, are the albedo and emissivity of the
surface, respectively. The albedo for a land surface
is assumed to be a constant parameter dependent
only on the land-use characteristics. For a water
surface o depends on the zenith angle ., of the sun
according to the relation (Claussen, 1988):

Olgea = 0.25-0.23 - cos (C,en) - (5.3)

The solar radiation is denoted by S, and the
longwave counter radiation by F g. Sy is found
from Eq. (4.4) as discussed in Chapter 4. F 5 is
calculated from the two-stream approximation of
the radiation transfer equation as explained in
Chapter 4. Tg is the temperature at the air/ground
interface.

Qj; and Qg are the energy flux densities due to
turbulent transports of latent and sensible heat,
respectively:

Qgens = pcpchu (z1) (O - ©(z4)) (5.4
Qpat = pLCWquu (Zl) (qu, G~ qv(zl)) (5.5

where p is the density of the air, u(z,), ©(z1), q,(zy)
are the velocity, potential temperature, and water
vapor mixing ratio at the lowest model level above
the surface, respectively. ¢, is the specific heat
capacity of the air at constant pressure, and L is the
latent heat of evaporation. C, and C4 are the
transfer coefficients for heat and moisture, respec-
tively, to be defined later in this section.

W, is a so-called wetness factor. For bare soils, w, is
supposed to be equal to the soil moisture availabili-
ty m,, (see Claussen, 1988). m,, is the ratio of actual
and critical depth w, of extracted liquid water that a

thick upper layer of soil is capable of holding before
the soil is saturated. m,, is related to the water vapor
mixing ratio q, ¢ and the saturation mixing ratio
Qys, G at the ground by

Qv,g =My + (1 - mw) qv(zl)~ (56)
Here, m,, is computed by a simple force-restore
method:

amw . Qlat/LC P (X.c (1 mw)

ot WkPw pw
0<mgl (5.7

(compare with Deardorff, 1978). p, is the density of
water, o is a capillarity factor which is basically
used to control the water flux from a water table
into the upper soil layer. P is the precipitation mass
flux. Over vegetated areas, w, can be restricted by a
finite surface or canopy conductance g, where (see
Deardorff, 1978)

Wem— 2 (5.8)
gs + cqu(zl)

For g; a simple model is used:

gs = 818(So) &(8q,) g(T (z1)) g(m,) (5.9

where g, is the maximum surface conductance which
depends on the type of vegetation. The values of g;
are taken from Wilson et al. (1987). For wet leaves g,
is assumed to become infinitly large. The other
terms on the right-hand-side of Eq. (5.9), which vary
between 0 and 1, account for the reaction of the
stomata of plants to solar radiation, water vapor
deficit 8q,, actual air temperature T(z;) and soil
moisture, respectively. Here, it is assumed (as a very
first approximation) that all plants show the same
behavior with respect to their stomata, except for
the extreme values g;. The explicit functional de-
pendence of these terms is given in Dolman (1987),
who evaluated the evaporation over an oak forest.

The turbulent momentum flux is parameterized as

1 = pCqu(zy)>. (5.10)

The transfer coefficients in the Egs. (5.4), (5.5), and
(5.10) are computed from:

(5.11)

Caha=) In [Z_F] In (z_P)
L0 Zoh
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where Fnq are the stability functions after Louis
(1979):

1

EE—aSa— stable
1+ 4.7 Ri
Fang={ " 94"R, (5.12)
1- A unstable
1+CmmqV|Rﬂ

with the coefficients

2 [z
Cm,hg = Com,hg —Kz : Z_p (5.13)
Zy

and the constants gy, = 7.4 and ¢y = Coq = 5.3.
There is a slight inconsistency in using Egs. (5.10)-
(5.13) instead of integrating for example

WU _U g (E) (5.14)

0z Kz

directly and solving for u. by iterating. However,
this inconsistency is believed to be small since Louis
(1979) derived his analytical formulas using @,
with the objective to avoid the. iterations. His
comparisons with the iterative results show very
good agreement for unstable atmospheric stratifica-
tion. In the stable regime any turbulent transfer is
clipped off for bulk Richardson numbers larger than
0.25.

z, is the reference height of the transfer coefficients
according to Claussen (1990):

In [Z_PJ =1 | (Z_) dz’, (5.15)

Zy) Az 4 Zy

where Az is the thickness of the lowest atmospheric
layer of the model.

The roughness length z is assumed to be a constant,
except for water surface, where z, is parameterized
by using the Charnock formula (Charnock, 1955)
together with Wu’s (1982) constant:

2
25= 00185 - == (5.16)
g
The roughness lengths zyy o depend on the surface
characteristics. Following Brutsaert (1979) and Hicks
(1985), over surfaces covered with a vegetation or
with similar porous or fibrous roughness elements,
In(zy/z¢y, 4) is approximately a constant,

ln[ “0 ] =23, (5.17)

Zoh,q

whereas over surfaces with bluff roughness ele-
ments In (zy/zgp,q) depend on the friction velocity u.
and z,:

In [—ZL] = ahq (unzg)™ -2 (5.18)

Zon,q

with the constants a; = 39.53 and a = 36.34.

The heat flux Qoung into the water is taken as the
residuum of Qg + Qgens + Quar- The water tempe-
rature is assumed to be a constant Tg = T where T
is a prescribed value. The conductive heat flux into
the soil is

Qground =—M (alJ (5.19)
0z z=0

where Ay is the heat conductivity and T the actual
temperature of the soil. The soil temperature is
computed from the linear diffusion equation

2
o _ 0T (5.20)

with k as temperature diffusivity.

The surface temperature T which corresponds to
the balanced fluxes is found by applying an iterative
scheme (discrete Newton). The soil layer is discre-
tized in 4 levels with geometrically increasing
thickness between 1 cm and about 1 m. The tempe-
rature diffusion in the soil is calculated with a semi-
implicit method in order to avoid excessively small
time steps due to the small thickness of the
uppermost layer (1 cm). The algorithm is the same
as for the vertical diffusion in the atmosphere
described in KE92,

Finally, the dry deposition of trace metals is
evaluated from the turbulent flux of the substance
in question by

F,=-pCsu(zy)s(zy), (5.21)

where s(z;) is the mixing ratio of the substance in
the lowest model level above the surface. Implicit in
Eq. (5.21) is the assumption that the surface or
stomatal resistance against small particles is negligi-
bly small (see Voldner et al., 1986); hence, the mean
concentration of particles at-the air/ground inter-
face should be zero. The transfer coefficient C; is
the same as for temperature, Cy,, except that zg, is
replaced by a new roughness length zy. z(s is
computed frdm the resistance due to the viscous
sublayer, r,,, by the relation

Zops

In [Z—Oj = KUaTp. (5.22)




26 D. P. Eppel et al.

Beitr. Phys. Atmosph.

Values of r, for different land-use categories can be
found in Voldner et al. (1986). In principle, 1y, is a
function of both atmospheric stability and surface
roughness resulting in typical diurnal and seasonal
cycles: During the day under convective conditions
the mixing is much more efficient resulting in
smaller resistance compared to the night. According
to Voldner et al. (1986) the difference is approxi-
mately a factor of 2. The seasonal difference reflects
the change of aerodynamical roughness due to snow
cover and/or changed vegetation. For winter Voldn-
er et al. (1986) give values of up to one order of
magnitude higher than for summer. In GESIMA,
only the seasonal differences are taken into account.
GESIMA uses a total of 19 different surface classes
given in Table 2. The values of the corresponding
characteristic parameters for summer and winter
conditions (snow covered ground) are listed in
Tables 3 and 4, respectively.

Table 2 Surface classifications

Type Description
1 North Sea (depth > 10 m)
2 North Sea (depth < 10 m)
3 Baltic Sea
4 Lakes
5 Coniferous forest
6 Mixed forest
7 Deciduous forest
8 Agricultural area (clay, marsh)
9 Agricultural area (sand, moist)
10 Agricultural area (loam, bushes)
11 Agricultural area (sand)
12 Sandbank (dty at regular high tides)
13 Shoals (sandy)
14 Shoals (mixed)
15 Shoals (muddy)
16 Heath
17 Peat mould
18 Urban area
19 City

Table 3 Surface characteristics used for summer simulations.The table entries are: a) temperature
diffusivity [10‘6 m2/s], b) heat capacity [106 J/(Km3)] (note that A, =a*b), c) emissivity €,
d) albedo o (“cal” means calculated from other variables), ¢) roughness length z, “cal” means
calculated from other variables) [m], f)field capacity wy [m], g) capillarity o [kg/(m? s)],
h) switch for calculation of zgp, g, see Chapter 5 for details, i) maximum evaporation conductivity
g1 [m/s], j) surface resistance for lead particles ry, [s/m].

Type a b c d e f g h i j
1 014 42 0.95 cal cal 1.0 1.0 1 0.0 0.0
2 014 4.2 095 cal cal 1.0 1.0 1 0.0 0.0
3 014 42 0.95 cal cal 1.0 1.0 1 0.0 0.0
4 014 42 0.95 cal cal 1.0 1.0 1 0.0 0.0
5 070 2.5 095 0.15 0.75 0.01 0.008 0 0.023 190.0
6 070 2.5 0.95 0.15 0.75 0.01 0.008 0 0.023 155.0
7 070 2.5 0.95 0.15 0.75 0.01 0.008 0 0.023 130.0
8 056 2.1 0.95 0.25 0.07 0.01 0.008 1 0.040 400.0
9 074 29 0.95 0.25 0.17 0.005 0.003 1 0.040 400.0
10 073 21 0.95 0.25 0.20 0004 0,002 1 0.040 400.0
11 084 2.1 0.95 0.25 0.71 0.003 0.001 1 0.040 400.0
12 084 21 0.90 0.30 0.0004 0.002 0.0009 1 0.0 270.0
13 079 3.2 0.89 0.12 0.0004 1.0 1.0 1 0.0 100.0
14 051 35 0.91 0.12 0.0004 1.0 1.0 1 0.0 100.0
15 045 3.7 0.93 0.12 0.0004 1.0 1.0 1 0.0 100.0
16 070 2.5 0.95 0.15 0.35 0.003 0001 O 0.024 260.0
17 045 31 0.95 0.15 0.07 0.008 0.006 1 0.024 270.0
18 1.0 2.0 0.90 0.20 0.80 0003 0.001 1 0.0* 270.0
19 1.0 2.0 090 020 1.2 0.002 0.0009 1 0.0 270.0

6 Applications

In this section several sample applications are
documented which test the performance of the
complete model system. The first (@resund-Experi-

ment) focuses on the evaluation of the turbulence
parameterization and shows a comparison of turbu-
lence related quantities with aircraft data. The
second example (sea-breeze over Schleswig-Hol-
stein) shows the interaction of two sea-breezes
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Table 4 Surface characteristics used for winter simulations. The table entries are the same as in

Table 3.

Type a b c d [ f g h i j
1 014 42 0.95 cal cal 1.0 1.0 1 0.0 0.0
2 014 4.2 095 cal cal 1.0 1.0 1 0.0 0.0
3 0.14 4.2 095 cal cal 1.0 1.0 1 0.0 0.0
4 014 4.2 095 - cal cal 1.0 1.0 1 0.0 0.0
5 070 2.5 0.95 0.60 0.50 1.0 1.0 0 0.0 1400.0
6 070 2.5 0.95 0.60 0.50 1.0 1.0 0 0.0 1400.0
7 070 2.5 0.95 0.60 0.50 1.0 1.0 0 0.0 1400.0
8 0.56 2.1 099 0.70 0.001 1.0 1.0 1 0.0 1400.0
9 074 29 099 070 0.01 1.0 1.0 1 0.0 1400.0
10 0.73 21 099 0.70 0.01 1.0 1.0 1 0.0 1400.0
11 0.84 2.1 099 0.70 0.01 1.0 1.0 1 0.0 1400.0
12 0.84 21 099 0.80 0.0001 1.0 1.0 1 0.0 1400.0
13 079 3.2 0.99 0.80 0.0001 1.0 1.0 1 0.0 1400.0
14 051 3.5 099 0.80 0.0001 1.0 1.0 1 0.0 1400.0
15 045 3.7 099  0.80 0.0001 1.0 1.0 1 0.0 1400.0
16 070 2.5 095 0.60 0.01 1.0 1.0 0 0.0 1400.0
17 045 3.1 095 0.60 0.01 1.0 1.0 1 0.0 1400.0
18 1.0 2.0 095 040 0.80 1.0 1.0 1 0.0 1600.0
19 1.0 2.0 0.95 0.40 1.2 1.0 1.0 1 0.0 1600.0

developing on opposite sides of a narrow land mass.
The convergence zone will be traced by the cloud
development, which is compared to a satellite
image. The third application shows an example of
passive constituent transport (lead). The details of
all three examples are published elsewhere, so only
the main aspects will be presented here. The
@resund case and the lead transport case were
calculated with the cloud module turned off since no
clouds were observed in both cases. All other
parameterizations were used as described in Sec-
tions 2-5. First, a brief summary of the initialization
process is given.

6.1 Initialization

In order to start a simulation a completely known
initial state is needed. It is not recommendable
(although possible) to pre-specify the full 3-dimen-
sional fields of all prognostic variables since in
general they will not be in balance with the discrete
dynamical equations. It is possible to find the
balanced state by simple running the model until a
steady state is reached. But this is prohibitively
expensive with the 3-dimensional model. Therefore,
an alternative approach is used: The 3-dimensional
model is initialized with a horizontally homogene-
ous state resulting from a 1-dimensional pre-run.
Since inertial oscillations are a main component of
the 1-dimensional physics the 1-d run has to
simulate several days in order to reach equilibrium.

For flat topography the resulting profiles of the 1-d
run can be inserted and distributed horizontally into
the 3-d domain. If variable topography is present
the potential temperature is interpolated to the
proper height. The velocities are transformed into
mass fluxes through the lateral grid box faces for
one reference column. Subsequently, these fluxes
are shifted through the domain which automatically
satisfies the continuity equation in the 3-d domain
(see KE92). All other variables are injected without
interpolation.

This procedure generates fairly small disturbances
at model start time which damp out within 1 or 2
hours of simulation. Therefore, a gradual buildup of
topography (diastrophy) is not necessary. However,
it should be kept in mind that this simple initializa-
tion method is unsuitable for steep topography since
it generates small accelerations proportional to the
slope of the grid lines. Instead, a more sophisticated
initialization is necessary in that case.

6.2. Oresund-Experiment

The @resund-Experiment took place in May and
June 1984, Details of the campaign are described in
Gryning (1985), and the data are available in a data
base (Mortensen and Gryning, 1989). The @resund
site, which is the sea area separating Denmark and
Sweden, was chosen jn order to get insight into the
turbulent structure and transport properties of air
masses flowing from land over water to land.

|
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For comparison with GESIMA simulations the
episode of June 5, 1984 was chosen, as detailed data
of turbulent quantities were taken during this time.
Since the synoptic situation during the day was
essentially stationary with a constant easterly wind
blowing till late in the afternoon a constant geos-
trophical forcing at the upper boundary of the
model domain was prescribed. No cloud develop-
ment was reported. Moreover, since the flow was
almost perpendicular to the coast lines showing
little variation in cross-wind direction the calcula-
tions were performed on a 2-dimensional grid.
40 grid points were used in the horizontal with a
constant spacing of 2 km. In the vertical 26 grid
boxes were used with variable heights ranging from
6 m at the surface to 500 m at the top which was
fixed at 6 km. The water of the @resund was
simulated with grid boxes 19-28, the city of Copen-
hagen was located at 14-18, while the remaining left
and right areas were classified as farmland. Further
details can be found in Mengelkamp (1991).

Figure 2 shows the simulated wind speeds at differ-
ent heights and two selected times together with
some measurements. The response to surface rough-
ness and heating shows an acceleration as soon as
the wind passes the Swedish coastline due to
reduced surface friction over water. A deceleration
follows when the Danish land mass is encountered.
Near-surface winds decelerate even before the
coastline is reached. This effect, also known from
observations, is caused by the non-hydrostatic pres-
sure perturbation gradient which develops when air
flows from smooth to rough surfaces. The lowest
values occur at the downwind end of the high-
roughness area of Cogenhagen.

Near-surface winds over water vary in time. During
night (0300 CET) a continuous downward momen-
tum flux results in a steady acceleration reducing
the vertical wind speed gradient in downwind
direction. During daytime (1200 CET) a stable layer
has formed over the cold water surface. The
atmosphere above this layer is decoupled from the
surface and a lower drag results in a continuous
wind speed increase. Inside the stable layer, wind
speeds gradually decrease because the momentum
transfer from above into the surface layer is
prevented. Simulation and measurements show an
increase of the vertical gradient of wind speed over
water in downwind direction.

For the situation simulated and for daytime condi-
tions, a boundary layer structure as shown in
Figure 3 is expected. A warm, well-mixed air mass
moves from a heated land surface over cooler water
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Figure 2 Horizontal profiles of wind speed in the East-West
direction at different heights (Bottom to top: 3, 10, 20, 33, 60
and 210 m). Measured data are shown at 10 m (squares),
100 m (dots) and 200 m height (triangles).
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Figure 3 Sketch of turbulence regimes over a land-water-
land area with a cold water surface.

onto a second heated land mass with urban surface
characteristics. Then a stable internal boundary
layer (IBL) forms over water and interacts with the
unstable IBL over the city area downwind. Above
the stable IBL a transition layer is characterized by
decaying turbulence.

As an indicator for turbulence intensity the dissipa-
tion rate closely reveals the surface roughness
distribution. Figure 4 shows the simulated dissipa-
tion rate at different heights together with aircraft
measurements. In 14 and» 40 m height, an abrupt
decrease as the air encounters the water surface is
followed by a constant dissipation rate inside the
stable layer. The transition layer above is character-
ized by a continuous decrease until the unstable IBL
over the city area is intersected. Airplane measure-
ments performed at 270 m altitude show the overall
distribution of turbulence intensity and also its
amount in excellent agreement with the simulation.
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Figure 4 Horizontal profiles of the dissipation rate at
different heights (top to bottom: 14, 40, 80, 180 and 320 m).
The dotted line represents airplane measurements at 270 m.

TOPOGRAPHY

Figure 5 Perspective view of the used orography. The
horizontal resolution is 5 km. The maximum elevation is
130 m.

The mixed air is characterized by a high turbulence
intensity, decaying turbulence is observed in the
transition layer as well as a minimum immediately
before an abrupt increase when the unstable IBL
over the city is intersected. This point is shown
roughly 6 km downwind from the Danish coastline.
During night-time (not shown), when a near neutral
surface layer developed over water, an increase of
the dissipation rate near the surface was simulated
in accordance with an increasing wind speed.

The dip occurring in the simulation immediately
before the air encounters the Copenhagen area
(gridpoints 18-20) reflects a blocking effect typical
for flow from a smooth to a rough surface. In an
otherwise identical simulation (not shown here), a
horizontal resolution of 500 m was used in an area

SURFACE CLASSIFICATION
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Figure 6 Distribution of surface classes from Table 2 in the
solution domain. For clear contrast only 5 classes are
displayed: Class 1 (‘water’) contains surface categories 1, 2,
3, 4,12, 13, 14 and 15 (flood conditions); class 6 (‘forest’)
contains surface categories 5, 6 and 7; class 10 (‘agricultural
land, humid’) contains surface categories 8, 9 and 10; class 16
(‘dry soils’) contains surface categories 11, 16 and 17; class
19 (‘urban areas’) contains surface categories 18 and 19.

of 2 km to both sides of the water-city transition.
With this much finer resolution the same behaviour
was found stretched over more grid points.

6.3 Sea-Breeze Simulation

The basic dynamics of sea-breeze formation is well
understood and will not be repeated here (for
overviews and references see Atkinson (1982) and
Pielke (1984)). However, due to the complicated
land-sea distribution over northern Germany it is
not a priori obvious what kind of flow pattern
develops given the external forcing.

The solution domain roughly extends from 7° east
(island of Norderney) to 11° east (Liibeck) and from
52° north (Bremen) to 55° north (Odense), forming
a square with about 250 km side length. The grid
resolution in the horizontal is set to 5 km, and the
grid spacing in the vertical increases from 40 m close
to the ground to 1000 m. The upper boundary is
located at 11500 m. A total of 51 x 51 x25 grid
points is used for the simulations. Figure 5 shows
the gridded values of the topography in the solution
domain. The distribution of the different land uses
are given in gridded form in Figure 6. For easier
discrimination all classes are grouped into S types
(see legend of Figure 6 for details). One easily
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Figure 7 Horizontal wind field 20 m above ground at 18.00
local time for a southerly geostrophic wind of 2 m/s. Arrow
length of one grid box length corresponds to a speed of 2
m/s. Maximum wind speed is 5.0 m/s. Coast line is contoured
for orientation.

recognizes the dry soils (class 16) located along the
centerline of Schleswig-Holstein. The south of the
solution domain consists mainly of forests (class 6).
The influence of the temporal variation of the tide
on the sea breeze (see e.g. Kessler et al. (1985) and
Schliinzen (1990)) is neglected. The tidal mudflats
are either totally covered with water (at high tide)
or water free (at low tide). For the application
described here only flood conditions are used.

The synoptic situation around the 23rd of June 1981
indicated little synoptic forcing: a stable high pres-
sure zone extended from Finland through Southern
Sweden to Central Europe accompanied by a weak
synoptic wind from about South-East of less than
2m/s. There was little change in the synoptic
situation for several days. Therefore, the geostroph-
ic wind of 2 m/s prescribed in the model was kept
constant throughout the simulations.

The model was initialized for midnight according to
the procedure described in Section3.1. As the
external forcing was weak and not well determined
two simulations were performed. One case with a
southerly geostrophic wind of 2 m/s, the other case
with an easterly geostrophic wind of the same
magnitude. Due to the initialization procedure and
due to the start time at midnight the model did not
need a long adaption phase to reach a balanced state
between local and external forcing.

HORIZONTAL VELOCITY (M/SEC)
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Figure 8 Same as Figure 7, except for easterly geostrophic
wind. Maximum wind speed is 5.2 m/s.

Figure 9 Hourly wind measurements in m/s of the German
Weather Service at 18.00 on June 23rd, 1981 (from the
KFKI-project “Seegang und, Bemessung auf Seegang im
Kiistenvorfeld der Deutschen Bucht und in den Astuaren”).

In Figures 7 and 8 the wind fields for the two cases
are shown at 20 m above ground and 18 hours after
the start of the model. In the case with southerly
geostrophic wind (Figure 7) two significant conver-
gence zones developed, one located over central
Schleswig-Holstein and the other over the northern
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Figure 10 Cloud liquid water content q; in g/kg at 1300 m
above ground for a southerly geostrophic wind of 2 m/s and
a local time of 18.00. The coast line is included as a thick
contour for orientation.The contour increment is 0.02 g/kg,
and the maximum value is 0.145 g/kg.

part of Ostfriesland close to the southern coast of
the North Sea. This pattern of convergence zones is
altered considerably by prescribing an easterly
geostrophic wind. The convergence zone over
Schleswig-Holstein has now shifted to the North-
Sea coast, and in the southern part only some
diffuse areas of convergence are visible. Hourly
surface winds of the “Deutscher Wetterdienst”
(Figure 9) show a similar pattern as our results for
easterly flow (Figure 8). The abrupt change of wind
direction along the western coast of Schleswig-
Holstein (indicative of the convergence zone) is
quite obvious. It is also seen from Figure 9 that for
the southern coast of the North Sea no such clear
front position can be detected. Our results show
somewhat higher wind speeds particularly along the
coast of the Baltic Sea. The reason for that is not
quite clear. It can be a result of different reference
heights between our model, which has its lowest
level at 20 m for this application, and the measuring
sites, which usually use 10 m for wind observations.
Furthermore, the measurements are hourly means
while our results are means over at most one time
step (10 seconds in this case). Also, our assumption
of a steady and over the model domain homogene-
Oous synoptic situation might simply be wrong.
Nevertheless, the qualitative agreement between
model results and measurements is quite good.
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Figure 11 Same as Figure 10, except for easterly geostroph-
ic wind. The maximum value is 0.110 g/kg.

The difference of flow pattern between southerly
and easterly flow can also be detected by the
locations of cloud activity over Schleswig-Holstein.
For the southerly flow case a coherent cloud band
has formed extending all through Schleswig-Hol-
stein (Figure 10) only interrupted around y-grid-
point 20. Along the southern North Sea coast the
updraft is not quite strong enough to start cloud
development which can be seen from the vertical
velocity distribution (not presented here). For
easterly flow (Figure 11) a cloud cluster is found
north of the Elbe estuary which is in qualitative
agreement with the AVHRR NOAAG6 satellite
picture shown in Figure 12. Cloud activity was
confined to a slab between 1100m and about
1500 m and no ice formation was detected in the
model. These results are in good agreement with the
temperature data at cloud top determined from the
satellite data. In the southern part of the model
domain a large cloud covered area is seen which is
not related to any convergence zone (compare
Figure 8). This area results from the fact that during
daytime the land mass generates a lot of moisture by
evaporation from soil and vegetation. This moisture
is mixed vertically throughout the boundary layer
by subgrid convection. Near the top of the boundary
layer located at about 1700 m it is moist and cold
enough to start condensation. This process happens
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Figure 12 AVHRR NOAA 6 satellite image at 17.34 GMT
of June 23rd, 1981. The box indicates the computational
domain. The numbers represent cloud top temperatures in
°C.

only in the south because only there all transported
air masses have their origin over land containing
similar amounts of moisture. Near the coast mari-
time air is advected by the sea-breeze which is moist
only near the surface because of suppressed vertical
mixing due to the stable stratification over the
relatively cold water. In those areas clouds are only
generated when supported by updrafts due to low-
level convergence.

6.4 Pollutant Transport over Northern
Germany

For the same solution domain the transport of
atmospheric lead resulting mainly from traffic is
simulated. The lead particles are assumed to be
small enough to float freely in the transporting air
mass. Therefore, using an equation in analogy to
Eq. (3.3) is justified. Similar to the definition of
cloud water droplets the terminal fall velocity of
lead particles is neglected. A winter episode (Janu-
ary, 16 to 18, 1987) is chosen which is similar in its
synoptic characteristics to the sea-breeze simulation
described in Section 6.3. The land areas are snow-
covered which strongly affects emissivities, albedo
and latent heat fluxes. The sea surface temperatures
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Figure 13 Perspective view of areal lead source distribution
in tons/year (t/a). The highest values are for the Hamburg
area with a peak of 11 t/a.

are kept constant at 0 °C. Due to the extremely cold
temperatures (dropping below —20 °C during night
time) a very stable stratification develops which
restricts the transport of pollutants to the lowest
300 m of the atmosphere. The blocking conditions
over several days prevent the development of
appreciable daily variations in the meteorological
variables. An estimated synoptic wind of 2 m/s from
south-east is used as upper boundary condition.
Since no clouds were observed during the period
considered the cloud module was turned off and the
cloud cover parameter N, (see Chapter 4) was set to
Zero.

Investigations on transport, transformation and
deposition are usually hampered by insufficient
knowledge of the sources in- and outside the
solution domain. Or, the emission database lacks
behind several years. Emission inventories for trace
metals have been developed since several years, and
among the most reliable is the one for particulate
lead. The emission inventory used for this investiga-
tion has been prepared by Miinch and Axenfeld
(1990) for the year 1987. Annually averaged source
strengths of lead resulting from industrial produc-
tion, households, waste disposal and traffic are
given for 5x 5 km? areas. Traffic contributes more
than 90 % of the total emission. The emissions are
subdivided into particles with diameters of 0-1 um,
1-10 pm, and > 10 pm, respectively. As the main
fraction of lead is concentrated around the 1 pm
particles (Grafll et al., 1989) the calculations were
performed with an average particle size of 1 um. In
Figure 13 the total area source distribution is
depicted. As can be expected the high emissions
coincide with the major cities. Emission heights for
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Figure 14 Like Figure 7, at 12.00 of the second day of the
winter simulation. Maximum wind speed is 3.8 m/s.

traffic are set to 1 m above ground, for households
and industry to 20 m, and for dumping sites to 5 m.
There is no diurnal variation in the emissions as the
emission inventory represents annually averaged
quantities. Possible temporal variations are there-
fore solely due to changes in the meteorological
conditions.

Sources outside the solution domain cannot be
neglected. Therefore, a background concentration
of 18 ng/kg of atmospheric lead was prescribed. The
value was taken from simulation results of the
EMEP model (Grafil et al, 1989). In a first
simulation with emissions and external forcing
turned off a stationary flow field was generated
inside the solution domain. The background con-
centration from EMEP was then inserted and the
background deposition distribution was calculated.

The blocking situation together with the strong
stratification prevent the development of a diurnal
variation of the wind fields worth mentioning.
Figure 14 shows the wind field in 20 m above
ground 36 hours after model start (noon time). The
slight variations in the wind field are caused by
orographical variations like the Elbe valley or the
hills in the southern part of the solution domain.

With the emissions turned on, a gradual pile-up of
concentration and an increase of deposition rates
can be seen. After about 20 hours stationary fields
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Figure 15 Lead concentration 20 m above ground at 12,00
of the second day. The coast line is shown in thick contours
for orientation. The contour increment for lead is 100 ng/kg,
the maximum value is 988 ng/kg.

of concentration and deposition rates are reached.
Figure 15 shows the concentration field in 20 m
height above ground 36 hours after model start. As
household and small industry emissions are located
in this height the concentration field reflects the
emission situation. The locations of the densely
populated regions reach concentration maxima of
almost 1000 ng/kg in the Hamburg area.

The main contributor to the load is traffic as can be
expected from the emission inventory. Figure 16
shows the deposition rates due to this inventory 36
hours after model start. It shows local deposition in
the vicinity of the emittors with a peak value of
approximately 1.5 ug](mzh) in the urban area of
Hamburg. One interesting feature of Figure 16 is
the local deposition maximum of 0.3 pg/(m>h) over
the North Sea. Figure 17 shows the lead concentra-
tion at 36 hours for an elevation of 70 m above
ground (note the changed scale when comparing
with Figure 15). From Figure 17 it is obvious that
the local deposition maximum over the North Sea is
related to the transport of lead from the Hamburg
area. Over the warm water the atmosphere is less
stable than over the cold land, which enhances the
mixing and results in higher deposition rates.

Figure 18 shows the deposition rates resulting from
the “unleaded fuel” scenario. When comparing with
Figure 16 (note the changed scale) an overall
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Figure 16 Lead deposition rates at 12.00 of the second day
for the “complete inventory” scenario. The coast line is
shown in thick contours for orientation. The contour
increment for deposition rate is 100 ng/(mzh), the maximum
value is 1525 ng/(m2h).
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Figure 17 Same as Figure 15, except for 70 m above ground.
The contour increment is 20 ng/kg, and the maximum value
is 205 ng/kg.

reduction by a factor of approximately 16 is found.
There is also a local maximum over the North Sea
for the same reason as discussed above.
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Figure 18 Same as Figure 16, except for “unleaded fuel”
scenario. The contour increment is 10 ng/(m?h), and the
maximum value is 92 ng)‘(mzh).

Comparative studies of lead transport during sum-
mer time show (not presented here) that over land
the deposition rates in winter and summer are in the
same range. The reason for this behaviour might be
found in the fact that in summer the concentration is
distributed over a thicker mixed layer which reduces
the concentration. The deposition velocity is in-
creased due to turbulent mixing. In winter time, the
pollutant accumulates in the lower layers of the
atmosphere. However, due to both the strong
surface inversion and the smooth snow covered
surface, comparatively little pollutant is deposited.
Over water, deposition is increased in winter time
due to the process explained above.

7 Conclusion

The parameterizations used in GESIMA have been
discussed and some applications have shown that
the model system is able to generate physically
reasonable results. Comparisons with measure-
ments (where available) are very promising. Though
versions of GESIMA with more advanced parame-
terizations exist, the reference model needs to be
improved in the future. The main shortcomings can
be summarized as follows:
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e The model is driven with a pre-specified geos- optimal trajectory defined by minimizing a dis-

trophic wind both constant in space and time.
This restricts the application to synoptic situa-
tions with little variation, e.g. blocking high
pressure systems. One of the next improvements
of the model must be the ability to be driven with
external boundary values supplied by large-scale
models (nesting). )

The cloud module definitely needs some im-
provement. For example, the ventilation coeffi-
cients used for the processes of rain evaporation
and snow melting are different since they come
from different parameterizations. This should be
made consistent in the future. Furthermore, only
one ice species is considered in the cloud physics
module. This has not been any problem in the
application with clouds presented here since in
that case only very shallow clouds without ice
phase are observed. An extended cloud module
has been published by Levkov et al. (1992)
applying the model to situations with cirrus and
stratus clouds. Further improvements should also
make a realistic simulation of the hail generation

process in cumulus clouds possible. Relaxation of

the assumption of constant droplet distribution
parameter v is highly desirable.

The shortwave radiative transfer is modelled only
for the scattering process. In particular, no
heating/cooling rates at cloud top level are
possible yet since shortwave absorption is ne-
glected. It seems worthwhile to have the short-
wave spectral range treated with similar complex-
ity as the infrared region, i.e. with a two-stream
approximation. It might be even necessary for
applications with complicated cloud configura-
tions to treat the radiation interaction with a six-
stream method, i.e. relaxing the horizontal homo-
geneity assumption used for deriving the two-
stream method. However, this is computationally
Very expensive.

The initialization method discussed in this paper
needs improvement for applications with steep
topography and/or with real-world non-homoge-
neous initial fields. The ultimate goal is to have a
procedure which initializes the model variables
based on the adjoint method (Kapitza, 1991),
which at the same time allows to derive model
sensitivities with respect to specified parameters.
This method adopts a phase-space view where
the momentary state of the model is a point in
phase-space and where the temporal evolution of
the model defines a trajectory. The aim of the
initialization is to find the starting point of the

tance functional J to data. The data themselves
are points with a time label in phase-space. The
minimization strategy rests on the availability of
the gradient of the distance J with respect to the
unknown initial state. Once the gradient is
known, which is obtained by solving the adjoint
model, a better guess to the initial state can be
found. Since the adjoint of a model is of similar
complexity as the original model, the total cost of
finding the gradient is one forward run with the
original model and one backward run with the
adjoint. The technique just described has been
implemented for the dry adiabatic version of
GESIMA and has shown promising results as
documented in Kapitza (1991).

® The equation for turbulent kinetic energy needs
additional terms when the model is going to be
applied to cases with very steep and mesoscale-y
topography or for large eddy simulations. In
those cases the small aspect ratio argument does
not hold anymore and the formulation of the
turbulent fluxes needs to be worked over.

® The inconsistency of not using the integrated
Businger functions for calculating the turbulent
surface fluxes should be resolved in future ver-
sions of the model although the effect is believed
to be small as discussed in Section 5.

® The surface module needs some refinement. So
far, only one surface characteristic is allowed per
grid cell. In the future, a distribution of different
characteristics within one cell should be allowed
resulting in more realistic behaviour of the
surface variables in cases of fairly large horizon-
tal grid sizes.

® Furthermore, only dry deposition is simulated for
passive constituents. For the cases considered
here this approach is sufficient since no clouds
were observed during the relevant periods. For
more realistic pollutant simulations under wet
conditions it is necessary to extend the deposition
mechanism with cloud scavenging.
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List of Symbols

Symbol Description Value Unit
ay Constant for bluff roughness elements (heat) 39.53 -

ay Weight of spectral interval k - -

ay Constant for bluff roughness elements (moisture) 36.34 -

A’ Empirical constant for rain water freezing 0.66 K!

by Mass absorption coefficient of spectral interval k - mzkg”1
B Half space integrated Planck source term - Wm™?
Bw Planck source term in the window region - Wm™2
B, Vertical gradient of B - Wm™
B* B at upper boundary of layer with thickness Az - Wm™?
B B at lower boundary of layer with thickness Az - Wm2
B’ Empirical constant for rain water freezing 100 m3s!
Ca Transfer coefficient for momentum - -

G Transfer coefficient for heat = =

G Transfer coefficient for moisture - -

G Transfer coefficient for passive constituents - -

c Empirical coefficient for ice crystal fall speed 4.836 m! 9!
o Coefficient for | ¥ e parameterization 0.4 -

Con Constant for cp, 53 -

Com Constant for ¢, 7.4 -

Cogq Constant for ¢ 53 -

€1 Constant for z/L-calculation in unstable domain 0.0284 -

¢y Parameter for z/L-calculation in unstable domain - -

c3 Parameter for z/L-calculation in unstable domain - -

cy Coefficient for Fy, - -

Cm Coefficient for F, - -

Cp Specific heat of dry air at constant pressure 1003 JkgK!
Cq Coefficient for Fy - -

Ce Constant for dissipation term in turbulent energy equation 0.064 -

d Empirical exponent for ice crys\tal fall speed 0.25 -

D Rain drop or ice crystal diameter - m

d; Parameter for z/L-calculation in stable domain - -

d, Parameter for z/L-calculation in stable domain - -

d; Parameter for z/L-calculation in stable domain - -

e Turbulent kinetic energy - m?s7?
€ Saturation water vapor pressure over ice - Pa

€ Saturation water vapor pressure over water - Pa

E. Collection efficiency of rain for cloud water 1 -

Eg Collection efficiency of snow for cloud water 1 -

f, Ventilation factor for rain drop evaporation - -

fy Relative terminal velocity reduction of ice particles - -

Fp Upward long-wave radiation flux - Wm2
FTF Fp at upper boundary of layer with thickness Az - Wm2
Fy F¢ at lower boundary of layer with thickness Az - Wm™2
F, Downward longwave radiation flux - Wm™>
F‘l F at upper boundary of layer with thickness Az - Wm™2
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Symbol Description Value Unit
F| F| at lower boundary of layer with thickness Az - Wm?
FLG Long wave counter radiation flux at the surface - W m™2
FN' Net long-wave radiation flux - Wm™?
Fy Stability function for heat - -

Fp Stability function for momentum - -

F, Stability function for moisture - -

E, Turbulent flux of passive constituent - kgm~%5!
F Contravariant mass flux - kgs?t
F, Contravariant mass flux of q; due to fallout - kgs™!
g Gravity acceleration 9.81 m 2
g(...) Stomata reaction function - -

g Canopy conductance - ms?
g Maximum surface evaporation conductivity - ms]

J Determinant of Jacobian of coordinate transformation - m>

k Temperature diffusivity of soil - m?s™
K, Thermal conductivity of air 0.0243 ImlisTK!
o Turbulent momentum exchange coefficient tensor = m?s!
K1 Horizontal turbulent exchange coefficient for heat - m2s?
Kus Vertical turbulent exchange coefficient for heat = mZs?
Kmi - Horizontal turbulent exchange coefficient for momentum - m?s!
Kma Vertical turbulent exchange coefficient for momentum - m?s!
L Mixing length - m

L Monin-Obukhov length scale - m

L¢ Latent heat of condensation 25106 Tkg?t
L Latent heat of fusion 311.10° Tkg!
Lg Latent heat of sublimation 2.83-10° Tkg!
L, Liquid water path - kg m~2
L, Spectral infrared radiation density - Wm2
Lyp Source term in radiative transfer equation - Wm™>
m Absorber mass - kg m™>
m,, Soil moisture availability - -

I Marshall-Palmer distribution function for ice crystals - m™

n, Marshall-Palmer distribution function for.rain drops - m™
ng; Intercept parameter of n; 3.10° m™
Ny, Intercept parameter of n, 8-10° m™

N Number concentration of cloud droplets - m™>
N, Number of long-wave spectral intervals - -

N, Fractional cloud cover - -

Ny Number of the day in the year - =

P Pressure - Pa

Poo Reference pressure 103 Pa

P Precipitation mass flux - kgm~2s
Pr Prandt] number - =

qi Cloud ice mixing ratio _ kg kg
q" Saturation water vapor mixing ratio over ice - kgkg!
q; Cloud liquid water mixing ratio - kg kg’1
q! Saturation water vapor mixing ratio over water - kg kg‘1
q: Rain water mixing ratio - kgkg!
Qv Water vapor mixing ratio - kg kg‘1
Q,c Surface water vapor mixing ratio - kg kg'1
Qvs,G Saturation surface water vapor mixing ratio - kg kg’1
qQ Saturation water vapor mixing ratio in mixed phase range - kgkg™




38 D. P. Eppel et al. Beitr. Phys. Atmosph.

Symbol Description Value Unit
Qground Sensible ground heat flux - Wm2
Qpat Latent heat flux - W m™?
Qrad Radiation heat flux - Wm
Qgens Sensible heat flux - Wm™>
Qau Autoconversion of cloud water to rain drops - kgkgls
Qen Condensation/Evaporation of cloud water - kgkgls?
Qpg Deposition/Sublimation of ice - kg kg‘1 st
Qgy Evaporation of rain water - kg kg‘1 st
Qrr Freezing of cloud water - kgkgls™
Qrw Freezing of cloud water - kg kg'1 st
Qwms Melting of snow - kgkglst
Qrac Accretion of rain water with cloud droplets - kgkg s
Qsac Accretion of snow with cloud droplets - kg kg‘1 st
qu Source term of gj-equation G=1i,Lr1,v) - kg kg‘1 st
Qq Source term of 8-equation - Ks!
T, Surface resistance for lead particles - sm™
R Gas constant for dry air 287 J kg’1 K!
Ri Richardson number - -
R; Snow fall rate = mm h!
R, Rain fall rate & mm h!
s Passive constituent mixing ratio - kg kg‘1
c Schmidt number (v /¥) 0.64 -
So Solar radiation flux at the earth’s surface - Wm2
Sy Constant in Kasten and Czeplak parameterization 950 Wm2
S, Constant in Kasten and Czeplak parameterization 30 Wm2
t Time - s
tg Local hour angle - deg
tL, Local time - hours
T Absolute temperature - K
Tg Absolute surface temperature - K
T, Shortwave transmission function - -
T Absolute water surface temperature - K
Ty Upper boundary of mixed phase temperature range 273.16 K
Too Lower boundary of mixed phase temperature range 238.16 K
T Longwave transmission function - -
u Horizontal velocity component in x-direction - ms’
U i-th velocity component - ms?
u Fluctuation of i-th velocity component - mst
Us Friction velocity - ms?!
v Horizontal velocity component in y-direction - ms?!
\4 Mean terminal fall speed of snow - ms’
AL Mean terminal fall speed of rain - ms?
w Vertical velocity component - mst
We Wetness factor - -
Wy Field capacity - m
X; i-th cartesian coordinate direction - m
X Cartesian coordinate (x;) - m
y Cartesian coordinate (x;) - m
zZ Cartesian height above ground (x3) - m
z, Reference height for transfer coefficients - m
Zy Roughness length for momentum - m
m

Zoh Roughness length for heat -
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Symbol Description Value Unit
A=
Z0q Roughness length for moisture - m
20 Roughness length for passive constituent - m
b Lower value of z for a layer of thickness Az - m
Zl’; ax Upper value of z for the highest level - m
o Albedo - -
O Capillarity factor - kgm~s!
e Coefficient in turbulent energy equation 1.0 -
Ogea Albedo for water - -
B Path elongation factor 1.66 -
By Effective backscatter coefficient - -
§ Declination of the sun - deg
8ay Water vapor deficit - kgkg™!
Aq; Change of q; by deposition adjustment term - kg kg‘1
Aq; Change of g, by condensation adjustment term - kg kg‘1
Aqgy Change of q, by condensation/deposition adjustment term - kg kg‘1
At Model time step - S
Az Model layer thickness - m
£ Angle of the earth’s ecliptic 23.45 deg
£ Emissivity of a surface - -
T Gamma-function -
K Von Karman’s constant 0.35 -
A Asymptotic maximum mixing length -
A Heat conductivity of soil - JK1ms?
A Distribution parameter of n; - m!
Ay Distribution parameter ofn, - m!
M c0s (Gen) - -
Ve Operator (i, 9 , —a—) - -

i o dn g
v Relative dispersion coefficient of cloud droplet distribution 0.28 -
Vi Kinematic viscosity of air 0.1346-10°* m2s™
() Geographical latitude - deg
Dy Businger’s stability function - -
¥ Water vapor diffusivity in air 0211107 m?s?
p Density of air - kg m™>
p Density of dry reference atmosphere air - kg m™3
Po Sea level reference density = kg m™>
0; Density of ice 100 kgm™
Pw Density of water 1000 kgm™
Y Spectral extinction coefficient - m!
Ceont Continuum mass absorption coefficient - m2kg!
G4 Liquid water extinction coefficient 50 mzkg‘1
Gs Stefan-Boltzmann constant 5.6693-10% wm2K™
Xy i Part of turbulent flux vector of g; - m3s!
T Turbulent momentum flux - s kg m1s?
Tj Mean correlation of uj and uj - m2s?
T Cloud optical thickness - -
S Potential temperature -
g 1st coordinate in computational domain (= &;) - -
& i-th coordinate in computational domain - -
Ex JE/3x - m™
&y 3L/ 3y - m™
&, /22 - m!
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Symbol Description Value Unit
1 2nd coordinate in computational domain (= &;) - -

Nx on/ox _ m!
n y a"l/ ay = m_l
Nz on/oz = m!
4 3rd coordinate in computational domain (= &) - -

¢y 3t/ox ) = m™
Cy aC/a}’ - m_l
¢, oY/ _ ol
Cren Zenith angle of the sun position - deg
() Ensemble mean (Reynolds averaging) - -
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