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ABSTRACT

This study examines radiative flux distributions and local spread of values from three major observational

datasets (CERES, ISCCP, and SRB) and compares them with results from climate modeling (CMIP3). Exam-

inations of the spread and differences also differentiate among contributions from cloudy and clear-sky condi-

tions. The spread among observational datasets is in large part caused by noncloud ancillary data. Average

differences of at least 10Wm22 each for clear-sky downward solar, upward solar, and upward infrared fluxes at

the surface demonstrate via spatial difference patternsmajor differences in assumptions for atmospheric aerosol,

solar surface albedo and surface temperature, and/or emittance in observational datasets. At the top of the

atmosphere (TOA), observational datasets are less influenced by the ancillary data errors than at the surface.

Comparisons of spatial radiative flux distributions at the TOA between observations and climate modeling in-

dicate large deficiencies in the strength and distribution of model-simulated cloud radiative effects. Differences

are largest for lower-altitude clouds over low-latitude oceans. Global modeling simulates stronger cloud radia-

tive effects (CRE) by 130Wm22 over trade wind cumulus regions, yet smaller CRE by about 230Wm22

over (smaller in area) stratocumulus regions. At the surface, climate modeling simulates on average about

15Wm22 smaller radiative net flux imbalances, as if climate modeling underestimates latent heat release (and

precipitation). Relative to observational datasets, simulated surface net fluxes are particularly lower over oce-

anic trade wind regions (where global modeling tends to overestimate the radiative impact of clouds). Still, with

the uncertainty in noncloud ancillary data, observational data do not establish a reliable reference.

1. Introduction

Early attempts to measure the radiation budget

components of Earth from space began more than five

decades ago with simple wide-field-of-view sensors on

the Explorer 7 satellite. Since then our understanding of

radiative energy flows has advanced greatly with the

help of more capable narrow-field-of-view satellite

sensors, as illustrated in Fig. 1.

Scanning radiometers, now offering more detailed

spatial information, were first flown on single satellites

of the TIROS, Nimbus, and COSMOS series (House

et al. 1986). Next, the multisatellite project ERBE

(Barkstrom 1984) provided measurements from up to

three satellites between 1985 and 1990. Continuous
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measurements began in 2000 with the Clouds and

Earth’s Radiant Energy System (CERES) radiometers

(Wielicki et al. 1995; Loeb et al. 2009) on two satellites

from 2002 and continues today. In addition, the French–

Soviet–German Scanner for Radiation Budget experi-

ment (ScaRaB; Duvel et al. 2001) provided intermittent

coverage for several months in 1995 and 1999 and has

provided data since 2012 from the near-equatorial sat-

ellite Megha-Tropiques. Regionally limited but high

temporal resolution data have been obtained by the Geo-

stationary Earth Radiation Budget instrument (GERB;

Harries et al. 2005) on the geostationary Meteosat plat-

forms since 1998.

The required accuracy for atmospheric radiative

fluxes depends on the spatial and temporal scales con-

sidered as well as the applications (Smith et al. 1986,

2006). Accuracy requirements range from 15Wm22 for

weather scales to less than 1Wm22 for climate scales

(Ohring et al. 2005). Direct satellite determinations of

the broadband radiative fluxes at the top of the atmo-

sphere (TOA) face uncertainties related to instrumental

limitations (e.g., calibration, spectral sensitivity), sub-

sampling in time and space, viewing geometry, and data

interpretation. The determination of radiative fluxes at

the surface and in the atmosphere based on satellite

observations must necessarily involve many datasets

describing clouds (vertical structure, temperature, op-

tical depth, and microphysical characteristics) and other

atmospheric (aerosol, water vapor, and temperature)

and surface properties (albedo, temperature, and long-

wave emittance) that can introduce additional un-

certainty (Rossow and Lacis 1990; Rossow and Schiffer

1999; Zhang et al. 1995; Wielicki et al. 1995; Kato et al.

2012). Inaccuracies and inconsistencies of these datasets

can degrade the quality and usefulness of the derived

radiative flux products.

The GEWEX Data Assessment Project (GDAP) set

out to explore the strengths, limitations, and usefulness of

satellite data records for climate applicationsmore than a

decade ago. Completed assessments have addressed

precipitation (Gruber and Levizzani 2008), aerosols (Li

et al. 2009), clouds (Stubenrauch et al. 2013), and most

recently radiative fluxes (Raschke et al. 2012a,b).

The radiation report of theGDAP (available online at

http://www.wcrp-climate.org/documents) completed an

assessment effort that began a decade earlier with the

collection of the then-available long-term datasets for

monthly mean radiative flux spatial distributions at the

TOA and surface. The data collection included an early

version of the CERES (Wielicki et al. 1996; Loeb et al.

2001) products (2000–04), the International Satellite

Cloud Climatology Project Flux Data (ISCCP-FD;

Zhang et al. 2004) products (1984–2004), and the

GEWEX Surface Radiation Budget (SRB; Gupta et al.

1999; Stackhouse et al. 2001, 2011) products (1984–

2004). ISCCP and SRB, unlike CERES, do not involve

direct TOA measurements of broadband radiative

fluxes, but all three datasets provide radiative flux spa-

tial distributions at the TOA and surface. All three

datasets are tied to mostly independent satellite ob-

servations of clouds, aerosols, surface albedo, skin tem-

perature, atmospheric temperature, and humidity. Thus,

these datasets are referred to here as the observational

datasets in contrast to climate modeling outputs, which

represent simulations of clouds and the hydrological

cycle.

FIG. 1. History of scanning satellite sensors used to measure the broadband SW and LW

radiation leaving the Earth–atmosphere system to space. Measurements by ScaRaB, CERES,

and GERB instruments are ongoing (as designated by arrows).
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The goal of this study is to illustrate characteristic

spatial distributions of radiative fluxes from observa-

tional dataset at the TOA and surface, to quantify local

uncertainty among the radiative fluxes, and to explore

differences with radiative fluxes from global modeling.

Characteristic observational data are defined here by

the local (map grid) average of values from CERES,

ISSCP, and SRB for the same 2000–03 time period, and

are collectively known as the CIS dataset (CIS stands for

CERES, ISCCP, and SRB). Uncertainty is estimated by

the local spread (range) among the values fromCERES,

ISCCP, and SRB (DCIS). Characteristic data from

global modeling are based on roughly 20 different con-

tributions to the model comparison exercise of CMIP3.

Averages between the 25th and the 75th model ensem-

ble percentiles (locally applied) define characteristic

climate modeling data (CMIP3), and differences be-

tween the 25th and the 75th ensemble percentile define

the uncertainty (DCMIP3). Note that this uncertainty

measure does not cover the entire range, as for the three

observational datasets. On the other hand, the model

ensemble involves output from about 20 different

models.

Differences among the atmospheric radiative energy

flows between the global modeling and observational

data were found and investigated in the past (Wild 2008;

Trenberth et al. 2011). However, many diagnosed dif-

ferences have not been fully understood and still remain

topics of current research (Stephens et al. 2002, 2012;

Kato et al. 2013; Wild et al. 2012; L’Ecuyer et al. 2015).

However, most studies argue along global annual aver-

ages, although there is additional detail offered by the

spatial distribution. Thus, when exploring differences

between global modeling and observational data, in this

study difference maps are presented and examined,

In section 2 global and regional CIS and DCIS are

presented at the TOA and surface, together with clear-

sky fluxes and the contributions by clouds, known as the

cloud radiative effect (CRE). We also explore the con-

tributions of some particular atmospheric and surface

property dataset uncertainties to DCIS. In section 3 the

differences between (CIS and DCIS) and (CMIP3 and

DCMIP3) are examined. Section 4 concludes with a

summary and selected recommendations.

2. The observed CIS dataset

Three observational datasets offer radiative fluxes at

the TOA and surface over multiyear time periods:

CERES-geo (Edition 2D: Terra only; Doelling et al.

2006), ISCCP-FD (Zhang et al. 2004), and SRB

(Stackhouse et al. 2001; Gupta et al. 2006). [Note that

subsequent versions of the CERES and SRB datasets

have been made available and are described in Loeb

et al. (2009), Kato et al. (2013), and Stackhouse et al.

(2011).] These fluxes are computed using a collection of

observed, mostly satellite-based, datasets that describe

the relevant properties of the atmosphere, including

clouds, and the surface, but the TOA radiative fluxes

of CERES are directly linked to satellite broadband

measurements. To establish the typical features of these

observational datasets, they are locally (18 3 18 latitude–
longitudemap grid) averaged together over a common 4-

yr period (2000–03) to form the CIS dataset. In addition,

the three-dataset spread, DCIS, is recorded to illustrate

uncertainty. The contributions of clouds to averages and

spread are examined based on the so-called cloud radi-

ative effect, defined as the difference between all-sky

fluxes and clear-sky (‘‘clouds removed’’) fluxes (Long

and Turner 2008). Hereby, the CERES (-SRBAVG)

CRE is slightly stronger than all other datasets, as its real

observations tend to have lower water vapor in the clear-

sky reference.

a. Ancillary data

Since the satellite data products considered here are

all founded on direct inferences of cloud properties (and

CERES is further based on direct inferences of TOA

fluxes), we will refer to the other atmospheric (e.g.,

aerosol) and surface properties (e.g., albedo, tempera-

ture, emittance) information required in the calculations

of radiative fluxes as ancillary data. Also there are some

additional properties of clouds (particularly base loca-

tion and microphysics) that are needed. Most of the

ancillary data used in the observational dataset are ob-

tained from other independent satellite retrievals or

weather observation reanalyses. While their sources are

usually mentioned [e.g., for ISCCP see Zhang et al.

(2004) and for CERES see Loeb et al. (2009)], questions

regarding their implementation and consistency remain

[although see discussions in Zhang et al. (2006), (2007a),

and (2010)]. To ascertain the contributions of these an-

cillary datasets toDCIS, we first diagnose the differences
in the four primary ancillary datasets.

1) SOLAR ENERGY INPUT

The downward shortwave (hereinafter SW, dn) fluxes

at the TOA represent the available solar energy to the

Earth–atmosphere system. Analysis of the Total Irra-

diance Monitor (TIM) data on NASA’s Solar Radiation

and Climate Experiment (SORCE) mission corrected

the total solar irradiance (TSI) slightly downward to

1360.8Wm22 (Kopp and Lean 2011), with weak vari-

ability due to changes in the eccentricity of Earth’s orbit,

the position of its perihelion, the tilt (obliquity) of its

rotational axis (Berger 1978), and the 11-yr sunspot
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cycle. This new TSI value corresponds to 340.2Wm22 for

the average annual insolation on a sphere. The CIS av-

erage in comparison is slightly larger by about 1.5Wm22

since the CIS average insolation is based on older TSI

estimates near 1367Wm22 (Lee et al. 1991; Neckel and

D. Labs 1984). The local spread DCIS is within 1Wm22,

except over higher latitudes where larger differences are

associated with different treatments of averages at very

low sun elevations (Raschke et al. 2005).

2) TREATMENT OF AEROSOLS

The effective clear-sky SWatmospheric transmittance

is reduced by molecular scattering, by trace gas ab-

sorption, and by scattering and absorption of aerosols.

Typical SW clear-sky transmission values (annual av-

erages of daily averages) are 60%–75%. Higher values

occur over higher surface elevations and aerosol poor

locations. Since there should be little disagreement over

usually well-understood trace-gas absorption and Ray-

leigh scattering (but see Oreopoulos et al. 2012), most of

the local spread in clear-sky SW transmission is ex-

pected to be associated with different representations of

aerosol amounts and properties. The globally averaged

local spread of SW clear-sky transmission (Fig. 2) in CIS

is about 4%. This translates into an average difference in

the surface clear-sky SW fluxes of about 12Wm22 (cf.

Zhang et al. 2010). The DCIS values are smaller over

oceans than over continents, especially over regions

(and seasons; not shown) where stronger aerosol atten-

uation is expected. For example, these include regions

around the Southern Hemispheric continents (biomass

burning), of the Sahara (dust sources), and of the

northern Pacific (intercontinental aerosol transport).

The larger local spread over higher latitudes during

Northern Hemispheric winters is surprising, but is re-

lated to a compensating bias in the SW surface albedo in

one dataset.

3) SW SURFACE ALBEDO

The effective broadband SW surface albedo (i.e., the

ratio of upward and downward fluxes at the surface) is

about 13% in the global annual average with strong

regional and seasonal modulations. The surface albedo

is relatively small (,8%) over oceans but somewhat

larger over continents with vegetation, larger still

(.30%) over deserts, and largest over snow and ice. The

seasonal SW surface albedo local spread (Fig. 3) is about

5%. This translates into an average uncertainty for

FIG. 2. Seasonal maps of the multiyear (2000–03) local spread among CERES, ISCCP, and SRB datasets (DCIS)
for the cloud-free atmospheric effective SW transmittance (%).Values below the labels indicate the seasonal global

average spread. The noisy pattern over the southern circumpolar belt is caused by data problems in one of the three

datasets. The mean clear-sky transmission is on the order of 50%–70%.
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upward SW (hereinafter SW, up) fluxes of about 10Wm22

under all-sky conditions. Almost all larger differences

occur over continents; DCIS is largest at higher and

polar latitudes in winter when snow and ice cover are

present. The weak circular anomaly patterns over oceans

in Fig. 3 are caused by inconsistencies in the treatment

of the view-angle dependence in geostationary data in

one dataset.

4) SURFACE TEMPERATURE/LW SURFACE

EMITTANCE

The upward LW (hereinafter LW, up) radiative flux

from the surface is defined by the surface (skin) tem-

perature and LW emittance and reflectance of the

surface. The average upward LW fluxes are near

400Wm22 with maxima in the tropics and much

smaller values toward (colder) higher latitudes. The

annually averaged CIS spread (Fig. 4) is about 14Wm22.

This corresponds to an average surface temperature

spread of about 3K (Zhang et al. 2006, 2007a). Larger

seasonal mean local spreads occur over continents,

especially over desert regions (related to spreads for the

assumed surface temperature and for the assumed spec-

tral infrared emittance), where the spread frequently

exceeds 60Wm22 (or 10K in surface temperature).

Large differences are also detected at higher latitudes

during colder seasons.

The DCIS of the ancillary datasets is significant, so

extra effort is needed to investigate the causes of these

differences and to replace poor or inconsistent ancillary

input datasets. The resulting differences in calculated

surface fluxes reduce the capability of these products to

serve as references for modeling.

b. Radiative fluxes at the TOA

Global TOA flux averages for CERES, ISCCP, and

SRB, as well as ERBE, are listed in Table 1 for different

multiyear periods. The differences in the global aver-

ages between different multiyear periods for the same

dataset are small compared to the dataset-to-dataset

differences for the same time period. Thus, the partic-

ular choice of the multiyear period is only of secondary

importance.

The approximation of near-zero values for global

annual radiative net fluxes at the TOA is fulfilled by all

datasets. A slightly larger imbalance for the CERES

version used here has been addressed and corrected in

the more recent CERES-EBAF version [where EBAF

stands for energy balanced and filled; see Loeb et al.

(2009)]. Loeb et al. (2009) indicate (their Table 4) that

FIG. 3. As in Fig. 2, but for the SW effective surface albedo (%). The mean surface albedo over oceans is 5%–8%

and over continents is 15%–40%.
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the adjusted multiyear (March 2000–February 2006)

average all-sky TOA SW and LW upward fluxes

of CERES are near 2100 and near 2240Wm22,

respectively.

About 30% of the incoming solar energy is reflected

back to space, half of that by clouds. LW thermal en-

ergy losses to space are about 2.4 times larger than SW

energy losses to space, but the cloud effect on LW

thermal energy losses is only about 10%. Comparing

SW and LW cloud effects at the TOA, LW energy gains

to the Earth–atmosphere system by clouds amount to

only about half of the SW (reflection) energy losses

attributed to clouds, so that clouds on average cool

the planet.

FIG. 4. As in Fig. 2, but for LW effective upward radiative fluxes from the surface.

TABLE 1. Comparisons of global multiyear (all sky) radiative flux averages at the TOA. In addition, averages for cloud-free (clear sky)

and cloudy regions (CRE) are given. Listed are total (SW plus LW) net flux, SW upward flux, and LW upward flux. ISCCP and SRB data

are presented for two different time periods (1984–95 and 2000–03). For the last period the CERES data and the CERES, ISCCP, and

SRB average (CIS) are also displayed. CERES and ERBE data from different periods are also compared for data between 608N and 608S.
By definition, downward fluxes are positive and upward fluxes are negative. The last row lists global averages of the local spread between

CERES, ISCCP, and SRB (DCIS).

At the TOA (Wm22)

(SW 1 LW) net SW, up LW, up

All sky Clear sky CRE All sky Clear sky CRE All sky Clear sky CRE

ERBE* (1985–88) 21 41 225 2101 248 253 2240 2267 27

CERES* (2000–03) 22 45 223 296 246 250 2244 2272 28

ISCCP (1984–95) 2.8 27 224 2106 256 250 2233 2259 26

SRB (1984–95) 20.4 18 219 2102 255 247 2240 2268 28

CERES (2000–03) 6.4 29 223 298 252 246 2237 2263 27

ISCCP (2000–03) 1.2 26 225 2105 254 251 2235 2262 26

SRB (2000–03) 21.4 18 219 2102 254 248 2240 2268 27

CIS (2000–03) 2.1 24 222 2101 253 248 2238 2264 27

DCIS (2000–03) 12 15 12 11 11 10 7 10 5

* Averages for the region from 608N to 608S only.

98 JOURNAL OF APPL IED METEOROLOGY AND CL IMATOLOGY VOLUME 55



Figure 5 details the CIS’s spatial distribution of

annual mean upward SW and LW radiative fluxes at

the TOA and the effects of clouds on both. Upward

SW fluxes have relatively weak latitudinal but sig-

nificant longitudinal variability (annual mean). Up-

ward SW fluxes are larger over continents, especially

over arid regions. Upward LW fluxes have zonal

maxima over the subtropics and minima over polar

regions, especially over Antarctica. Zonal modula-

tions are mainly caused by clouds. SW CRE maxima

(increased upward flux) occur over midlatitude

oceans, while LW CRE maxima (decreased upward

flux) occur over areas of tropical convection (with

cold cloud tops).

The average local DCIS is much larger than differ-

ences in the global averages among the datasets. This

indicates that the dataset differences are related to re-

gional (and seasonal) features that largely compensate

on a global annual scale. The DCIS values for both up-

ward SW and (especially) LW fluxes are larger for the

clear-sky fluxes than for all-sky fluxes or CREs. Con-

sidering that CREs and clear-sky fluxes combine into

all-sky fluxes, this means that cloud effects reduce the

spread, implying better relative agreement among these

datasets for cloud radiative properties than for atmo-

spheric and surface properties.

c. Radiative fluxes at the surface

Global multiyear-average surface fluxes for CERES,

ISCCP, and SRB, along with the CIS values and the av-

erage localDCIS, are listed in Table 2. In addition, all-sky
flux averages are split into their clear-sky and CRE

components. A comparison of the latter two sub-

component averages indicates that clouds on average

reduce the downward SW fluxes at the surface by about

25% and increase downward LW (hereinafter LW, dn)

fluxes at the surface by about 10%. As with TOA fluxes,

the ISCCP and SRB averages for different multiyear

periods indicate that time period choices are of secondary

importance compared to differences among the datasets.

Net radiative fluxes at the surface indicate large im-

balances of about 115Wm22 globally when annually

averaged. This imbalance is offset primarily by latent

heat release and, secondarily, by the release of sensible

heat and also by a small ocean heat uptake. The differ-

ences in the surface net radiative fluxes among the three

observational datasets are larger than those for TOA

fluxes. In particular, the differences among the CRE and

FIG. 5. Multiyear (2000–03) annual CIS radiative flux averages at the TOA for upward (left) shortwave and (right)

longwave fluxes for (top) radiative fluxes at all-sky conditions and (bottom) contributing cloud impacts (CRE). Values

below the labels indicate global averages. By definition all upward fluxes are negative, so that negative values of upward

SW CRE refer to an increase and positive values of upward LW CRE refer to a decrease in clear-sky fluxes.
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clear-sky subcomponents are at least as large as the

differences for the all-sky fluxes. Despite the larger

differences in the surface radiative imbalances among

the observational datasets, they are all larger than in

climate modeling (see section 3), which raises concerns

that climate modeling might underestimate latent heat

release and precipitation.

The spatial distributions of CIS for downward SW and

LW fluxes at the surface and contributions by clouds

(CREs) are detailed in Fig. 6. Downward SW and LW

flux annual averages are largest in the tropics and de-

crease toward the poles. SW zonal anomalies are caused

mainly by cloud variations. SW CRE maxima (flux de-

creases) occur over midlatitude oceans, areas of tropical

convection, and central China. LW CRE maxima (flux

increases) occur mainly over midlatitude and subpolar

oceans. The variation of clouds produces only relatively

small LW zonal anomalies in comparison with the ef-

fects of surface temperature variations (e.g., continent

versus ocean). The global average local DCIS for

downward radiative fluxes at the surface in Table 2 is

larger than that for upward fluxes at the TOA in Table 1.

This was expected, as more ancillary data are required

for the determination of surface radiative fluxes (with

more potential problems). The subcomponent spread

indicates that the representation of clouds is the main

contributor to DCIS for downward SW fluxes, while the

clear-sky spread (mainly over deserts, as illustrated in

Fig. 4) suggests that surface temperature is the main

contributor to DCIS for upward LW fluxes.

The utility of the three observational datasets (and

CIS) as references for radiative fluxes at the surface is

reduced by inconsistencies in applied ancillary datasets.

Thus, CIS downward radiative fluxes at the surface are

further evaluated using the calibrated surface radiation

monitoring by the Baseline Surface Radiometer Net-

work (BSRN; Dutton et al. 2001; Ohmura et al. 1998;

Roesch et al. 2011). Monthly BSRN statistics from

samples between 1996 and 2002 (Wild et al. 2009) are

used as a reference. Any agreement to within 10Wm22

is deemed acceptable, considering the unresolved issues

with the area representativeness of the BSRN sites

(Hakuba et al. 2013).

Figure 7 displays annual differences in CIS with

ground measurement statistics at 28 BSRN sites for the

downward flux properties in Fig. 6. Most stations are

over Europe and the United States. There and also over

Japan and Australia (thus likely over urban continental

midlatitudes at least for the Northern Hemisphere), the

CIS atmosphere is slightly less transparent as downward

SW fluxes are on the low side. Interestingly, the down-

ward SW CRE (note its negative sign) is much smaller

for CIS in that region. As a result, the CIS clear-sky

attenuation has to be much larger, which indicates to

us a too strong aerosol loading (by pollution) over the

northern midlatitudes. The derived aerosol tendencies

(SW fluxes more transparent than CRE underestimates)

are quite the opposite for tropical regions as well as for

regions of South Africa and South America, where

aerosol loading (by biomass burning) is too weak. For

downward LWfluxesmost CIS data at BSRN sites are in

good agreement with the observational statistics, with a

tendency toward underestimates over the United States

and Europe. The single major exception occurs over the

Sahara Desert. There (also in the absence of clouds and

water vapor) the stronger downward LW fluxes reflect

CIS overestimates to surface temperature and surface

emittance over deserts. Aerosols as a potential cause can

be excluded since two of the three datasets contributing

to CIS ignore aerosol longwave effects.

Figure 8 displays for downward SW fluxes the sea-

sonal differences in CIS minus BSRN. Seasonal differ-

ences are more diverse than annual differences. Larger

differences are especially observed during winter (e.g.,

TABLE 2. Comparisons of global multiyear (all sky) radiative flux averages at the surface. In addition, averages for cloud-free (clear sky)

and cloudy regions (CRE) only are given. Listed are total (SWplus LW) net flux, SWdownward flux, SWupward flux, LWdownward flux,

and LW upward flux. ISCCP and SRB data are presented for two different time periods (1984–95 and 2000–03). For the last period the

CERES data and the CERES, ISCCP, and SRB average (CIS) are also displayed. By definition, downward fluxes are positive and upward

fluxes are negative. The last row lists global averages of the local spread between CERES, ISCCP, and SRB (DCIS).

At the surface

(Wm22)

(SW 1 LW) net SW, dn SW, up LW, dn LW, up

All

sky

Clear

sky CRE

All

sky

Clear

sky CRE

All

sky

Clear

sky CRE

All

sky

Clear

sky CRE

All

sky

Clear

sky CRE

ISCCP (1984–95) 115 139 223 189 247 258 — — — 343 312 31 2393 2392 21.5

SRB (1984–95) 113 127 215 186 242 256 — — — 343 307 36 2396 2395 20.5

CERES (2000–03) 123 136 213 195 244 250 224 230 6 344 313 31 2392 2391 0

ISCCP (2000–03) 118 142 224 189 248 259 223 230 7 345 314 31 2393 2391 21

SRB (2000–03) 112 129 217 186 243 257 221 227 6 343 308 35 2397 2396 0

CIS (2000–03) 117 135 218 190 245 255 223 229 6 344 312 32 2394 2393 0

DCIS (2000–03) 23 25 17 16 12 15 3 – 2 13 4 8 14 14 2
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East Asia) or summer (e.g., eastern United States).

Some of these differences are unacceptably large, but it

remains unclear to what degree sampling differences or

representativeness artifacts have introduced biases.

The comparisons against ground-based data are

handicapped by uncertainties in the area representa-

tiveness of point measurements, the uneven site distri-

bution over the globe, and the small number of network

surface reference sites. Thus, stronger reference capa-

bilities require 1) more high-quality (BSRN type)

ground network (radiation) sites; 2) better global cov-

erage, especially over oceans; 3) more evaluations of the

area representativeness of the individual site statistics;

and 4) better parameterizations of the radiative prop-

erties of structured land surfaces.

d. Net fluxes

The global average CIS and DCIS TOA and surface

net fluxes are summarized in Fig. 9, together with their

spatial distributions at the TOA (top panel) and surface

(bottom panel).

The CIS TOA net flux spatial pattern shows surpluses

and deficits over the entire globe. The meridional gra-

dient, mainly caused by the distribution of available

solar energy at the TOA, is modulated by clouds and the

continental heat islands. Low clouds (e.g., central

China) or warm cloud-free deserts (e.g., Sahara) tend to

exhibit net flux losses, while high-altitude cloud regions

(central tropics) tend to exhibit net flux surpluses. Sim-

ilar patterns from satellite remote sensing were obtained

as early as 40 years ago in an analysis of Nimbus-3 sat-

ellite data (Raschke et al. 1973). The tropical and sub-

tropical TOA net flux surplus in combination with

higher-latitude deficits forces an atmosphere–ocean

circulation that produces a mean meridional energy

transport that is largest near latitudes of 358N and 358S
(Zhang and Rossow 1997; Zhang et al. 2007b).

The CIS surface net flux spatial pattern displays pos-

itive values varying between zero and more than

200Wm22. The largest values occur over tropical

oceans, relatively low values occur over drier sub-

tropical regions (e.g., deserts), and the smallest values

occur over the polar regions.

e. Atmospheric budgets

Figure 9 also displays the global CIS net radiative flux

averages in the atmosphere calculated from the differ-

ences between TOA and surface fluxes in terms of two

FIG. 6. As in Fig. 5, but at the surface for downward shortwave and downward longwave. By definition all

downward fluxes are positive, so that negative values of downward shortwave CRE refer to a decrease and positive

values of downward longwave CRE refer to an increase in clear-sky LW, dn.
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quantities: the atmospheric net flux divergence (DIV)

and the greenhouse effect (GH), defined by the differ-

ence in the upward LW fluxes at the TOA and surface.

For these properties multiyear flux averages for CERES,

ISCCP, SRB, their average, CIS, and the average DCIS
are listed in Table 3, together with the SW (heating) and

LW (cooling) components.

The divergence is negative (globally averaged about

2115Wm22), indicating an overall radiative cooling of

the atmosphere: the positive SW atmospheric heating of

about175Wm22 (corresponding to 22% of the incoming

downward SWflux at TOA) is more than offset by a larger

negative LW cooling of about 2190Wm22. Cloud effects

on DIV are small. The influence of clouds on the SW ab-

sorption is small because the reduction of atmospheric

absorption by water vapor below clouds is largely offset by

the additional absorption within and above clouds. Cloud

effects on the global average LW atmospheric cooling are

also small because LW cooling by lower-altitude (strato-

cumulus) clouds and clouds at higher latitudes are com-

pensated by LW warming by higher clouds at lower

latitudes, especially over the eastern tropical Pacific.

The GH retains about 40% of the LW surface upward

fluxes released at the surface in the Earth–atmosphere

system.Cloud contributions to theGHare on average only

about 18%. Most of the GH contributions are from trace

gases such as water vapor, carbon dioxide, and ozone.

Figure 10 details the spatial distributions of theCISDIV

and GH, as well as contributions by clouds (CRE) to both

quantities. The DIV maxima occur over stratocumulus

decks off of continental west coasts in the subtropics and

DIV minima occur over arid continental regions, the

tropical western Pacific, and Antarctica. The CRE of DIV,

when globally averaged, is very small. However, negative

LW contributions at higher latitudes and over stratocu-

mulus decks are largely offset by positive LWcontributions

over the tropics and especially over the western Pacific.

The GH exhibits a strong latitudinal gradient. The

largest contributions are over tropical regions where

there is strong convection, most prominently over the

western Pacific. Relatively small contributions occur

over the polar regions, especially over Antarctica. The

GH spatial patterns are strongly influenced by clouds,

which is very similar (not surprisingly) to the cloud im-

pacts on upward LW fluxes at the TOA (cf. with Fig. 2).

Global averages of the local spread for DIV and GH,

shown in Table 3, are as large as those for downward

surface fluxes in Table 2. But unlike for the downward

FIG. 7. Multiyear (2000–03) annual differences in CIS downward fluxes (from Fig. 6) to local ground data statistics

at 28 BSRN surface sites. Note that downward shortwave CREs are negative by definition so that a positive bias

indicates an underestimate.
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fluxes (where larger local spread contributions are re-

lated to clouds), now the larger spread contributions are

associated with cloud-free conditions and thus ancillary

data. The main contributors to the DIV spread are the

absorption of solar radiation by aerosols for the SWDIV

and the surface properties of temperature and emittance

for the LW DIV. The use of more accurate and more

consistent ancillary data, which is also consistent with

other applied ancillary data, certainly raise the scientific

value and reference status for the modeling of obser-

vational datasets.

f. Ocean versus land fluxes

To better understand the radiative energy distribu-

tions in the Earth–atmosphere system, the CIS dataset

has been subdivided into two subsets according to the

underlying surface. The ‘‘ocean’’ dataset combines deep

ocean (surface albedo , 8%) areas with no ice cover

during the year (57.6% coverage), while the remaining

surface area (42.4% coverage) is called the ‘‘land’’

dataset. For selected radiative flux components, the CIS

regional subset averages for ocean and land are com-

pared in Table 4 within the context of the CIS global

averages. The incoming solar radiation for ocean areas is

364.2Wm22 and for land areas it is 310.9Wm22. Thus,

to better compare radiative energy flows over oceans

and land, all flux properties (including their clear-sky

and CRE) are scaled by the average incoming radiation

at the TOA. Larger scaled flux differences between land

and ocean in Table 4 are specially marked.

Themajor differences between land and ocean are the

larger SW surface albedo (about 24% over land versus

about 5% over ocean) and the higher elevation of the

continents, resulting in a geometrically thinner atmo-

sphere. The albedo difference explains the larger up-

ward SW fluxes and smaller net SW fluxes at the surface

and TOA (planetary albedo of about 35% over land

versus about 26%over ocean). The elevated topography

over continents with less atmospheric column water

vapor is themajor reason for stronger upward LWfluxes

at the TOA and weaker GH over continents. Other

significant differences are the generally warmer surface

temperatures over continents and the larger (mainly low

altitude) cloud cover over oceans (Stubenrauch et al.

2013). These differences explain the relatively larger

upward LW fluxes at the surface over continents and the

relatively weaker cloud contributions to the upward SW

flux at the TOA over continents.

Net fluxes at TOA indicate warming over oceans and

cooling over land. Both SW and LW effects contribute

FIG. 8. Multiyear (2000–03) seasonal differences for measured all-sky downward shortwave radiative fluxes at the

surface between CIS and ground data statistics at 28 BSRN surface sites.
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to this difference. Continental cooling, despite less cloud

cover, is caused by a larger surface albedo and a reduced

clear-sky GH (less water vapor). Oceanic warming, de-

spite more cloud cover, is caused by a smaller surface

albedo and a stronger clear-sky GH (more water vapor).

The net flux imbalances at the surface are larger over

oceans than over land. Both SW and LW effects con-

tribute to this difference, too. The main reasons are

smaller upward fluxes over oceans, which aremainly due

to a smaller SW surface albedo and to relatively lower

surface temperatures over oceans.

3. Climate modeling differences with CIS

Global climatemodels simulate the hydrological cycle

and radiative energy exchanges, so broadband radiative

fluxes at the TOA and at the surface are available as

output. The models are constrained to balance the

global annual mean net radiation at the TOA. Thus,

while the TOA averages are expected to closely agree

with CIS, averages for the surface and atmosphere, as

well as their spatial distributions, may not. This section

investigates the differences found when global modeling

with CIS.

The characteristic radiative flux averages and their

spatial distributions from modeling used in this study are

based on the ensemble output from the CMIP3modeling

exercise (Gates et al. 1999), conducted in conjunction

with the IPCC’s Fourth Assessment Report. For each

month, the 25th and 75th percentile values in the 20-

member ensemble distributions are averaged and differ-

enced at each map grid point (18 3 18) over the period

1980–99. For all relevant radiative flux components, the

averages are referred to as the CMIP3 global fields, and

the differences (DCMIP3) are used to estimate modeling

uncertainty. These quantities are relativelymore stable as

the extreme (local) behaviors of individual models are

removed. Using the older CMIP3 model output, despite

newer exercises such as CMIP5, is still meaningful, since

the general behavior with respect to radiative flux aver-

ages and their spatial patterns has not changed signifi-

cantly (Li et al. 2013; Wild 2008; Wild et al. 2012). In the

following comparisons, it is assumed that CIS is more

likely to be a good reference at TOA but may be less

reliable at the surface where extra modeling and ancillary

data must be used.

a. Ancillary data

For the radiative fluxes at the surface and in the at-

mosphere only the larger differences between CMIP3

andCISmay bemeaningful, as both have limitations as a

result of the use of ancillary data.

FIG. 9. Globalmultiyear (2000–03) annual averages of CIS (andDCIS, in parentheses) all-sky
SW (white boxes on left side of figure) and LW (white boxes on right side of figure) net ra-

diative fluxes. By definition all downward fluxes are positive and upward fluxes are negative.

Also indicated are averages for net budgets at the surface and TOA (beige boxes), atmospheric

budgets (divergence; lavender boxes), and the greenhouse effect (green box). The two maps

display annual CIS net budget distributions at the TOA and at Earth’s surface.
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The effective clear-sky SW atmospheric transmission

in CMIP3 data is significantly larger than in CIS.

Globally, the differences amount to 9Wm22 or 3%.

Larger differences occur over continents and point to

the treatment of aerosols. This conclusion is also sup-

ported by the analysis in Fig. 7 and calls for more ap-

propriate aerosol ancillary data.

The effective SW surface albedo in CMIP3 is larger

than in CIS, which could partially offset the larger SW

atmospheric transmission in modeling except that

these differences are not always collocated. There is

good agreement over oceans, but over continents

there are larger disagreements of both signs. CMIP3

tends to display smaller effective surface albedos over

deserts but larger values at high latitudes, especially

during the winter and spring over NH continents when

snow is present. Figure 3 illustrated a range DCIS of

than 40% during boreal winters. Such large diversity

TABLE 3. Comparisons of global multiyear (all sky) radiative flux averages for the atmosphere. In addition, averages for cloud-free

(clear sky) and cloudy regions (CRE) only are given. Listed are averages for the total (SWplus LW) net divergence, its SW (warming) and

LW (cooling) contributions, and the greenhouse effect. ISCCP and SRB data are presented for two different time periods (1984–95 and

2000–03). For the last period CERES data and the CERES, ISCCP, and SRB average (CIS) are also displayed. By definition, downward

fluxes are positive and upward fluxes are negative. The last row lists global averages of the local spread betweenCERES, ISCCP, and SRB

(DCIS).

In the atmosphere (Wm22)

(SW1LW) DIV SW DIV LW DIV GH

All sky Clear sky CRE All sky Clear sky CRE All sky Clear sky CRE All sky Clear sky CRE

ISCCP (1984–95) 2113 2112 21 71 68 3 2183 2179 24 160 133 27

SRB (1984–95) 2113 2109 24 75 72 3 2188 2181 27 156 127 29

CERES (2000–03) 2116 2107 29 73 77 24 2189 2185 24 155 129 26

ISCCP (2000–03) 2117 2116 21 71 68 3 2187 2183 24 158 130 28

SRB (2000–03) 2112 2108 24 74 71 3 2186 2180 26 156 128 28

CIS (2000–03) 2115 2111 25 73 72 1 2187 2183 25 156 129 27

DCIS (2000–03) 18 23 15 8 15 12 17 19 10 18 17 7

FIG. 10.Multiyear (2000–03) values of annual CIS (left) atmospheric netDIV and (right) LWGH (top) during all-sky

conditions and (bottom) for the contributing CRE. Values below the labels indicate global averages.
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will draw the average below expected values. Thus, for

the CIS data, the assumed land albedos for snow-

covered regions are likely underestimates.

The effective upward LW fluxes (determined by sur-

face temperature and surface emittance) in CMIP3 data

are similar in their patterns but lower than CIS over

desert regions. For those regions Fig. 4 illustrated a

range DCIS on the order of 60Wm22. This corresponds

to the surface temperature differences of more than

10K. Unless these large CIS differences are better un-

derstood, meaningful comparisons over desert regions

are not possible.

b. Radiative fluxes at the TOA

Global averages and the spreads of CMIP3 and CIS

and their differences for various radiative flux compo-

nents at TOA are compared in Table 5. Differences are

presented for net fluxes and their four components: SW

downward, SW upward, LW downward, and LW up-

ward fluxes. In addition, clear-sky fluxes and the CREs

are indicated.

The total global mean differences are remarkably

small. This reflects the requirement for a balanced TOA

energy budget in climate modeling; note, however, that

such a constraint was not applied to the CIS products.

The average local spreads of TOA net fluxes for climate

modeling, DCMIP3, and DCIS are similar in magnitude.

However, the contributions to uncertainty are quite

different. In climate modeling, the SW and LW TOA

CREs are much more uncertain (larger spread), in-

dicating problems with cloud properties and their

spatial distributions. In CIS the clear-sky fluxes are

more uncertain, indicating larger diversity among the

ancillary data.

Figure 11 details the spatial distributions of the

differences between CMIP3 and CIS for the upward

SW and LW fluxes at the TOA and the contribution

by clouds to both fluxes. There are significant re-

gional differences of both signs, despite the relatively

good agreement for global averages. Local SW dif-

ferences exceed 30Wm22 in many regions. The

similarity of the patterns of differences in the CREs

and all-sky fluxes indicates that most TOA flux dif-

ferences are caused by differences in the represen-

tation of clouds. The largest CRE differences appear

over tropical oceans. In climate modeling, the CREs

are smaller over stratocumulus decks, yet larger in

the trade wind cumulus regions. These tendencies

reveal regional biases in the modeling of cloud

properties, since the cloud distributions and CRE

patterns are quite consistent in the observational

datasets. Another major difference is smaller upward

SW fluxes in climate modeling over northern Africa

unrelated to clouds, possibly because of assumed

weaker aerosol impacts.

c. Radiative fluxes at the surface

Global averages and the spreads of CMIP3 and CIS

and their differences for radiative fluxes at the surface

are compared in Table 6. Differences are presented

for net fluxes and their four components: SW down-

ward, SW upward, LW downward, and LW upward

fluxes. In addition, clear-sky fluxes and CREs are

indicated.

The total global mean net flux imbalance at the

surface is 14Wm22 smaller in CMIP3 than in CIS.

Both smaller downward SW (23Wm22) and down-

ward LW (210Wm22) flux components contribute

during the climate modeling process. The downward

LW flux differences have similarly strong contribu-

tions from cloud-free (26Wm22) and cloudy condi-

tions (24Wm22). The downward SW flux differences

are composed of larger differences of opposite sign.

Much smaller values under cloudy conditions in

CMIP3 (212Wm22) are largely compensated by more

transparent (larger) clear-sky fluxes (19Wm22).

These global SW flux tendencies indicate optically

thicker clouds and less aerosol in CMIP3 than in CIS.

Given larger cloud optical depths in global modeling,

the reduced LW radiation back to the surface is sur-

prising, as if cloud-base altitudes in modeling are

higher than estimated in CIS. This difference is

TABLE 5. Comparisons of multiyear averages and averages of local spread (italics) for radiative flux products at the TOA between typical

values from satellite remote sensing (CIS and DCIS) and typical values from global modeling (CMIP3 and DCMIP3).

At the TOA (Wm22)

(SW 1 LW) net SW, up LW, up

All sky Clear sky CRE All sky Clear sky CRE All sky Clear sky CRE

CIS (2000–03) 2.5 25 222 2101 253 248 2238 2264 27

CMIP3 (1984–95) 0.3 23 223 2105 254 251 2236 2263 27

CMIP3 2 CIS 20.2 22 1 24 21 23 2 1 0

DCIS (2000–03) 12 15 12 11 11 10 7 10 5

DCMIP3 (1984–95) 14 9 15 19 9 17 14 7 10

DCMIP3 2 DCIS 2 26 3 8 22 7 7 23 5
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enhanced because the satellite surface flux products

have to estimate cloud-base altitudes from external

sources and might be expected to overestimate them

(cf. Zhang et al. 2004). The local average spread is

larger for SW flux components than for LW flux com-

ponents in both climate modeling and the observa-

tional dataset. In climate modeling there is significant

diversity in cloud simulations, as DCMIP3 values for

SW and LWCREs are about twice as large as for DCIS,
but interestingly not for net flux CREs. The larger

DCIS under clear-sky conditions is mainly caused by

the diversity of the ancillary data used for the surface

boundary conditions.

Figure 12 details the spatial distribution of differences

between CMIP3 and CIS for downward SW and LW

fluxes at the surface and contributions by clouds to these

differences. Over oceans, differences in cloud repre-

sentations (smaller optical depths for stratocumulus and

larger optical depths for trade wind cumuli in climate

modeling) largely determine the spatial patterns of the

differences. Over continents, differences under clear-

sky conditions dominate. These are mainly associated

with CIS ancillary data deficiencies: larger downward

SW fluxes over continents in CMIP3 are likely caused

by too-strong CIS aerosol effects (relative to those in

CMIP3), and much smaller downward LW fluxes over

deserts in CMIP3 are mainly caused by overestimates in

temperature and/or emittance in the CIS data (note the

large spread in Fig. 4).

Figure 13 compares local uncertainties between cli-

mate modeling DCMIP3 and observational data, DCIS,
by showing the ratio [(DCMIP3 2 DCIS)/DCIS] for

downward SW and LW fluxes and their associated

CREs. Note that this approach compares the modeling

range as represented by the differences between the

25th and 75th percentiles of the 20 CMIP model en-

semble in relation to the full range of observational

differences. Positive values indicate that local un-

certainty is larger in climate modeling and negative

values that uncertainty is larger in the observational

data. The uncertainty in global modeling for all surface

fluxes is large. The reasons that a stronger global mod-

eling diversity only appears over oceans (e.g., for

downward SW fluxes at lower latitudes and for down-

ward LW CREs) is more a reflection of the large un-

certainty in the applied ancillary (to aerosol and surface

FIG. 11. Differences between annual interquartile averages from CMIP3 global modeling and averages of CIS

radiative flux distributions at the TOA for upward (left) SW and (right) LW radiative fluxes during (top) all-sky

conditions and (bottom) contributing CRE (cf. with Fig. 5 and Table 5). Note that upward fluxes are by definition

negative (e.g., a negative upward flux difference indicates a stronger upward flux in CMIP3modeling and vice versa).

Values below the labels indicate globally averaged differences.
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properties) in CIS, which has stronger impacts over

continents than oceans.

d. Radiative net fluxes

Differences between CMIP3 and CIS for global av-

erages for radiative fluxes and their spreads (in paren-

theses) are summarized in Fig. 14. The corresponding

mean net fluxes of CIS are shown in Fig. 9. Comple-

menting these global averages are differences in the

spatial distributions of the annual mean net radiative

fluxes at TOA (Fig. 14, top) and the surface (Fig. 14,

bottom).

The TOA net flux difference spatial patterns in Fig. 14

show compensating surpluses and deficits. Positive

values indicate regions where the upward radiative

fluxes at the TOA are smaller in CMIP3 than in CIS and

negative values indicate regions where the upward

fluxes at the TOA are larger in CMIP3 than in CIS.

Components of the radiative flux differences at the TOA

were already discussed (cf. Fig. 11): over oceans the

TABLE 6. Comparisons of multiyear averages and averages of local spread (italics) for radiative flux products at the surface between

typical values from satellite remote sensing (CIS and DCIS) and typical values from global modeling (CMIP3 and DCMIP3).

At the surface

(Wm22)

(SW 1 LW) net SW, dn SW, up LW, dn LW, up

All

sky

Clear

sky CRE

All

sky

Clear

sky CRE

All

sky

Clear

sky CRE

All

sky

Clear

sky CRE

All

sky

Clear

sky CRE

CIS (2000–03) 117 135 218 190 245 255 223 229 16 344 312 32 2394 2393 20

CMIP3 (1984–95) 103 133 230 187 254 267 225 228 13 334 306 28 2393 2392 20

CMIP3 2 CIS 214 22 12 23 9 212 22 1 23 210 26 24 1 1 0

DCIS (2000–03) 23 25 17 16 12 15 3 — 2 13 4 8 14 14 2

DCMIP3 (1984–95) 21 13 13 28 10 23 4 — — 19 7 17 13 — —

DCMIP3 2 DCIS 22 212 24 12 22 8 1 — — 6 3 9 21 — —

FIG. 12.As in Fig. 11, but at the surface for downward shortwave and downward longwave (cf. with Fig. 6 and Table

6). Note that downward fluxes are by definition positive (e.g., positive downward flux difference indicates a stronger

downward flux in CMIP3 modeling and vice versa).
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differences in the regional representation of the cloud

radiative effects are mainly responsible for net flux dif-

ference patterns. Some net flux differences are reduced

as local differences of SW CRE are partially compen-

sated by (generally smaller) differences for LW CREs.

Over the Sahara, differences seem to be related to

weaker aerosol effects in climate modeling than in the

observations.

The spatial features of the net flux differences at the

surface in Fig. 14 show mainly negative values of dif-

ferent magnitudes as the surface net flux imbalance in

CMIP3 is smaller than in CIS. Components of radiative

net flux differences at the surface were already discussed

(cf. Fig. 12). The strongest negative differences are over

tropical and subtropical oceans outside the ITCZ, es-

pecially over the eastern Pacific. These differences (on

the order of 30Wm22) are associated with cloud radi-

ative effects in the trade wind cumulus regimes. Over

continents, the differences from cloud effects are rela-

tively small. Rare positive values occur over deserts

(e.g., Sahara, Arabia, Australia) and are related to

stronger clear-sky SW atmospheric transmission in cli-

mate modeling (aerosols).

Global averages of the local spreads, DCIS and

DCMIP3, are compared in Tables 5–7. Also listed in

those tables is (DCMIP32DCIS), shown in parentheses

in Fig. 14. If the difference is positive, then the un-

certainty in modeling (DCMIP3) is larger than in the

observations. At the TOA, uncertainty differences are

all strongly positive, demonstrating that the observa-

tional radiative flux products at the TOA qualify in

general as a reference for climate modeling. At the

surface, in contrast, the uncertainty differences are

generally small and of both signs, indicating that the

observational radiative flux products at the surface have

lost their value as a reference for climate models, par-

ticularly because of the uncertainties in ancillary data-

sets. On the other hand, the patterns among the

uncertainty differences suggest that the observational

representation of cloud radiative effects is still useful for

modeling comparison, especially over oceans.

Figure 15 compares local uncertainties of climate

modeling, DCMIP3, with the observational uncer-

tainties, DCIS, by showing the ratio [(DCMIP32 DCIS)/
DCIS]. Positive ratios indicate (as in Fig. 13) that ob-

servational data can serve as a reference for climate

FIG. 13. Comparisons of spread ranges for downward (left) shortwave and (right) longwave radiative fluxes (top)

during all-sky conditions and (bottom) contributing CRE. The local interquartile range in CMIP3 global modeling

(DCMIP3) is compared with the local CIS range (DCIS) via the ratio of (DCMIP3 2 DCIS) to (DCIS) in percent.

Positive values indicate a larger diversity in the modeling. Negative values indicate a smaller diversity in the mod-

eling. Values below the labels indicate global averages (%).

110 JOURNAL OF APPL IED METEOROLOGY AND CL IMATOLOGY VOLUME 55



modeling. At the TOA, the large ratios indicate that

satellite datasets are a reliable reference, especially for

the cloud effects at low and midlatitudes. Because of

the uncertainties of ancillary data, however, the TOA

net flux patterns over continents provide a more lim-

ited reference capability.

At the surface, the spread ratios are only positive over

oceans but generally negative over continents. Thus,

over many continental regions (e.g., northern Africa)

the CIS net surface fluxes have lost their reference value

to global climate modeling. The ratios for net flux un-

certainties at the surface are more negative than those

for the downward flux components, which were pre-

sented in Fig. 13. This indicates that it is the upward flux

components (in particular the upward LW fluxes, which

are directly dependent on ancillary data) that have in-

creased the local spread in CIS over continents. More

accurate and more consistent ancillary data than those

currently used in the three satellite datasets are needed

in order to qualify satellite data as a reference for cli-

mate modeling in those regions (cf. discussion in Zhang

et al. 2007a).

e. Atmospheric budgets

Differences among the global averages and un-

certainties of CMIP3 and CIS for the net atmospheric

fluxes are compared in Table 7. Differences are pre-

sented for DIV, the separate contributing SW (warm-

ing) and LW (cooling) components, and the GH. In

addition, clear-sky fluxes and CRE are provided.

FIG. 14. Differences in multiyear annual averages for atmospheric SW and LW energy flows

between CMIP3 and CIS. Globally averaged differences of the local uncertainties (DCMIP32
DCIS) are given in parentheses. Compare with Fig. 9 for mean fluxes of CIS. The maps display

CMIP3 2 CIS differences for the net radiation at the TOA and Earth’s surface.

TABLE 7. Comparisons of multiyear averages and averages of local spread (italics) for atmospheric radiative flux products of the

entire atmosphere between typical values from satellite remote sensing (CIS and DCIS) and typical values from global modeling (CMIP3

and DCMIP3).

In the atmosphere

(Wm22)

SW 1 LW DIV SW DIV LW DIV GH

All sky Clear sky CRE All sky Clear sky CRE All sky Clear sky CRE All sky Clear sky CRE

CIS (2000–03) 2115 2111 24 73 72 1 2188 2183 25 154 127 27

CMIP3 (1984–95) 2103 2109 6 75 69 6 2178 2178 0 157 130 28

CMIP3 2 CIS 12 2 10 2 23 5 10 5 5 3 3 1

DCIS (2000–03) 18 23 15 8 15 12 17 19 10 18 17 7

DCMIP3 (1984–95) 18 8 12 7 8 5 16 9 15 18 13 9

DCMIP3 2 DCIS 0 215 23 21 27 27 21 210 5 0 24 2
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The net divergence in CMIP3 is less negative than

for CIS (112Wm22). Both SW (12Wm22 increased

solar heating) and LW (110Wm22, i.e., less LW

cooling) components contribute. In CMIP3 larger SW

warming by cloud absorption is partially compensated

by weaker noncloud (aerosol) warming (as the aerosol

radiative effects are weaker in climate modeling). The

much smaller LW cooling in CMIP3 results equally

from cloud and clear-sky contributions. The GH is

slightly larger in the climate modeling than in the ob-

servational data.

Global averages of the local spreads of DIV and the

GH are similar for observational data and climate

modeling. However, the observational data have larger

spreads in the separate contributions, especially for

clear-sky divergence. Apparently, this clear-sky spread

is compensated by the spread of the cloud effects. The

smaller local spread in climate modeling for clear-sky

DIV and the GH indirectly confirms an ancillary data

problem for at least one of the satellite datasets.

Figure 16 details the spatial distribution of the dif-

ferences between climate modeling, CMIP3, and the

observational data, CIS, for DIV and the GH and the

cloud contributions to these differences. Over almost

the entire globe the atmospheric cooling in climate

modeling is less negative than in the observations. Al-

most all the larger differences are found over oceans (up

to 30–40Wm22) with maxima over the stratocumulus

regions, over midlatitude oceans, and over ocean re-

gions with strong convection. The GH in climate mod-

eling is larger over oceans, especially in the central

tropics, but weaker over dry continental areas. This can

be attributed to lower surface temperatures than are

suggested by observational data.

f. Ocean versus land fluxes

Scaled (with respect to the insolation at the TOA)

averages for selected flux components of CIS between

oceanic (‘‘ocean’’) and nonoceanic (‘‘land’’) subregions

are compared in Table 4, which also contains the cor-

responding scaled averages from CMIP3, where the

marked larger differences are now addressed. At the

TOA there are no large differences in annual averages.

At the surface over oceans both SW and LW net fluxes

are significantly smaller in climate modeling. Smaller

ocean net SW fluxes can be traced back to larger

FIG. 15. Comparisons of uncertainties for (left) net fluxes at the TOA and surface and (right) contributing CRE.

The local interquartile range in CMIP3 global modeling DCMIP3 is compared with the local CIS range DCIS via

the ratio of (DCMIP3 2 DCIS) to (DCIS) in percent. Positive values indicate a larger diversity in the CMIP3

modeling. Negative values indicate a smaller diversity in the CMIP3 modeling. Values below the labels indicate

average ratios (%).
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downward SW flux reductions under cloudy conditions

even though the downward SW fluxes under clear-sky

conditions are slightly larger. Smaller oceanic net LW

fluxes in climate modeling are mainly due to smaller

downward LW fluxes that occur under clear-sky condi-

tions. Reduced downward fluxes for both SW and LW

under cloudy conditions could be explained by a com-

bination of a larger cloud optical depth and a reduced

cloud cover (which have different proportional effects in

the SW and LW). Clear-sky differences of modeling can

be explained in part by a smaller estimate of aerosol

effects in climate modeling. At the surface over conti-

nents only the LW net fluxes are significantly smaller in

climate modeling. Smaller downward fluxes in climate

modeling are mainly associated with cloud-free condi-

tions. Atmospheric divergence is significantly smaller in

climate modeling over both ocean and land with the

largest contributions from clouds over oceans.

4. Summary and conclusions

The time mean spatial distributions of the radiative

energy flow for the Earth–atmosphere system from ob-

servational data products (CERES, ISCCP, and SRB)

were compared to climate modeling outputs from

CMIP3. The analysis focused on comparisons of char-

acteristic averages and local spreads. For a better un-

derstanding of the spatial distribution patterns and local

spreads, clear-sky fluxes and the contributions of clouds

are also examined.

Characteristic observational data were defined by the

local averages of CERES, ISCCP, and SRB, collectively

called CIS, and the spread was quantified by the local

range amongCERES, ISCCP, and SRB, calledDCIS.At

the surface DCIS is larger than at TOA and larger over

continents and higher latitudes than over oceans and

lower latitudes. An examination of the contributions to

DCIS by clouds and under cloud-free conditions in-

dicated that the local spread for surface fluxes (and by

definition for the atmosphere) is mostly caused by

noncloud quantities. This was confirmed by the di-

agnosed local spread in ancillary data used to produce

these products. This calls for more attention to and a

review of all required ancillary data in terms of accuracy,

stability, and temporal homogeneity.

Despite the ancillary data problems, the observational

datasets offer valuable information on the temporal and

spatial variability of radiative fluxes, especially those

FIG. 16. Differences between central values from CMIP3 global modeling and CIS radiative fluxes (top) for the

atmospheric net divergence and for the LW GH and (bottom) for associated CRE (cf. with Fig. 10). By definition

divergence is negative and the GH is positive (e.g., a positive divergence difference indicates an underestimate in

CMIP3 climate modeling).
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associated with cloud variations. Spatial distributions of

annual averages were illustrated for important radiative

flux components. Particularly useful are the more reli-

able (less contaminated by ancillary data) radiative

fluxes at the TOA and the contributing spatial patterns

of clouds. The consistency of the patterns and variation

magnitude of the observed cloud radiative effects reveal

characteristic biases in the representation of clouds in

climate modeling, especially in their representation of

lower-altitude clouds over oceans: cloud radiative ef-

fects in climate modeling are generally underestimated

over stratocumulus regions but overestimated over

trade wind cumulus regions.

A major difference between CIS and CMIP3 is in

the net flux imbalance at the surface, especially over the

oceans. Global averages are compared in Table 8. The

CMIP3 net flux imbalance is 14Wm22 smaller than for

CIS. This raises the question of whether global modeling

generally underestimates the latent heat release, surface

evaporation, and precipitation. Table 8 also lists recent

publications with alternate suggestions for the global

average fluxes. The energy flow averages of Trenberth

et al. (2011) also rely on the model interpretations of

CMIP3, only their imbalance difference with CIS is even

larger (219Wm22). The more recent publications were

aware of this surface net flux difference and tried to

accommodate a larger downward LW flux that is closer

to 345Wm22. These larger values were estimated with

modified cloud properties by combining local statistics

from passive and active remote sensing (Kato et al.

2013). Stephens et al. (2012) tried to accommodate CIS

estimates by allowing larger error margins for all flux

products. Their surface net flux imbalance difference

with CIS was reduced to 23Wm22 at the expense of

larger contributions from sensible and especially latent

heat. Their suggested larger latent heat release, how-

ever, was inconsistent with GPCP precipitation esti-

mates (Adler et al. 2012;Huffman et al. 2009).Wild et al.

(2012) tried a new energy flow estimate by scaling the

surface fluxes of CMIP5 outputs to measured downward

SW and LW radiative fluxes at BSRN surface sites.

Their surface net flux imbalance difference with CIS was

still 210Wm22. This is essentially the same difference

when using the older CMIP3 global model output (Wild

2008). Within that context the energy flows in climate

modeling output did not change significantly between

CMIP3 and CMIP5 (Li et al. 2013). In a more recent

energy flow estimate, L’Ecuyer et al. (2015) combined

multiple information sources from satellite remote

sensing and data assimilations, which not only addressed

radiation, but also the best estimates for turbulent fluxes

and precipitation. Their approach yielded good agree-

ment with CIS, indicating a larger surface net flux im-

balance and associated patterns of larger deviations over

oceans compared to climate modeling. However, since

their approach did not consider individual dataset un-

certainties, in an alternate approach energy flows were

reconstructed by considering uncertainties in the un-

derlying energy and water budgets. Interestingly, the

adjusted energy flow values are close to those of Wild

et al. (2012) and consistent with satellite estimates for

precipitation, again at the expense of a surface net flux

imbalance, which is now again 9Wm22 (on average)

smaller than CIS.

The CIS surface net flux imbalance, which disagrees

with satellite observations of precipitation, however,

TABLE 8. Comparison of multiyear global average radiative fluxes during all-sky conditions in the CIS dataset (boldface font), in the

CMIP3 global climate modeling, and in four recent publications. Larger difference from CIS (.8Wm22) are highlighted for CMIP3

(italics) and for other publications (boldface italics).

All sky (Wm22) CIS CMIP3

Trenberth

et al. (2011)

Stephens

et al. (2012)

Wild et al.

(2012)

L‘Ecuyer

et al. (2015)

L‘Ecuyer

et al. (2015)*

Total, net at TOA 2 0 0 0 0 0 0

SW, up at TOA 2101 2105 2102 2100 2100 2102 2102

LW, up at TOA 2238 2236 2239 2240 2239 2238 2238

SW, dn at surface 190 187 184 188 185 189 186

SW, up at surface 223 225 223 223 224 222 222

LW, dn at surface 344 334 333 345 342 344 341

LW, up at surface 2394 2393 2396 2398 2397 2398 2399

SW, net at surface 167 162 161 165 161 167 164

LW, net at surface 250 259 263 253 255 254 258

Total, net at surface 117 103 98 112 105 113 106

SW, DIV in atmosphere 73 75 79 75 79 71 74

LW, DIV in atmosphere 2188 2178 2176 2187 2184 2184 2180

Total, DIV in atmosphere 2115 2103 297 2112 2105 2113 2106

IR GH at TOA 154 157 157 158 158 160 161

* Constrained to match known observations (e.g., 76 6 6Wm22 of GPCP precipitation data).
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could be in error. The surface fluxes of the so-called

observational data are based on calculations that must

make some assumptions or use other observational an-

alyses for atmospheric properties (i.e., clouds, aerosol,

water vapor, temperature). Most surface net flux dif-

ferences between CIS and climate modeling occur over

lower-latitude ocean areas, where constraints by surface

reference data are poor or absent.

To obtain detailed but global information about

surface energy flows, satellite-based products are nec-

essary but more and better surface monitoring fluxes

[e.g., BSRN-like NOAA buoys and the Marine Aero-

sol Network (MAN) of AERONET (http://aeronet.

gsfc.nasa.gov/)] are needed, especially over oceans, to

identify problems with these radiative flux calculations.

These surface measurements have to combine both

radiative flux measurements with measurements of

the corresponding atmospheric (particularly clouds

and aerosols) and surface conditions. The latter has to

include more information about the site representa-

tiveness (vegetative cover and topography) of the

measurements. Also, better (more accurate and more

detailed space–time variations) information about

what we have called ancillary properties of the atmo-

sphere and surface is needed. The improvement of

these global radiative flux products is required to sup-

port the improvements in climate model representa-

tions of cloud, atmospheric, and surface properties and

their variations.
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