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Abstract A comparison of different model simulations of the ionosphere variability during the 2009
sudden stratosphere warming (SSW) is presented. The focus is on the equatorial and low-latitude ionosphere
simulated by the Ground-to-topside model of the Atmosphere and Ionosphere for Aeronomy (GAIA), Whole
Atmosphere Model plus Global Ionosphere Plasmasphere (WAM+GIP), and Whole Atmosphere Community
Climate Model eXtended version plus Thermosphere-Ionosphere-Mesosphere-Electrodynamics General
Circulation Model (WACCMX+TIMEGCM). The simulations are compared with observations of the equatorial
vertical plasma drift in the American and Indian longitude sectors, zonal mean F region peak density (NmF2)
from the Constellation Observing System for Meteorology, Ionosphere, and Climate (COSMIC) satellites, and
ground-based Global Positioning System (GPS) total electron content (TEC) at 75∘W. The model simulations
all reproduce the observed morning enhancement and afternoon decrease in the vertical plasma drift, as
well as the progression of the anomalies toward later local times over the course of several days. However,
notable discrepancies among the simulations are seen in terms of the magnitude of the drift perturbations,
and rate of the local time shift. Comparison of the electron densities further reveals that although many
of the broad features of the ionosphere variability are captured by the simulations, there are significant
differences among the different model simulations, as well as between the simulations and observations.
Additional simulations are performed where the neutral atmospheres from four different whole atmosphere
models (GAIA, HAMMONIA (Hamburg Model of the Neutral and Ionized Atmosphere), WAM, and WACCMX)
provide the lower atmospheric forcing in the TIME-GCM. These simulations demonstrate that different
neutral atmospheres, in particular, differences in the solar migrating semidiurnal tide, are partly responsible
for the differences in the simulated ionosphere variability in GAIA, WAM+GIP, and WACCMX+TIMEGCM.

1. Introduction

It is now well recognized that the changes in the lower and middle atmospheres during sudden stratospheric
warmings (SSWs) lead to the occurrence of large anomalies in the ionosphere and thermosphere [e.g., Chau
et al., 2011; Yiğit and Medvedev, 2015]. Observations have clearly demonstrated that SSWs significantly impact
equatorial vertical plasma drifts [Chau et al., 2009; Fejer et al., 2010; Rodrigues et al., 2011; Park et al., 2012;
Siddiqui et al., 2015], low-latitude electron densities [Goncharenko et al., 2010a, 2010b; Lin et al., 2012, 2013;
Jonah et al., 2014], and also the middle- to high-latitude ionosphere [Korenkov et al., 2012; Fagundes et al.,
2015; Medvedeva et al., 2015; Pedatella and Maute, 2015; Polyakova et al. 2014; Shpynev et al., 2015]. There
is also evidence that SSWs perturb the thermosphere neutral density, temperature, and winds [Funke et al.,
2010; Liu et al., 2011; Wu and Nozawa, 2015; Sassi et al., 2016]. SSWs therefore have a broad impact across
the entirety of the upper atmosphere. The impact of SSWs on the upper atmosphere can be substantial, and
perturbations reaching 50–100% of the background (i.e., climatological mean) values have been observed
[e.g., Goncharenko et al., 2010a]. Large perturbations in the ionosphere also occur during periods of high solar
activity, demonstrating that the influence of SSWs is not restricted to solar minimum, geomagnetically quiet,
conditions [Pedatella et al., 2012; Goncharenko et al., 2013; Fang et al., 2014a].
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The ionospheric variability during SSWs is considered to be primarily driven by changes in atmospheric tides.
In particular, enhancements in the solar semidiurnal migrating tide (SW2), westward propagating semidiurnal
nonmigrating tide with zonal wave number 1 (SW1), and lunar semidiurnal migrating tide (M2) are considered
to be the dominant drivers of the ionosphere variability [Fang et al., 2012; Pedatella and Liu, 2013; McDonald
et al., 2015]. In the case of the SW2 and M2, the tidal enhancements are the result of changes in the zonal mean
atmosphere which impact the tidal propagation and/or result in a quasi-resonant state of the atmosphere at
the M2 period [Jin et al., 2012; Forbes and Zhang, 2012]. The SW1 is enhanced during SSWs due to the nonlinear
interaction between the SW2 and enhanced planetary wave 1 activity [Liu et al., 2010; Pedatella and Liu, 2013].
The tides influence the equatorial and low-latitude ionosphere primarily by modulating the E region dynamo
generation of electric fields. The middle- and high-latitude ionosphere variability during SSWs is thought to be
related to the direct propagation of tides into the upper thermosphere [Pedatella and Maute, 2015] along with
possible changes in thermosphere neutral composition [Korenkov et al., 2012; Shpynev et al., 2015]. Changes in
the high-latitude zonal mean temperature during SSWs may also alter the electric fields at midlatitudes [e.g.,
Pancheva and Mukhtarov, 2011]; however, electric field changes are thought to have a relatively minor role in
the midlatitude ionosphere variability during SSWs compared to other mechanisms [Korenkov et al., 2012].

Owing to the spatial and temporal sampling constraints of observations, numerical simulations of SSWs are an
essential tool for developing a comprehensive understanding of the middle and upper atmosphere response
to SSWs. Various aspects of the upper atmosphere variability during SSWs have therefore been investigated
using both idealized and realistic simulations [Liu and Roble, 2002; Fuller-Rowell et al., 2010; Liu et al., 2011;
Wang et al., 2011; Jin et al., 2012; Korenkov et al., 2012; Fang et al., 2012, 2014a; Pedatella et al., 2012, 2014a;
Maute et al., 2014; Klimenko et al., 2015a; Pedatella and Maute, 2015; Klimenko et al., 2016]. However, in order to
derive conclusions from the simulations, it is important to have confidence in the simulation results and under-
stand any potential shortcomings. To understand the potential uncertainties in model simulations, Pedatella
et al. [2014b] recently compared the neutral dynamics of the 2009 SSW simulated by four different whole
atmosphere models. Though the general features of the zonal mean, tide, and planetary wave variability were
reproduced in the different whole atmosphere models, the model comparison revealed notable differences
in certain aspects of the simulations, such as the tidal amplitudes.

The present paper extends the prior comparison to model simulations of the equatorial and low-latitude iono-
sphere during the 2009 SSW. Given the discrepancies in the neutral atmosphere simulations, along with the
large differences in ionosphere model simulations during quiet [Fang et al., 2014b] and geomagnetically active
periods [Shim et al., 2011], a comparison of the simulated ionosphere response to SSWs is warranted in order to
understand the present capabilities to model ionosphere variability during SSWs. We initially consider simula-
tions of the ionosphere that have been previously presented in the literature, namely, the Ground-to-topside
model of the Atmosphere and Ionosphere for Aeronomy (GAIA) [Jin et al., 2012], Whole Atmosphere Model
plus Global Ionosphere Plasmasphere (WAM+GIP) [Wang et al., 2014], and Whole Atmosphere Community
Climate Model eXtended version plus Thermosphere-Ionosphere-Mesosphere-Electrodynamics General
Circulation Model (WACCMX+TIMEGCM) [Pedatella et al., 2014a]. The model simulations are compared with
observations of the equatorial vertical plasma drift velocity measured directly at Jicamarca and indirectly
from magnetometer observations over India, F region peak density (NmF2) from Constellation Observing
System for Meteorology, Ionosphere, and Climate (COSMIC), and total electron content (TEC) from
ground-based Global Positioning System (GPS) receivers. To assess the sensitivity of the modeled ionosphere
to the neutral atmosphere, we perform additional simulations in the TIMEGCM with lower atmosphere forc-
ing provided by the neutral atmosphere simulated by GAIA, Hamburg Model of the Neutral and Ionized
Atmosphere (HAMMONIA), WACCMX, and WAM.

2. Model Simulations of the 2009 SSW

The 2009 SSW was one of the strongest SSWs in recent history [e.g., Manney et al., 2009] and also occurred
during a period of quiescent solar and geomagnetic activity. It thus represents an ideal scenario for studying
coupling between atmospheric regions during SSWs. Additionally, many studies have focused on the neu-
tral atmosphere and ionosphere variability during the 2009 SSW. The 2009 SSW is therefore considered as
an important case study for understanding how well different ionospheric models are able to reproduce the
ionospheric variability during SSWs. We first compare three different model simulations that have all previ-
ously been used to investigate the 2009 SSW. A description of these models is provided in sections 2.1–2.3.
We have further performed four simulations where different neutral atmosphere forcings are used to simulate
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the 2009 SSW in the same upper atmosphere model (TIMEGCM). These additional simulations are described
in section 2.4, and provide insight into how differences in the simulated stratosphere and mesosphere may
impact the ionosphere variability.

2.1. GAIA
GAIA is a fully coupled atmosphere-ionosphere general circulation model, including self-consistent electrody-
namics. The neutral atmosphere in GAIA extends from the ground to the exobase (∼1 × 10−10 hPa, ∼500 km),
while the upper boundary of the ionospheric component is 3000 km. The reader is referred to Jin et al., 2012
[2012, and references therein], for details regarding the GAIA model and the simulation of the 2009 SSW.
Briefly, to reproduce the dynamical variability in the lower atmosphere, GAIA is nudged toward the full dynam-
ical fields (i.e., zonal mean, tides, and planetary waves) of the Japanese 25 year reanalysis (JRA-25) from the
surface to 12 hPa (∼28 km), and is unconstrained above 12 hPa. The nudged fields include horizontal winds,
temperature, surface pressure, and water vapor.

2.2. WAM+GIP
WAM extends the upper boundary of the United States National Weather Service Global Forecast System
from the lower mesosphere (∼60 km) to the upper thermosphere (∼600 km) [Akmaev et al., 2008]. WAM
is constrained in the lower atmosphere by assimilating atmospheric observations using the method of
three-dimensional variational (3DVAR) data assimilation [Wang et al., 2011]. Only observations below∼0.1 hPa
(∼65 km) are assimilated in WAM, so the simulations can be considered to be unconstrained above this alti-
tude. To simulate the ionosphere variability during the 2009 SSW, one-way coupling is performed between
WAM and the GIP model. The GIP is a stand-alone ionosphere-plasmasphere model that is coupled to an elec-
trodynamics solver [Fang et al., 2009]. In the WAM+GIP simulations, the WAM neutral winds, and NRLMSISE-00
temperature and neutral composition [Picone et al., 2002] provide the necessary thermosphere input to the
GIP model. The NRLMSISE-00 temperature and neutral composition are used owing to the fact that the WAM
neutral temperature and compositions have not yet been fully validated. The use of the empirical temperature
and composition should not significantly influence the results at low latitudes since the ionosphere variabil-
ity at low latitudes during SSWs is primarily due to changes in electrodynamic processes, which are driven by
the neutral winds. A more detailed description of the WAM+GIP simulations of the 2009 SSW is provided by
Wang et al. [2014].

2.3. WACCMX+TIMEGCM
WACCMX is part of the National Center for Atmospheric Research Community Earth System Model and simu-
lates an altitude range from the surface to the upper thermosphere (2.5×10−9 hPa, ∼500 km). The dynamical
variability during the 2009 SSW is simulated by nudging the WACCMX dynamical fields toward a merged
reanalysis of the Navy Operational Global Atmospheric Prediction System-Advanced Level Physics High
Altitude (NOGAPS-ALPHA) and NASA Modern Era Retrospective Analysis for Research and Applications
(MERRA) up to 0.002 hPa (∼92 km) [Sassi et al., 2013]. WACCMX does not include a self-consistent ionosphere,
and in order to simulate the ionosphere variability based on WACCMX dynamical fields, Pedatella et al. [2014a]
used WACCMX to constrain the TIMEGCM dynamical fields up to∼95 km. In this approach the TIMEGCM zonal
mean fields are nudged toward the WACCMX zonal means, and the planetary waves and tidal (including the
M2 lunar tide) perturbations are applied at the TIMEGCM lower boundary (10 hPa, ∼30 km). The reader is
referred to Pedatella et al. [2014a] for further details regarding the WACCMX+TIMEGCM simulations.

2.4. TIMEGCM Experiments
When comparing the GAIA, WAM+GIP, and WACCMX+TIMEGCM ionospheres it is difficult to determine
whether differences are due to the known differences in the simulated neutral atmospheres [Pedatella et al.,
2014b] or are the result of different treatment of the various ionospheric processes (i.e., production, loss,
transport, etc.). It is therefore beneficial to use a single ionosphere model, but with different neutral atmo-
spheric forcing, to understand how sensitive the simulated ionosphere variability is to differences in the
neutral atmosphere. We perform such a sensitivity study by nudging the TIMEGCM model up to ∼95 km
with the neutral atmosphere (neutral winds and temperatures) of the GAIA, HAMMONIA, WACCMX, and WAM
simulations. Note that we include the HAMMONIA simulations of the 2009 SSW since it was included in the
previous comparison performed by Pedatella et al. [2014b]. We refer the reader to Schmidt et al. [2006] and
Pedatella et al. [2014b] for details regarding the HAMMONIA model and specifics of the 2009 SSW simulation.

The TIMEGCM simulations are performed by nudging the full dynamical fields (i.e., zonal mean, planetary
waves, and tides) from the TIMEGCM lower boundary up to∼95 km [e.g., Liu et al., 2013]. The full fields are used
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in order to preserve the notable differences in the tidal amplitudes between the different neutral atmosphere
simulations. We note that this is a different approach than that used for the WACCMX+TIMEGCM simulations
that are described in section 2.3, and a separate simulation was performed where the WACCMX full fields
(as opposed to just the zonal mean) are used to constrain the TIMEGCM. This WACCMX+TIMEGCM simula-
tion also does not include the M2 lunar tide since it is not included in the other neutral atmosphere model
simulations. We will refer to this simulation as WACCMX+TIMEGCMff in the remainder of the text.

2.5. Summary of Main Model Differences
The preceding sections provide details about the different model simulations. In this section, we briefly
summarize the main differences among the simulations that are thought to be potentially relevant to the
present study.

One of the important differences among the model simulations is the method used to constrain the lower
atmosphere dynamics in order to reproduce the 2009 SSW. The different approaches used are as follows:
nudging up to ∼30 km altitude using the JRA-25 (GAIA), 3DVAR data assimilation of lower atmosphere obser-
vations (WAM), and nudging up to∼92 km using a merged NOGAPS-ALPHA and MERRA reanalysis (WACCMX).
It should be noted that the merged NOGAPS-ALPHA and MERRA reanalysis assimilates observations at meso-
sphere and lower thermosphere (MLT) altitudes. As discussed in Pedatella et al. [2014b], constraining to a
higher altitude may lead to better representation of the MLT dynamics, at least in terms of the large-scale
variability. Additional differences in the neutral atmosphere simulations are related to the parameterization
of gravity wave drag.

We consider the main differences in the ionospheric portion of the models to be the spatial grid and the
geomagnetic field. Both GAIA and TIMEGCM use a standard latitude-longitude-altitude grid while the GIP
grid is based on geomagnetic field lines. The different grids will primarily impact plasma transport, and,
in general, ionosphere models based on geomagnetic field lines should better reproduce the equatorial
ionosphere. A dipole geomagnetic field configuration is used in GAIA, and both GIP and TIMEGCM use
magnetic Apex coordinates [Richmond, 1995] based on the International Geomagnetic Reference Field. The
different geomagnetic field configurations may be important in terms of the model capability to capture
aspects of the longitudinal variability of the ionosphere, especially in longitude sectors where the mag-
netic field is not well represented by the dipole approximation, and also longitudes where the magnetic
declination is large. The TIMEGCM upper boundary is significantly lower than the GAIA and GIP upper
boundaries, which may make the TIMEGCM more sensitive to the imposed upper boundary conditions. Last,
WAM+GIP and WACCMX+TIMEGCM are one-way coupled (i.e., there is no feedback from the ionosphere to
the thermosphere), and GAIA is fully coupled. We note that the above is only a brief summary of the main dif-
ferences among the models, and a comprehensive summary of all the differences is beyond the scope of the
present study.

3. Observations
3.1. Equatorial Vertical Plasma Drift
The different model simulations are compared with the vertical plasma drift observed in the American longi-
tude sector and derived from geomagnetic perturbations in the Indian longitude sector. The Jicamarca Radio
Observatory (11.95∘S and 76.87∘W geographic; 1.92∘S magnetic latitude) incoherent scatter radar (ISR) pro-
vides the vertical plasma drift observations in the American sector. The vertical plasma drifts are derived from
150 km echoes using the technique of Chau and Woodman [2004]. The drifts derived from the 150 km echoes
are consistent with ISR F region E × B vertical drifts. Chau et al. [2009] previously studied the 2009 SSW using
the Jicamarca ISR observations, and found a clear signature of the 2009 SSW in the observations.

Magnetometer observations are used in the Indian longitude sector to obtain a proxy for the vertical plasma
drift perturbations that occur in this longitude sector. Following Anderson et al. [2002], the signature of the
vertical plasma drift is obtained by differencing the horizontal component of the geomagnetic field observed
at a station along the geomagnetic equator (Tirunelveli; 8.7∘N and 77.8∘E geographic; 0.3∘ magnetic latitude)
with a station located ∼5–10∘ off of the geomagnetic equator (Alibaug; 18.7∘N and 72.8∘E geographic;
10.3∘ magnetic latitude). Note that to remove the background main field the daily nighttime average is first
removed from the observations. Though Anderson et al. [2002] determined an empirical relationship between
the horizontal magnetic field perturbations (ΔH) and the vertical plasma drift velocity, we choose to present
the results as magnetic field fluctuations owing to potential uncertainty in applying the empirical relationship
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to a different longitude sector than where it was originally derived. The comparison of the model simulations
to the magnetometer observations should therefore be considered as a qualitative comparison.

3.2. COSMIC NmF2

COSMIC observations of NmF2 are used to provide an observational baseline for the model simulations from a
global perspective. COSMIC is a six-satellite constellation that uses the technique of GPS radio occultation to
observe the neutral atmosphere (troposphere and stratosphere) and ionosphere [Anthes et al., 2008; Yue et al.,
2014]. We use observations of the NmF2 obtained from the Abel inversion [Lei et al., 2007], which show good
agreement with independent ground-based observations [e.g., McNamara and Thompson, 2014]. To ensure
adequate sampling, the COSMIC observations are binned using a 5 day running mean in 2.5∘ magnetic latitude
and 1 h local time (LT) bins.

3.3. GPS TEC
Ground-based observations of the GPS TEC in the South American longitude sector are calculated using the
MIT Automated Processing of GPS (MAPGPS) software [Rideout and Coster, 2006]. The MAPGPS processing
provides estimates of the TEC in 1∘ latitude/longitude bins with a 5 min temporal resolution. For the present
study, we use the GPS TEC observations at 75∘W longitude, where an extensive GPS network provides excel-
lent latitudinal coverage. We note that the ground-based GPS TEC represents the integrated electron density
from the surface to ∼20,000 km altitude, and the limited altitude of the model upper boundaries may there-
fore result in the simulations not including the entire topside ionosphere and plasmasphere contribution of
the TEC. The plasmasphere can contribute up to 30–40% of the total TEC during the daytime [Yizengaw et al.,
2008; Lee et al., 2013; Klimenko et al., 2015b], and the limited altitude of the model upper boundaries can thus
lead to a significant underestimation of the TEC. One should therefore consider the comparison between the
model simulations and ground-based GPS TEC observations in a qualitative, rather than quantitative, sense.

4. Results and Discussion
4.1. Comparison of GAIA, WACCMX+TIMEGCM, and WAM+GIP
Perturbations in the equatorial vertical plasma drift velocity simulated by the GAIA, WACCMX+TIMEGCM, and
WAM+GIP models along with the Jicamarca ISR observations are shown in Figure 1. The perturbations are
calculated by removing the mean value over the entire time period separately for each local time. Removing
the mean value is done to emphasize the perturbations, though it does remove absolute biases between the
models and observations. A 3 day smoothing has been applied to emphasize the SSW-induced perturbations.
The vertical black line in Figure 1, and all subsequent figures, indicates the timing of the SSW based on the
polar vortex weakening definition (minimum zonal mean zonal wind at 70∘N and 48 km) of Zhang and Forbes
[2014]. Hereafter, we will refer to the occurrence of the polar vortex weakening as the onset of the SSW. Note
that the WAM+GIP simulation begins on day 13, so no results are shown prior to this date for the WAM+GIP
simulation in Figure 1 and subsequent figures. Comparing the three different model simulations with the
observations reveals clear similarities, but also notable differences. Similar to the observations, ∼2–3 days
after the SSW onset, the model simulations all show enhanced vertical drifts in the morning and decreased
drifts in the afternoon. The vertical drift perturbations are significantly stronger in WAM+GIP compared to
GAIA and WACCMX+TIMEGCM, which both have drift perturbations of similar magnitude. The model simula-
tions also all exhibit a shift of the positive/negative drift perturbations toward later local times over the course
of several days. The shift of the vertical plasma drift anomalies toward later local times is again similar to the
observations, and is known to be a characteristic feature of the ionosphere variability during SSWs. The shift of
the positive/negative anomalies toward later local times is, however, too slow in the GAIA and WAM+GIP sim-
ulations, and these models do not display enhanced afternoon vertical drifts until approximately days 35–40,
which is ∼5 days delayed compared to the observations. However, the enhanced afternoon vertical plasma
drifts after day∼40 that are seen in the GAIA and WAM+GIP simulations are in good agreement with the obser-
vations. The simulated local time shift following the SSW onset is significantly faster in WACCMX+TIMEGCM
compared to GAIA and WAM+GIP. As demonstrated by Pedatella et al. [2014a], the faster local time shift is con-
sidered to be due to the inclusion of the M2 lunar tide in WACCMX+TIMEGCM, and this appears to result in a
phase shift that is in better agreement with the observations.

The equatorial vertical drift perturbations in the Indian longitude sector simulated by the three models and
the magnetometer derivedΔH are shown in Figure 2. Note that a 3 day smoothing has again been applied. The
reader is reminded that the comparison between the simulated vertical drift perturbations and theΔH should
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Figure 1. Perturbations in the vertical plasma drift velocity at Jicamarca, Peru (75∘W, 12∘S) simulated by the (a) GAIA,
(b) WACCMX+TIMEGCM, and (c) WAM+GIP models. (d) The observed vertical plasma drift perturbations from the
Jicamarca incoherent scatter radar. The gray areas in Figure 1d indicate periods when observations are unavailable.
The solid vertical black line indicates the timing of the polar vortex weakening. Contours are every 6 m s−1

.

be considered only in qualitative terms. The results in Figure 2 reveal similar features as those seen in Figure 1.
The observations again indicate a morning enhancement and afternoon decrease following the SSW onset.
Similar to the American longitude sector, this feature progresses toward later local times in the∼5–10 days fol-
lowing the SSW. The GAIA and WAM+GIP models simulate a strong morning increase and afternoon decrease
in the equatorial vertical plasma drifts, but do not indicate a shift of this feature toward later local times until
around day 40, which is later than seen in the observations. The WACCMX+TIMEGCM simulation again appears
to be the only simulation that well reproduces the shift of the vertical plasma drift perturbations toward later
local times, providing further evidence that inclusion of the lunar tide may be critical for capturing this fea-
ture of the ionosphere variability during SSWs. We note that the shift of the plasma drift perturbations toward
later local times could be related to a phase shift in the SW2. However, as shown in Pedatella et al. [2014b],
GAIA, WAM, and WACCMX have similar phase shifts in the SW2 during the 2009 SSW time period. Furthermore,
when the M2 is not included in the WACCMX+TIMEGCM simulation, the movement of the vertical plasma drift
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Figure 2. Perturbations in the vertical plasma drift velocity at Tirunelveli, India (77∘E, 8∘N) simulated by the (a) GAIA,
(b) WACCMX+TIMEGCM, and (c) WAM+GIP models. (d) Observed equatorial electrojet perturbations (ΔH) from
differencing magnetometer observations at Tirunelveli and Alibaug. The gray areas in Figure 2d indicate periods when
observations are unavailable. The solid vertical black line indicates the timing of the polar vortex weakening. Contours
are every 6 m s−1

.

perturbations toward later local times is no longer in good agreement with the observations (see Figures 7
and 8, which will be discussed later). We can therefore conclude that the inclusion of the lunar tide is crucial
for capturing the local time variability of the vertical plasma drift perturbations. It is, however, important to
recognize that the differences among the simulations are not solely due to inclusion of the lunar tide but are
also related to differences in the neutral atmospheres and treatment of ionospheric processes.

Figures 3 and 4 present the zonal mean NmF2 from the GAIA, WACCMX+TIMEGCM, and WAM+GIP simulations
along with the COSMIC observations at 1000 and 1800 local time (LT), respectively. A 5 day running mean
has been applied to the simulations to be consistent with the observations. The results in Figures 3 and 4 are
presented on different color scales to highlight the variability in the models, which is the focus of the present
paper. There are, however, notable biases among the model simulations and observations that are also impor-
tant to take into consideration. For example, a notable shortcoming of the WACCMX+TIMEGCM simulation
is that the NmF2 is significantly smaller than the observations, and the latitudinal width of the equatorial
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Figure 3. Zonal mean NmF2 at 1000 local time simulated by the (a) GAIA, (b) WACCMX+TIMEGCM, and (c) WAM+GIP
models, and (d) observed by COSMIC. Results are based on a 5 day running mean. The dashed vertical black line
indicates the timing of the polar vortex weakening.

anomalies is too narrow. The narrow latitudinal width of the equatorial anomalies in WACCMX+TIMEGCM is
thought to be related to possible deficiencies in the TIMEGCM during low solar flux conditions, and we note
that the equatorial anomaly width is more consistent with observations during solar moderate and maximum
conditions. This could also be related to the model upper boundary, and the specified upper boundary flux,
but the impact of the low model upper boundary is thought to be small during solar minimum, geomag-
netic quiet, conditions. It should also be considered that the WACCMX+TIMEGCM equatorial anomalies tend
to be wider in the early afternoon, when the crests are near ±10–15∘ (not shown). The narrow width of the
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Figure 4. Zonal mean NmF2 at 1800 local time simulated by the (a) GAIA, (b) WACCMX+TIMEGCM, and (c) WAM+GIP
models, and (d) observed by COSMIC. Results are based on a 5 day running mean. The dashed vertical black line
indicates the timing of the polar vortex weakening.

equatorial anomalies is thus partially related to the local times that are shown in Figures 3 and 4. The three
different model simulations capture the temporal variability that is seen in the observations with varying
degrees of success. The agreement is best at 1800 LT, when all of the model simulations are able to capture the
observed NmF2 decrease following the SSW, though the timing of this decrease differs among the simulations.
The consistency of the model simulations, and agreement with the observations, is worse at 1000 LT. At this
local time, only the WACCMX+TIMEGCM simulation is able to capture the short-term variability seen in the
observations. The NmF2 minimum that occurs around days 30–35 at 1000 LT is absent in the GAIA simulation
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Figure 5. Total electron content at 1000 local time simulated by the (a) GAIA, (b) WACCMX+TIMEGCM, and (c) WAM+GIP
models, and (d) observed by ground-based GPS receivers. The dashed vertical black line indicates the timing of the
polar vortex weakening.

and only apparent in WAM+GIP in the Southern Hemisphere. The inability of the GAIA and WAM+GIP sim-
ulations to adequately reproduce the variability in the morning may be related to the extended periods of
enhanced morning upward vertical drift perturbations (Figures 1 and 2) that are seen in these simulations.

Comparisons of the model simulations of TEC with the ground-based GPS observations at 75∘W at 1000
and 1800 LT are presented in Figures 5 and 6, respectively. Note that the TEC observations poleward of 35∘S
are not shown due to poor data quality resulting from the sparse observation coverage at these latitudes.
Similar to the vertical plasma drift perturbations, a 3 day smoothing has been applied to the simulated and
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Figure 6. Total electron content at 1800 local time simulated by the (a) GAIA, (b) WACCMX+TIMEGCM, and (c) WAM+GIP
models, and (d) observed by ground-based GPS receivers. The dashed vertical black line indicates the timing of the
polar vortex weakening.

observed TEC. We reiterate that the TEC comparison should be considered in a qualitative sense since the
model upper boundaries inhibit a direct, quantitative, comparison. The TEC at 75∘W displays largely similar
features to the zonal mean NmF2. The similarities and differences between the different model simulations
and the GPS TEC observations are also similar to the comparison of NmF2. In particular, it is again evident
that the GAIA and WAM+GIP simulations show extended periods of enhanced TEC at 1000 LT. This is in con-
trast to the WACCMX+TIMEGCM simulation and ground-based GPS TEC observations which indicate that
the enhancement occurring after the SSW onset only occurs between days 25 and 30, and is followed by a
short-term decrease in TEC between days 30 and 5. These differences are again attributed to the extended
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period of enhanced vertical plasma drifts in the morning in the GAIA and WAM+GIP simulations (Figure 1).
Discrepancies between the observed and modeled TEC are therefore in large part due the inability of the
model simulations to capture the observed vertical plasma drift perturbations. An additional source of the
discrepancies may be due to differences in the simulated thermosphere neutral composition which may
result from the impact of tidal dissipation on the thermosphere circulation [Yamazaki and Richmond, 2013;
Shpynev et al., 2015]. We do, however, consider effects due to the thermosphere composition to be of sec-
ondary importance compared to electrodynamics, at least at low latitudes. The three model simulations are
significantly better at reproducing the observations at 1800 LT, and all of the models capture the decrease fol-
lowing the SSW onset. However, the timing and extent of this decrease differ among the model simulations,
and between the simulations and observations. For example, the GAIA and WAM+GIP models do not capture
the short-term increase in TEC that occurs just prior to day 35. This feature is seen in the WACCMX+TIMEGCM
simulations, although it is delayed by a few days compared to the observations.

Based on the comparisons in Figures 1–4 it is clear that, although the models may be able to capture gen-
eral features of ionosphere variability during the SSW, there are significant differences among the individual
model simulations. Furthermore, there remain clear discrepancies between the simulations and observa-
tions, with none of the model simulations able to capture all aspects of the variability that is seen in the
observations.

4.2. Sensitivity to Neutral Atmosphere Forcing
We now turn our attention to understanding the impact of differences in the neutral atmosphere on the
simulated ionosphere variability during the 2009 SSW. The reader is referred to Pedatella et al. [2014b] for
a comprehensive discussion regarding the differences in the neutral atmosphere simulations. The aspect
of the prior comparison that is thought to be most relevant to the present study are the amplitude and
temporal variability of the SW2. In brief, Pedatella et al. [2014b] found that although all of the simulations
exhibit similar temporal variability, the amplitude of the SW2 differs significantly among the simulations.
The WACCMX SW2 amplitude is approximately 20% of the WAM amplitude, and the GAIA and HAMMONIA
simulations fall roughly in the middle of the WACCMX and WAM values. These differences are considered espe-
cially relevant since the SW2 has a significant impact on the equatorial electrodynamics [e.g., Fesen et al., 2000].
The change in the SW2 phase during the SSW, which will impact the local time variability of the equatorial
ionosphere perturbations, is similar among the four model simulations. Though not shown here, the nudging
strongly constrains the different TIMEGCM simulations to their respective original simulations, at least up to
the lower thermosphere. The different TIMEGCM simulations thus reflect the different tidal variabilities shown
in Pedatella et al. [2014b].

The vertical drift perturbations in the American and Indian longitude sectors for the different TIMEGCM sim-
ulations along with the Jicamarca ISR and magnetometer ΔH observations are shown in Figures 7 and 8. We
remind the reader that the WACCMX+TIMEGCMff simulations shown here, and throughout the remainder of
this section, differ from those presented in section 4.1 in that they do not include the M2 lunar tide and are
nudged using the full dynamical fields up to ∼95 km (as opposed to just the zonal mean). Nudging with the
full dynamical fields results in a significantly weaker SW2 in the WACCMX+TIMEGCMff simulation compared to
the WACCMX+TIMEGCM simulation presented previously. The results in Figures 7 and 8 reveal that the simu-
lated vertical plasma drift perturbations are generally similar when different neutral atmospheres are used as
lower atmospheric forcing for the same ionosphere-thermosphere model. The similarity is clearly evident in
terms of the progression of the drift perturbations toward later local times, which is seen to be very consistent
among the simulations. This is not too surprising given the consistency in the SW2 phase changes among the
model simulations, which is likely to be the source of the shift toward later local times. We note that the shift
of the perturbations toward later local times is slower in all of the simulations than in the observations. Since
none of the TIMEGCM simulations include the M2 lunar tide, the slow phase shift supports our prior assertion
that the M2 lunar tide is important for fully capturing this feature. Although the simulations are largely simi-
lar, the impact of the different neutral atmospheres is also evident. It is clear that the magnitude of the drift
perturbations generally follows the SW2 amplitude, with the WAM+TIMEGCM simulated drift perturbations
being significantly larger than the other three models. The drift perturbations in the WACCMX+TIMEGCMff

simulations, which has by far the weakest SW2, are also small and it is difficult to discern a clear signature of
the SSW in this simulation. These results clearly illustrate the importance of accurately modeling the tides at
MLT altitudes for simulating the ionosphere variability.
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Figure 7. Perturbations in the vertical plasma drift at Jicamarca, Peru (75∘W, 12∘S) in the TIMEGCM simulations with
lower atmosphere forcing from (a) GAIA, (b), HAMMONIA, (c), WACCMX, and (d) WAM. (e) The observed vertical plasma
drift perturbations from the Jicamarca incoherent scatter radar. The gray areas in Figure 7e indicate periods when
observations are unavailable. The solid vertical black line indicates the timing of the polar vortex weakening. Contours
are every 6 m s−1

.

PEDATELLA ET AL. 2009 SSW MODEL COMPARISON 7216



Journal of Geophysical Research: Space Physics 10.1002/2016JA022859

Figure 8. Perturbations in the vertical plasma drift velocity at Tirunelveli, India (77∘E, 8∘N) in the TIMEGCM simulations
with lower atmosphere forcing from (a) GAIA, (b) HAMMONIA, (c) WACCMX, and (d) WAM. (e) Observed equatorial
electrojet perturbations (ΔH) from differencing magnetometer observations at Tirunelveli and Alibaug. The gray areas
in Figure 8e indicate periods when observations are unavailable. The solid vertical black line indicates the timing
of the polar vortex weakening. Contours are every 6 m s−1

.
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Figure 9. Zonal mean NmF2 at 1000 local time simulated by the TIMEGCM with lower atmosphere forcing from (a) GAIA,
(b) HAMMONIA, (c) WACCMX, and (d) WAM, and (e) observed by COSMIC. Results are based on a 5 day running mean.
The dashed vertical black line indicates the timing of the polar vortex weakening.
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Figure 10. Zonal mean NmF2 at 1800 local time simulated by the TIMEGCM with lower atmosphere forcing from
(a) GAIA, (b) HAMMONIA, (c) WACCMX, and (d) WAM, and (e) observed by COSMIC. Results are based on a 5 day
running mean. The dashed vertical black line indicates the timing of the polar vortex weakening.
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Figure 11. Total electron content at 1000 local time simulated by the TIMEGCM with lower atmosphere forcing from
(a) GAIA, (b) HAMMONIA, (c) WACCMX, and (d) WAM models, and (e) observed by ground-based GPS receivers.
The dashed vertical black line indicates the timing of the polar vortex weakening.
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Figure 12. Total electron content at 1800 local time simulated by the TIMEGCM with lower atmosphere forcing from
(a) GAIA, (b) HAMMONIA, (c) WACCMX, and (d) WAM models, and (e) observed by ground-based GPS receivers.
The dashed vertical black line indicates the timing of the polar vortex weakening.
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Figures 9–12 show the NmF2 and TEC at 1000 LT and 1800 LT simulated by the four different TIMEGCM sim-
ulations and NmF2 observed by COSMIC and the ground-based GPS TEC. There are clear differences among
the model simulations, and this again demonstrates that differences in the simulated neutral atmosphere will
impact the electron density. Weak to nonexistent equatorial anomalies are evident in Figures 9 and 10, indi-
cating that this is apparently a general problem with the TIMEGCM. We reiterate that this is thought to be
related to possible deficiencies in the TIMEGCM during extremely low solar flux conditions and also that the
width of the anomalies is wider during the early afternoon. At 1000 LT, although the four TIMEGCM simulations
capture some aspects of the observed variability, the notable disagreements with the observations illustrate
that the simulations poorly capture the ionosphere electron density variability in the morning. The agree-
ment at 1800 LT is generally better, and the GAIA, HAMMONIA, and WAM simulations all capture the decrease
after the SSW; however, they fail to capture the observed short-term increase that occurs around day 35. We
note that the WACCMX+TIMEGCMff simulation fails to capture the decrease following the SSW at 1800 LT. The
absence of this feature in the WACCMX+TIMEGCMff simulation is attributed to the weak afternoon equato-
rial vertical drift perturbations (Figures 7 and 8). We again emphasize that the weak drifts are thought to be
the result of the low SW2 amplitudes in WACCM-X. It should be mentioned that the SW2 in the model sim-
ulations that reproduce the magnitude of the observed vertical drift perturbations may be too large. If the
M2 were added to these simulations, the local time behavior of the vertical drift perturbations may improve,
but the magnitudes may also increase, resulting in vertical drift perturbations that are too great. These points
illustrate the importance of accurately simulating the variability in the MLT in order to reliably reproduce the
upper atmosphere variability during SSWs. Although the above discussion is focused on the NmF2, the TEC
results at 1000 and 1800 LT (Figures 11 and 12) reveal similar features as the NmF2.

5. Summary and Conclusions

The present study extends Pedatella et al. [2014b] previous comparison of neutral atmosphere simulations of
the 2009 SSW to the ionosphere. The primary focus is on the daytime equatorial and low-latitude ionosphere
variability during the 2009 SSW simulated in GAIA, WAM+GIP, and WACCMX+TIMEGCM. Based on comparison
with observations, we reach the following conclusions:

1. The model simulations are all capable of reproducing the observed morning enhancement and afternoon
decrease of the equatorial vertical plasma drift that occurs ∼2–3 days following the SSW onset in both
the American and Indian longitude sectors. However, the magnitude of the variability differs among the
simulations, which is thought to be related to differences in the simulated SW2 amplitudes.

2. The shift of the vertical drift perturbations toward later local times in the GAIA and WAM+GIP simulations
occurs∼5 days later than seen in the observations. The WACCMX+TIMEGCM simulation well reproduces the
local time shift. WACCMX+TIMEGCM is the only simulation that includes the M2 lunar tide, indicating the
possible importance of the lunar tide for modulating the equatorial electrodynamics during the 2009 SSW.

3. All three model simulations can reproduce certain aspects of the observed zonal mean NmF2 variability
and the ground-based GPS TEC at 75∘W. There are, however, several features in the observations that are
poorly reproduced, or absent, in the model simulations. The simulated variability overall tends to be in
better agreement with the observations at 1800 LT compared to 1000 LT.

To assess the impact of differences in the neutral atmosphere on the simulated ionosphere variability, addi-
tional experiments were performed where the neutral atmospheres from GAIA, HAMMONIA, WACCM-X, and
WAM were used to constrain the TIMEGCM up to ∼95 km. The results of these simulations illustrate that
the differences seen in comparing the GAIA, WAM+GIP, and WACCMX+TIMEGCM can be attributed to both
differences in how the models simulate the ionospheric processes as well as differences in their neutral atmo-
spheres. The amplitude and variability of the SW2 is thought to be especially important with regard to being
able to reliably simulate the ionosphere variability during SSWs. This illustrates that accurately modeling
variability in the MLT is essential for understanding the impact of SSWs on the ionosphere.

The present study is intended to provide an overview of the current capability to simulate the equatorial and
low-latitude ionosphere variability during SSWs. Though the results are considered as generally representa-
tive of current modeling capabilities, it should be recognized that we have focused on a single, extremely
strong, SSW event. Overall, the comparison demonstrates that although current models can reproduce gen-
eral features of the SSW variability, they are all rather different, and each captures certain aspects of the
variability better than the others. It is therefore necessary to continue to advance modeling capabilities both

PEDATELLA ET AL. 2009 SSW MODEL COMPARISON 7222



Journal of Geophysical Research: Space Physics 10.1002/2016JA022859

through improvements in the underlying models themselves, as well as through possible improvements
in methodology for constraining the simulations at ionospheric altitudes, for example, by implementing
ionosphere-thermosphere data assimilation techniques. As the models continue to evolve, we anticipate
the overall capability of reproducing the upper atmosphere variability during meteorological events to be
improved in the future.
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Yiğit, E., and A. S. Medvedev (2015), Internal wave coupling processes in Earth’s atmosphere, Adv. Space Res., 55, 983–1003.
Yizengaw, E., M. B. Moldwin, D. Galvan, B. A. Iijima, A. Komjathy, and A. J. Mannucci (2008), Global plasmaspheric TEC and its relative

contribution to GPS TEC, J. Atmos. Sol. Terr. Phys., 70, 1541–1548.
Yue, X., W. S. Schreiner, N. Pedatella, R. A. Anthes, A. J. Mannucci, P. R. Straus, and J.-Y. Liu (2014), Space weather observations by GNSS radio

occultation: From FORMOSAT-3/COSMIC to FORMOSAT-7/COSMIC-2, Space Weather, 12, 616–621, doi:10.1002/2014SW001133.

PEDATELLA ET AL. 2009 SSW MODEL COMPARISON 7225

http://dx.doi.org/10.1002/jgra.50487
http://dx.doi.org/10.1002/2014SW001133

	Abstract
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (ECI-RGB.icc)
  /CalCMYKProfile (Photoshop 5 Default CMYK)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends false
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Symbol
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /Times-Roman
    /ZapfDingbats
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


