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Abstract This paper introduces modifications to the traditional viscous-plastic sea-ice dynamical model, which are necessary to model land-fast ice in the Kara Sea in a realistic manner. The most important modifications are an increase in the maximum viscosity from the standard value of $\zeta_{\text{max}} = (2.5 \times 10^8 s) P$ to $\zeta_{\text{max}} = (10^{13} s) P$, and to use a solver for the momentum equation capable of correctly solving for small ice velocities (the limit here is set to $10^{-4}$ m/s). Given these modifications, a necessary condition for a realistic fast-ice simulation is that the yield curve give sufficient uniaxial compressive strength. This is consistent with the idea that land-fast ice in the Kara Sea forms primarily via static arching. The modified model is tested and tuned using forcing data and observations from 1997 and 1998. The results show that it is possible to model land-fast ice using this model with the modifications mentioned above. The model performs well in terms of modeled fast-ice extent, but suffers from unrealistic break-ups during the start and end of the fast-ice season. The main results are that fast ice in the Kara Sea is supported by arching of the ice, the arches footers resting on a chain of islands offshore.

1. Introduction

Land-fast ice can be found all around the Arctic rim, but it is an especially prominent feature of the Siberian winter ice cover, with the Kara, Laptev and East-Siberian Seas all having extensive fast-ice cover in winter. Of these, the Kara Sea fast-ice cover is probably the most observed and studied (see in particular Divine et al. [2003, 2004, 2005]). Fast ice in the Kara Sea has historically closed the Vilkitsky Strait, separating the Laptev and Kara Seas, for about 7 months of the year. The presence of ice there is arguably the most difficult road block for the North-East passage. Fast ice has, in general considerable effects on navigation. Land-fast ice also has a considerable effect on the ocean and atmosphere at a regional scale. With ever increasing computing powers these effects may soon be of interest to researchers running basin-scale or even global models.

Despite its importance, the dynamical modeling of land-fast ice has not garnered much interest in the sea-ice modeling community. Most dynamic sea-ice models are not able to reproduce land-fast ice in a realistic setting, based on the ice dynamics. Zyryanov and Korsnes [2003] did simulate fast-ice formation in the Kara Sea under idealized wind stress using a cohesive discrete element model. This model shares some very basic rheological characteristics with the model proposed here, but they use a discrete element model is substantially different from the continuous finite-difference model used here. Dumont et al. [2009] used an elasto-viscous-plastic model to simulate the North Water Polynya ice bridge using idealized forcing and decreased ellipse aspect ratio. König Beatty and Holland [2010] introduced tensile strength to the elliptic yield curve of the viscous-plastic and elasto-viscous-plastic models in order to model fast ice, but only considered idealized one dimensional cases. Parametrizations of fast-ice formation due to the grounding of pressure ridges have been introduced into classical sea-ice models [Lieser, 2004; Lemieux et al., 2015], covering fast ice formation over shallow waters, through the mechanism of ice anchoring. In a pan-Arctic simulation, Itkin et al. [2015] used the modifications of König Beatty and Holland [2010] to model fast ice, focusing on the Laptev Sea. They based the tensile strength on the water depth. The Kara Sea fast ice is particularly interesting in this context because large areas of it only have a weak dependence on the grounding of pressure ridges, evident by the fast ice extending well beyond the shallow areas where grounding is important. Studying the Kara Sea therefore allows us to mostly ignore grounding and focus on the internal ice mechanics necessary for fast-ice formation.
For the development and testing of the model I focus on the Severozemelsky region in the north-eastern Kara Sea, where fast ice forms over deep waters. The extent of the fast-ice cover in the Severozemelsky region is both large and variable. Divine et al. [2003, 2004] showed that the fast ice in this region undergoes significant seasonal and inter-annual variations. Divine et al. [2005] then showed that this variability is mostly discrete and that the ice cover in the region primarily occupies one of the three modes shown in Figure 1. More than one mode may be visible each winter, but there is usually one prevalent mode for the entire winter. Which modes occur in a specific year can be linked to the prevailing atmospheric circulation patterns, although that link is somewhat weak [Divine et al., 2005]. All modes follow a chain of islands in the region.

Of these modes the so called S-mode is the smallest, and most common. It extends from Severnaya Zemlya to the Sergey Kirov Islands and from there to Sterlegova Cape. The L1 and L2 modes can be considered extensions of the S-mode and only form once the S-mode has been established. In L1-mode, the fast ice extends from the Sergey Kirov Islands to Izvestiy Tsik Islands and the Arctic Institute Islands and from there onto the coast midway between Dikson and the Pyasina delta through the Kamanennyye Islands. In L2 mode, the fast ice extends from the Arctic Institute Islands to Sverdrup Island and from there to Dikson or Vil’kitsky Island.

The mechanism for fast-ice formation appears to mostly depend on local geography. According to Volkov et al. [2002] there are two basic mechanisms at work in the Kara Sea. First, grounded pressure ridges stabilize the ice, facilitating fast-ice growth in shallow regions (≤25 m). The spatial extent of this ice is then presumably limited by the thickness of the pressure ridge and the ocean depth. Second, further fast-ice growth may occur as ice floes drift onshore and attach themselves onto the coast or fast ice. This second mechanism is the main formation mechanism in the Severozemelsky region since nearly all of the fast ice that forms there forms over waters too deep for pressure ridges to become grounded. Volkov et al. [2002] did not specify how this ice remains land fast. However, based on the results of Divine et al. [2005] one can assume that during periods of offshore winds, off-shore islands will prevent the ice drift allowing fast ice to form over deep water.
The ice behavior in between the stabilizing islands is therefore of special interest here. Goldstein et al. [2004] made a study of the shape of the fast ice boundary in the Bothnian Bay in the Baltic Sea, concluding that the “fast ice boundary is formed of piecewise curved sections” [Goldstein et al., 2004, p. 3], or arches. Arch-like shapes have also been observed in the Laptev Sea fast ice [Haas et al., 2005; Selyuzhenok et al., 2015], and Dumont et al. [2009] demonstrated the role of arching in forming an ice bridge in Nares Strait.

Arching is a well known phenomenon, of particular interest when it comes to the flow in silos and hoppers, but has also been addressed in sea-ice modeling [see e.g., Drescher et al., 1995; Hibler et al., 2006; Matchett, 2007]. Under the right conditions static arches will form in granular materials passing through openings and converging channels. It has been shown that the strength of the arch depends most crucially on the uniaxial compressive strength of the material, even if the exact formulation of the arch shape and strength may not be simple to deduce [e.g., Matchett, 2007]. In a Coulombic rheology uniaxial compressive strength requires tensile strength as well, but this is not the case in general.

Ice arches will thus form in channels and narrow passages due to the ice’s nonzero tensile and uniaxial compressive strength. The latter is likely to be a key quantity for determining the strength of the arch. The tensile strength of sea ice is frequently quoted at about 1/20th of the compressive strength [see e.g., Hibler and Schulson, 2000; Wang, 2007, and references therein]. Weiss et al. [2007] suggest that the yield curve (or failure envelope) is scale dependent and scales like $\sqrt{l_1/l_2}$, where $l_1$ and $l_2$ are the length of the “stress concentrators” at each scale. They claim this scaling explains the difference between uniaxial compressive strength of about 5 MPa measured in the laboratory and between 150 and 250 kPa measured in situ (values from Weiss et al. [2007]). It is not trivial to relate this scaling to the model scale, but given a grid cell size of 10 km one would expect the stress concentrator scale to lie in the range 10 m to 100 m (assuming that the stress concentrator is between two or three orders of magnitude smaller than the scale of the observations, like Weiss et al. [2007] do). This gives a scale-appropriate uniaxial compressive strength between 10 and 100 kPa, using the stress concentrator scales and measurements reported by Weiss et al. [2007].

In this context it is interesting to note that when Tremblay and Hakakian [2006] estimated the strength of fast ice from satellite images and reanalysis data they found the tensile strength to be about half the compressive strength, or about 25 kPa. The reason behind the discrepancy between this value and the commonly quoted 1/20 may be that they did not measure the tensile strength of the ice but rather the strength of the arched structure. In their case the arches presumably form between grounded pressure ridges (in the East Siberian Sea), but the principle is the same as when the arches form between islands, as discussed elsewhere in this text. For an arch forming in a converging channel the strength of the structure is equal to the uniaxial compressive strength [Matchett, 2007; Jenike, 1961, 1964]. This may not hold here since the arches are not forming in regular, converging channels, but between irregularly spaced pressure ridges. Moreover, due to errors in the reanalysis used and the geostrophic assumption (namely the turning angle) the wind stress will never be perfectly aligned with the thrust delivered to the footers. So on the one hand not all the wind stress is delivered to the arch, meaning that 25 kPa is most likely an upper bound for the uniaxial compressive strength. On the other hand there will be cases where the fast ice breaks because the grounded pressure ridge is freed, not because the arch breaks. In this case assuming the strength of the arched structure is equal to the uniaxial compressive strength is an underestimation.

In the following, it will be assumed that static arching is the key process for fast-ice formation in the Kara Sea. This leads to the discussion of the yield curve in the following section, since uniaxial compressive strength is a necessary condition for arch formation. In section 3, the data used for evaluation of the model are introduced followed by results presented in section 4. The results are discussed in section 5, followed by conclusions.

2. Model Description

2.1. The Kara Sea Ice-Ocean Model

The model used here is a coupled ice–ocean model. The ocean model is the Vector Ocean Model (VOM) developed at the University of Hamburg [see Backhaus, 2008] and the ice model is discussed in section 2.2. VOM is a full-fledged primitive equation model with a free surface. The equations for the surface elevation are solved implicitly and for the present set-up both the ice and ocean model use a time step of 600 s. It has a novel z-grid which permits variable vertical grid spacing per ocean column to better represent areas
The coupled model is run at a 10 km horizontal resolution, with the surface and bottom grid cells always 4 m thick and other cells equally thick or thicker. The vertical layer spacing is variable from one column to the next and depends on the steepness of the topography as described in Backhaus [2008]. For this particular set-up most of the shallow area of the Kara Sea is resolved with a vertical resolution of 4 m near the bottom and surface and 8 m or 16 m resolution towards the middle of the water column. The simulated area covers all of the Kara Sea and a very small portion of the Barents Sea, west of the Kara Gate. The coupled ice–ocean model has open boundaries just west of the Kara Gate, between the northern tip of Novaya Zemlya and Franz Josef Land, and between the islands of Severnaya Zemlya and Malyj Taymyr.

The model is forced by atmospheric forcing, lateral ocean boundary forcing, and river forcing. The atmospheric forcing is derived from the first National Center for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) reanalysis [Kalnay et al., 1996] providing the model with surface air temperatures (at 2 m), total cloud cover, atmospheric pressure, precipitation, relative humidity and winds (at 10 m). Oceanic salinity, temperature, and surface height forcing is derived from results from the NAOSIM model [Karcher et al., 2011], a high resolution coupled ice-ocean model of the Arctic and North-Atlantic oceans, forced with the same NCEP/NCAR data. The NAOSIM results were used both for the ocean initial conditions and for forcing on the lateral boundaries. Daily river discharge data for the Ob, Pur, Taz, Yenisey and Nadym were provided upon request by the Global Runoff Data Centre in Koblenz, Germany. Monthly data for Pyasina from June to September as well as the annual average were obtained from the Arctic and Antarctic Research Institute’s website. This data is unfortunately no longer available there. River temperatures were interpolated from the measurement data provided by Lammers et al. [2007] (using the data they refer to as \(T_0\)). The Pyasina river temperatures were set equal to those of its nearest neighbour, the Yenisey, since no temperature measurements were available. Tidal data (M2 component) were superimposed on the sea surface height from NAOSIM, which does not include tides. The tidal data come from the HAMTIDE tidal model and are available from the Integrated Climate Data Center, Hamburg, Germany (http://icdc.zmaw.de/daten/ocean/hamtide.html). The tidal signal was added to the sea surface height derived from the stream function of the NAOSIM model, which has no tides. Tidal variations in the relevant fast-ice areas are small (less than or about 10 cm) and the influence of tides on the simulated fast-ice are negligible.

### 2.2. The Sea-Ice Model

The sea-ice model is a modification of the viscous-plastic model suggested by Hibler [1979] with three layer thermodynamics according to Semtner [1976]. The model solves the momentum equation [e.g., Connolley et al., 2004]

\[
0 = A(\tau_a + \tau_w) - mf \vec{k} \times \vec{u} - mg \nabla H - \nabla \cdot \sigma, \tag{1}
\]

where \(\vec{k}\) is a unit vector normal to the surface, \(\tau_a\) and \(\tau_w\) are the quadratic air and water stresses, \(f\) is the Coriolis factor, \(g\) is the gravitational acceleration, \(\nabla H\) is the gradient of the sea surface height and \(\sigma\) is the sea ice stress tensor. This formulation neglects the inertial term. The last term on the right hand side \(\nabla \cdot \sigma\) describes forces due to internal stress while the other terms all represent external forces. The ice is assumed to be isotropic and thus has a yield surface that is a curve in the \(\{\sigma_1, \sigma_2\}\) plane, where \(\sigma_1\) and \(\sigma_2\) are the stress invariants [Fæltham, 2008]. For stresses inside the yield curve, viscous deformation occurs, while for stresses on the yield curve plastic deformation takes place. In addition a flow rule is used to determine the direction of the plastic strain rate.

Both plastic and viscous behavior can be represented using the stress and strain invariants as [König Beatty and Holland, 2010]:

\[
\sigma_1 = \zeta \bar{\sigma} - P'(1-k_T)/2 \quad \text{and} \quad \sigma_2 = \eta \bar{\sigma}, \tag{2}
\]

where \(\bar{\sigma}\) and \(\bar{\sigma}\) are the first and second invariants of the strain rate tensor. The \(\zeta\) and \(\eta\) are the nonlinear bulk and shear viscosities, \(P'\) is a pressure-like term, and \(k_T\) is a tensile strength term, giving the tensile strength as a fraction of the compressive strength. The viscosities are functions of the strain rates and of the compressive strength, which in turn depends on the ice thickness and concentration. The formulation of the viscosities determines the shape of the yield curve.
These are derived assuming a normal flow rule. It is clear that for small strain rates the viscosity tends to infinity so a lower bound must be set for $\Delta$:

$$\Delta=\Delta_{\text{min}}/\tanh\left(\frac{\Delta_{\text{min}}}{\sqrt{\frac{e_1^2}{\varepsilon_0^2}+\varepsilon_0^2}}\right) .$$  

(5)

Note that $\Delta_{\text{min}}$ relates to the commonly used maximum viscosity parameter $\zeta_{\text{max}}$ as $\Delta_{\text{min}}=P/(2\zeta_{\text{max}})$. This limit is mathematically identical to the continuously differentiable form of the upper bound suggested by Lermieux and Tremblay [2009], but is easier to implement when the elliptic yield curve has tensile strength.

The ice strength term, $P$ is defined as:

$$P=P^*\exp\left(-C|1-A|\right) ,$$  

(6)

where $P^*$ is the ice strength parameter, $C$ is a constant, $h$ is the ice thickness, and $A$ the concentration [Hibler, 1979]. This is used to calculate $\eta$, $\zeta$, and $\Delta$ (equations (3) and (5)), following which $P^*$ is calculated as:

$$P^*=2\Delta\zeta/(1+k_f) .$$  

(7)

This term is used to calculate $\sigma_1$ in equation (2). Using $P^*$ instead of $P$ in equation (2) prevents the model from producing nonzero stress at zero strain rates [Ip et al., 1991]. The terms $P$ and $P^*$ only differ when the bulk viscosity becomes similar to $\zeta_{\text{max}}$.

The constants in equation (6) must be chosen empirically, with $P^* \approx 30$ kPa, $e = 2$, and $C = 20$ being common choices [cf. Hibler, 1979; Fethlam, 2008; Tremblay and Hakakian, 2006]. Here I use $C = 30$ based on Bjornsson et al. [2001]. This is somewhat higher than the more traditional $C = 20$, but it results in sharper gradients in the ice concentration at the downwind edge of a polynya. Using $C = 30$ instead of $C = 20$ has no effect on the simulated fast ice. The value of $P^*$ is based on the results of Tremblay and Hakakian [2006], who estimated the strength of the ice under isotropic compression, $P^*$, which relates to $P^*$ as:

$$P^* = \frac{2P^*}{1-k_f+\sqrt{(1+1/e^2)(1+k_f)^2}} .$$  

(8)

I choose $P^* = 40$ kPa for all the experiments run here, which gives $P^* = 37.8$ kPa for $e = 2$ and $k_f = 0$. This value is slightly higher than the mean value reported by Tremblay and Hakakian [2006], in order to compensate for the expected low bias from their method. I also use $1.5 \times 10^{-3}$ as the atmospheric drag coefficient. This is compatible with the one Tremblay and Hakakian [2006] use when taking into account that I use surface winds but they used geostrophic winds.

Finally we note that the uniaxial compressive strength of the elliptic yield curve is (see Appendix A for details):

$$\zeta = (1+k_f)/2\Delta \quad \text{and} \quad \eta = \zeta/e^2 .$$  

(3)

where $e$ is the ellipse aspect ratio, $P$ is the ice strength, and

$$\Delta = \sqrt{\frac{e_1^2 + e_2^2}{e^2}} .$$  

(4)
The other yield curve considered here is the flexible modified Coulombic yield curve (FMC), which is a reformulation of the yield curve proposed by Hibler and Schulson [2000]. The FMC is a modification of the elliptic yield curve, replacing the elliptic shape with a Coulombic branch for \( r > P(1-k_r)/2 \). In this case the flow rule is nonassociated for the Coulombic branch, with the plastic potential defined by the ellipse.

Using the stress and strain rate invariants from equation (2) it is easy to derive the Coulombic branch as the line

\[
\sigma_{II} = -\sigma_1 - Pk_r \sin \phi, \tag{10}
\]

where \( \phi \) is the macroscopic angle of friction [see e.g., Tremblay and Mysak, 1997]. Now since \( \sigma_\parallel = \eta_\parallel \dot{\varepsilon}_\parallel \) this gives \( \eta_\parallel \), the shear viscosity for the Coulombic branch of the yield curve:

\[
\eta_\parallel = \frac{(\sigma_1 - Pk_r)\sin \phi}{\dot{\varepsilon}_\parallel} = \frac{P(1+k_r)}{2-\zeta_{II}} \sin \phi. \tag{11}
\]

The transition between the elliptic and Coulombic branches occurs when \( \sigma_1 = -P(1-k_r)/2 \), for which \( \sigma_\parallel = P(1+k_r)/(2e) \), since \( e \) is the ellipse axis ratio. From these two equations and equation (10) above, we can write:

\[
\begin{align*}
\sigma_\parallel &= P \frac{1+k_r}{2e} \\
&= -(\sigma_1 - Pk_r) \sin \phi \\
&= P \frac{1+k_r}{2} \sin \phi.
\end{align*}
\]

which gives

\[
e = 1/\sin \phi. \tag{16}
\]

This ensures that the yield curve is continuous.

The resulting equations for the shear and bulk viscosities are

\[
\begin{align*}
\zeta &= P(1+k_r)/2\Delta, \tag{17} \\
\eta &= \min \left( \zeta \sin^2 \phi, \frac{P(1+k_r)}{2-\zeta_{II}} \sin \phi \right), \tag{18} \\
\Delta &= \Delta_{\text{min}}/\tanh \left( \frac{\Delta_{\text{min}}}{\sqrt{\dot{\varepsilon}_\parallel^2 + \dot{\varepsilon}_\parallel^2 \sin^2 \phi}} \right). \tag{19}
\end{align*}
\]

The FMC allows for easily adjusting both the macroscopic angle of friction and the amount of tensile strength.

Finally we note that the uniaxial compressive strength of the FMC yield curve is (see Appendix A for details):

\[
\sigma_{uc} = -2P^* \frac{1-k_r + \sqrt{(1-k_r)^2 + 4(1+e^2)k_r}}{(1+e^2)(1-k_r + \sqrt{(1+e^2)/(1+k_r)^2})}. \tag{20}
\]

In order to solve the momentum equation I use a successive over relaxation (SOR) method on a linearization of the nonlinear equations and a spatial discretization on a C-grid, the same as the ocean model uses. The choice of discretization (in particular between C and B-grid) is known to affect the solution in boundary...
flows and flows along narrow channels [Bouillon et al., 2009], but this is not addressed here. To linearize the problem one must use the velocities from the previous time step to calculate the nonlinear terms in $\mathbf{V} \cdot \mathbf{a}$. The resulting velocities will be erroneous due to the poor representation of the nonlinear effects in this procedure, so repeating the linearization and solve to produce a better velocity estimate is a common practice [Zhang and Hibler, 1997; Lemieux and Tremblay, 2009]. Here I repeat the linearization and linear solve an arbitrary number of times using the following algorithm:

```plaintext
for $k = 1$ to $n_{OL}$ do
    Calculate viscosities based on $\hat{\mathbf{v}}^{k-1}$
    $\hat{\mathbf{v}}^k \leftarrow$ solution to the linear system
    if $k > 1$ then
        $\hat{\mathbf{v}}^k \leftarrow (\hat{\mathbf{v}}^k + \hat{\mathbf{v}}^{k-1})/2$
    end if
    $\epsilon \leftarrow \max(|\hat{\mathbf{v}}^k - \hat{\mathbf{v}}^{k-1}|)$
    if $\epsilon < \epsilon_{OL}$ then
        exit loop
    end if
    $\epsilon_{SOR} \leftarrow \alpha \epsilon$
end for
$\epsilon_{SOR} \leftarrow \max(\epsilon_{OL}, |\mathbf{v}^k - \mathbf{v}^0|)$
```

where $\alpha$ is a constant of proportionality controlling the speed with which a progressively more accurate solution is demanded from the SOR solver. Its role is discussed further below.

This algorithm assumes an upper limit on the number of outer loops, $n_{OL}$. This is necessary since the condition $\epsilon < \epsilon_{OL}$ may not be met within a reasonable number of outer loops and the solver therefore does not fully converge at every time step. Using $\epsilon_{OL} = 10^{-4}$ m/s and a time step of $\Delta t = 600$ s the fraction of fully converged time steps reaches an asymptote of about 95% at about $n_{OL} = 500$. I therefore use $n_{OL} = 500$ from here on out, since using more iterations only results in marginal gains in accuracy. Using much smaller values for $\epsilon$ results in prohibitively long model run times while using much larger values results in errors in the solution which break up the fast ice. This algorithm therefore requires the outer-loop error to be less than $10^{-4}$ m/s, as long as the number of outer loops is less than 500. Viscosities are calculated based on the chosen yield curve (equations (3) and (5) for the ellipse and 17, 18, and 19 for the FMC). When $k = 1$ velocities from the previous time step, $\mathbf{v}^0$, are used. This algorithm is similar to that used by Lemieux and Tremblay [2009], except they use a GMRES solver instead of the SOR solver used here.

The SOR solver is considered to have converged when the maximum change in velocity between consecutive SOR steps is less than $\epsilon_{SOR}$. In traditional SOR implementations $\epsilon_{SOR}$ is a constant, but here it is always proportional to the outer-loop error, with a constant of proportionality $\alpha = 1/10$. For the first SOR solution the outer-loop error is unknown and so the maximum velocity difference between the two previous time steps is used. Using a variable exit condition vastly improves the global convergence of the method, compared to using a constant $\epsilon_{SOR}$.

### 3. Observational Data

The Arctic and Antarctic Research Institute (AARI) and the National Snow and Ice Data Center (NSIDC) have jointly published sea-ice charts produced by the AARI from 1933 to 2006, with no observations during 1993–1996 [Arctic and Antarctic Research Institute, 2007]. The charts were produced for safety of navigation in the polar regions and for other operational and scientific purposes. They show ice concentration for multiyear ice, first year ice, new/young ice and land-fast ice. Historically the charts were compiled from many different sources, but the latest charts (i.e., after 1996) are mostly derived from satellite observations. In addition to these observations from ships, polar meteorological stations, and air reconnaissance flights were used to compile the charts.

Chart coverage and frequency varies, but for most of the series charts were compiled every 10 days during the navigation season, and monthly for the rest of the year. Most of the time a single chart will cover a
given 10 day period, i.e., days 1–10, 11–20, and 21 until the end of the month, for each month. Sometimes more than one chart is given for each period, in which case indication is given whether the majority of the data in the chart was collected early or late in the observation period. The more recent charts (i.e., after 1996) cover more area than the older ones and are more frequent.

The satellite-derived polynya data used here are the same as that used in Kern et al. [2005]. Open water and thin-ice extent of a polynya is estimated using the Polynya Signature Simulation Method (PSSM) developed by Markus and Burns [1995] and Hunewinkel et al. [1998]. The PSSM is based on Special Sensor Microwave/Imager (SSM/I) brightness temperature polarization ratios at frequencies of 37 and 85 GHz. The PSSM data are available from the beginning of October through May and as such covers most of the fast-ice period. The PSSM classifies pixels as open water, covered with newly formed thin ice, or covered with thick ice.

Although the PSSM data does not show fast ice directly, it is useful in this context as it shows clearly flaw polynyas that form downwind of the fast ice. The data therefore allow one to verify the AARI fast-ice data, as long as the weather conditions are suitable.

The AARI charts will be the primary source of data for model evaluation, being the only available fast-ice data set for the region. In this particular study I will focus on a single winter only, namely on 1997–1998. I choose this winter because it is in the latter part of the AARI data set which has better temporal resolution and spatial cover than the earlier period. The winter 1997–1998 is also the first entire winter in that period and so I use it to reduce as much as possible the effects of the underlying warming trend in the Arctic.

The temporal evolution of the fast-ice cover can be visualized by studying the AARI observations. In Figure 3, the left plot shows the date around which stable land-fast ice was observed to form in 1997–1998 and the right plot shows the last date around which fast ice was observed in summer 1998.

According to the observations fast ice in the Severozemelsky region formed in two discrete jumps in 1997–1998. Initially, fast ice formed inland of the Nordenskiöld Archipelago during the 1–10 November observation period (this date is outside the temporal range of Figure 3), growing only slightly after the initial formation. The 1–10 January observation then shows a fully formed S-mode fast ice. This is subject to some very minor partial break-ups and recoveries, but remains mostly unaltered until the summer break-up.

Summer break-up of the Severozemelsky fast ice occurs in the period from 11 July to 11 August, after which no fast ice is observed in the region. Fast ice in the Vilkitsky Strait breaks up first, followed by the rest of the Severozemelsky fast ice offshore off the Nordenskiöld Archipelago. The fast ice inland of the Nordenskiöld Archipelago is the last to break up at the beginning of August, having remained land fast for 9 months.

4. Model Results

In this section, a series of experiments using the elliptic and FMC yield curves are described. For each experiment the model is initialized using the model state from 5 October 1997. On that date the model domain is virtually ice free so the role of ice dynamics is negligible. The model is then run until summer 1998 with output of daily snapshots of key model variables. In order to maximize the accuracy of the model results I always use \( n_{OL} = 500 \) as the maximum number of outer-loop iterations, unless otherwise stated.

The extensive observations of the Kara Sea land fast ice provided by Arctic and Antarctic Research Institute [2007] allows us to easily define criteria by which one can judge the quality of the model results. It is important in this context that the fast-ice cover is very stable, exhibiting one of the three modes described earlier nearly every winter. The S or L-mode fast ice usually forms at the end of December or start of January, breaking up in late June or in July. This can be used to state model evaluation criteria applicable to any model of the Kara Sea land-fast ice, regardless in particular of whether the model runs for one or more years.

The most important criterion for model evaluation is whether the fast ice forms in one of the modes and whether realistic flaw polynyas form at its edge. The extent of the modes themselves is determined by the topography, so capturing one of the S or L-modes, as opposed to some other configuration should be easy, assuming realistic fast ice forms in the model at all. The timing of fast-ice formation and break-up is probably more difficult to capture. This timing depends on the growth and melt rates of the ice and the timing of freeze up and melt, and may be heavily influenced by the applied forcing. One would, however, expect
the model to be able to reproduce the observed formation and break-up times to within the observed variability, which is about a month. Finally, capturing the observed mode at the time it is observed is probably the most difficult since whether an S or an L-mode forms depends somewhat weakly on the atmospheric state.

4.1. The Elliptic Yield Curve

Let us first consider the elliptic yield curve proposed by Hibler [1979], since this is by far the most common yield curve used today. Using this yield curve with its commonly used parameters very little land-fast ice is modeled. Increasing tensile strength only produces land fast ice once $kT/H > 0.8$, which is much higher than the expected $1/20$. The model does, however, produce stable S-mode land-fast ice when $c_{\text{max}}$ is increased sufficiently, even without any tensile strength. The reason appears to be that the elliptic yield curve allows uniaxial compressive stress, i.e., the modeled stress state can lie in the positive principal stress quadrants. Due to its peculiar shape, uniaxial compressive strength therefore exists when using an elliptic yield curve, even if no tensile strength is present. Increasing $c_{\text{max}}$ also allows the modeled ice to remain plastic for lower strain rates, which is important since plasticity is a necessary condition for arch formation.

Let us now explore the relationship between the maximum viscosity and fast ice formation. To do this I ran a set of experiments changing $\zeta_{\text{max}}$ from $(10^8s)/P$ to $(10^{17}s)/P$ in steps of factor 10. For each experiment I calculate the maximum modeled fast ice area in the Severozemel’sky region (Figure 4) on 14 April, which is at the peak of the fast ice season. On that date a strong offshore wind creates a clear flaw polynya making the identification of land-fast ice easy (Figure 5). In this case I consider any ice moving slower than a critical velocity of $10^{-4}$ m/s as being land fast. Ice moving at that speed crosses a third of a grid cell in one year. The results are not sensitive to the choice of critical velocity.

The modeled fast ice area increases as $c_{\text{max}}$ is increased, reaching its maximum extent for $\zeta_{\text{max}} \geq (10^{15}s)/P$. The increase in fast ice area comes
In discrete jumps as fast ice only forms behind arches forming between islands. Larger values of $f_{\text{max}}$ appear to allow the ice to form larger stable arches, capable of spanning larger gaps between islands in the Severozemelsky region. Setting $f_{\text{max}}$ larger than $(10^{13}\text{s})P$ does not alter the modeled maximum fast ice area.

In general it is preferable to keep the maximum viscosity as low as possible, since this makes the equation of motion easier to solve. The lowest feasible value for $f_{\text{max}}$ should therefore be chosen. In this case it is $f_{\text{max}}=(10^{13}\text{s})P$, giving fast-ice extent of 79,900 km$^2$, close to the observed value of 83,000 km$^2$. The difference between the modeled and observed areas is due to the fact that in the model the fast ice connects with Severnaya Zemlya at Mednyy Cape, while in reality it reaches the Sedov Archipelago. The modeled configuration is therefore realistic, even though it differs from the observed one (see Figure 1).

In the tests performed here stable fast ice did not form in the model when using two outer-loop iterations, as is common practice. This was also the case when halving the model time step from 600 s to 300 s. Increasing the number of outer loops increases the accuracy of the solution and reduces the chances of spurious errors in the solution breaking up the fast ice. It is therefore not possible to quantify how many outer-loop iterations are needed to ensure a stable fast-ice simulation, especially since the algorithm is unable to reach a fully converged solution for every time step. More outer-loop iterations only reduce the odds that a spurious error breaks up the simulated fast ice. The solver used here converges for about 95% of all model time steps for $n_{\text{OL}}=500$.

In order to show the temporal evolution of the fast-ice area I calculate the 5 day fast-ice area using the 5 day mean ice speed. The 5 day fast-ice area is then the area of ice where the 5 day mean speed is less than $30$ cm/s.

Figure 5. Simulation results using the elliptic yield curve with $\zeta_{\text{max}}=(10^{13}\text{s})P$: (a) ice thickness (capped at 2 m), (b) ice fraction, and (c) ice velocities on a logarithmic scale. The snapshot is taken after the first time step of 14 April. (d) The observed fast ice from the AARI observations covering the period from 10 to 17 April. The lines show the extent of newly formed ice and open water from the PSSM. The observations have been interpolated onto the model grid.
or equal to $10^{-4}$ m/s. Ice traveling at this speed crosses a third of a grid cell in one year. It is necessary to average the ice speed in some way, since otherwise short periods of calm winds causing no ice movement would cause an overestimation of the fast-ice area. The method I use here is the same as Lemieux et al. [2015] use, except they use biweekly means and $5 \times 10^{-4}$ m/s for the critical speed. Using their criterion gives virtually identical results here, only with a lower temporal resolution. Figure 6 shows such a time series of fast-ice area for the observations and the elliptic yield curve using $\zeta_{\text{max}} = (2.5 \times 10^8) P$ and $\zeta_{\text{max}} = (10^{13}) P$.

In the AARI observations fast ice starts forming in and around the Nordenskiöld Archipelago in early November. This is not captured by the model. An S-mode then forms at the start of January and remains stable until the start of August when it rapidly breaks up. In the model an S-mode starts forming in January, but this is not stable and breaks up again towards the end of the month. The wind is very calm and primarily onshore during most of February. This causes the algorithm used here to report unrealistically large simulated fast ice area in February, making a reliable automated estimation of the fast ice area impossible for most of the month. An S-mode is clearly established in the model in early March and this remains stable until mid-May. An S-mode forms again at the start of June, but this is not very stable and breaks up completely towards the end of the month. A visual inspection of the daily snapshots confirms this analysis, showing a clear flaw polynya forming during the period of March–April (figure 5) and clear on- and offshore ice flow during the simulated break-ups in January/February and mid-May, respectively (Figure 7).

A comparison between the model results and the PSSM observations can only be made when a clear polynya forms in the observations. A good example of a flaw polynya forming in both the model and observations occurs on 14 April, and is shown in Figure 5, confirming the good results of the model at that time. The PSSM observations can also be used to confirm that the simulated break-up in mid-May is not realistic, since the observations show a clear flaw polynya, but a small coastal polynya forms in the model (not shown). A small flaw polynya can also be seen in the PSSM observations on 19 and 23 January (not shown), confirming that the simulated break-up of fast ice in late January is also not realistic either.

4.2. Sensitivity to the Parameters of the Elliptic Yield Curve

Let us now consider what effects changing the tensile strength, aspect ratio, and compressive strength of the elliptic yield curve has. Starting with increased tensile strength I ran experiments changing $k_T$ from 0.01 to 0.1 in steps of 0.01. In this case stable fast ice with virtually the same characteristics as described earlier formed for $k_T > 0.06$. This corresponds to a tensile strength of $T$ $\leq 2.2$ kPa and uniaxial compressive strength in the range $15 \text{kPa} \leq \sigma_{\text{uc}} \leq 18 \text{kPa}$. The fast-ice area increases by about $10,000 \text{ km}^2$ during the stable period from March to mid-May with increased uniaxial compressive strength. This is well within the observed variability of the S-mode area. For $k_T < 0.06$ an unrealistic polynya forms mid-April, as shown in Figure 8 for $k_T = 0.08$. In this case an arch appears to extend from the Sergey Kirov Islands to two islands not shown in Figure 1: Uedineiya, in the middle of the figure and Vize, towards the figure’s top.

Dumont et al. [2009] demonstrated that changing the aspect ratio of the ellipse affects the way an ice bridge in a converging channel forms. This is also the case here, demonstrated by changing $e$ from 1 (a circle) to 2.5, in steps of 0.1. Stable fast ice with virtually the same characteristics as those
described in section 4.1 forms for 1.3 \leq e \leq 2.1. This corresponds to uniaxial compressive strength in the range 14 kPa \leq \sigma_{uc} \leq 26 kPa. Using a larger \( e \) (a flatter ellipse) results in no or unrealistically little fast ice forming, while using a smaller \( e \) (a more round ellipse) results in an unrealistic polynya formation, similar to the one in Figure 8. The fast-ice area increases in a similar manner as before with increased uniaxial compressive strength. Note that using \( e = 1.3 \) the fast ice does not break up in mid-May, but remains land fast until the end of July. Using \( e = 1.3 \), however, the fast ice forms an L-mode and not the observed S-mode (see Figure 9).

The uniaxial compressive strength of the ellipse depends on its biaxial compressive strength. To test the relationship between the biaxial compressive strength, \( p^* \) and fast-ice formation I ran experiments changing \( p^* \) from 30 kPa to 45 kPa, the range suggested by Tremblay and Hakakian [2006]. In this case stable fast ice with the same characteristics as before was present in the model for \( p^* \geq 38 \) kPa, which corresponds to \( P \geq 35.9 \) kPa and a uniaxial compressive strength of \( \sigma_{uc} \geq 14 \) kPa. The fast-ice area increases the same as before as the uniaxial compressive strength increases. Extending the range of \( p^* \) up to 55 kPa still produced stable and realistic land-fast ice, despite being outside the range proposed by Tremblay and Hakakian [2006]. It is likely that such high compressive strength would result in adverse effects on other model aspects, but this was not investigated. Assuming that the maximum uniaxial compressive strength is about 25 kPa one would have to set \( p^* \geq 65 \) kPa to see unrealistic polynya formation as described above. This is well outside the probable range given by Tremblay and Hakakian [2006] and was not attempted here.

4.3. Flexible Modified Coulombic Yield Curve

Now consider the flexible variant of the modified Coulombic yield curve, the FMC, introduced in section 2.2. I tested the FMC using \( \phi = 30\degree \) (as suggested by Tremblay and Mysak [1997]) and \( \phi = 45\degree \), and \( k_T \) ranging from 0.05 to 0.3. Let us first consider \( \phi = 30\degree \). In this case stable fast ice with the same characteristics as before was present in the model for \( 0.16 \leq k_T \leq 0.25 \), with increasing fast-ice area for increasing \( k_T \), in the same manner as before. This corresponds to a tensile strength between 6.0 kPa and 9 kPa, and uniaxial compressive strength between 4.4 kPa and 18 kPa. Using a lower value for \( k_T \) results in no or unrealistically little fast ice and using a larger \( k_T \) results in an unrealistic polynya, similar to the one described before. As with the ellipse, here the fast-ice area increases by about 10,000 km², during the stable period from March to mid-May, with increased uniaxial compressive strength.

Using \( \phi = 45\degree \) gives higher shear strength and thus a higher uniaxial compressive strength for the same tensile strength, compared to using \( \phi = 30\degree \) (consider Figure 2 and equation (20)). This shows in the results, with stable fast ice forming with the same characteristics as before for \( 0.09 \leq k_T \leq 0.13 \) when \( \phi \) is set to 45°. This corresponds to a tensile strength between 3.3 kPa and 4.9 kPa and uniaxial compressive strength between 16 kPa and 22 kPa. The fast-ice area increases as the uniaxial compressive strength increases, in a very similar manner as when using \( \phi = 30\degree \).

Let us now consider again the effect of changing \( \zeta_{max} \), but this time when using the FMC. To get a sense of the effect of this Figure 4 shows the fast-ice area on 14 April for the FMC using \( \phi = 45\degree \) and \( k_T \) equal to 0.05,
0.1, and 0.15. These $k_T$ values are below, in the middle of and above the range of $k_T$ that produces realistic fast ice with $f_{\text{max}}=(10^{13}s)P$. Using $k_T=0.05$ gives the commonly used fraction of 1/20, while $k_T=0.15$ gives a uniaxial compressive strength of $\sigma_{uc}=25$ kPa, a likely upper bound. In this set-up very little fast-ice is produced for $k_T=0.05$ and the model behavior for $k_T=0.1$ is very similar to that when using the ellipse, except realistic fast ice forms for $f_{\text{max}}\geq (10^{12}s)P$. With $k_T=0.15$ the behavior is again similar for $f_{\text{max}}<(10^{13}s)P$, but for $f_{\text{max}}=(10^{13}s)P$ and $f_{\text{max}}=(10^{14}s)P$ too much fast ice forms, as noted before (see Figure 8). For larger $f_{\text{max}}$ values realistic S-mode fast ice forms again.

5. Discussion

In the section 4, I outlined experiments where different yield curves were used to model land-fast ice in the Kara Sea in a realistic set-up. Realistic fast-ice extent and polynya formation could be modeled using both the commonly used elliptic yield curve and the FMC. Stable fast ice forms in the model only when the uniaxial compressive strength of the yield curve is in the range 15kPa to 20 kPa (see Table 1 for details) and the maximum viscosity is at least $f_{\text{max}}=(10^{13}s)P$. A more accurate solver than the traditional single pseudo-time step approach is also necessary. The solver used here is consider converged when the residual norm is less than $r_{\text{OL}}=10^{-4}$ m/s, but the sensitivity of the solution to $r_{\text{OL}}$ was not investigated. The solver converges in 95% of the model time steps.
There seems therefore not to be a simple answer to the question of what the appropriate value for the response of the viscous-plastic model is realistic. Measuring viscous creep for stresses as low as those in question for low stress (less than 0.1 MPa) the relationship may become linear. Should this be the case then the viscous maximum viscosity is needed to raise the question of what the appropriate value for $\zeta_{\text{max}}$ should be. The commonly used maximum viscosity comes from Hibler [1979], and was “chosen to be large enough to be rarely reached so that [it does] not significantly affect the computations” [Hibler, 1979]. This limit allows plastic behavior for deformation rates larger than about $10^{-4}$ day$^{-1}$. This is a reasonable limit for the central pack ice, and it is not unreasonable to assume that a lower limit is needed when simulating land-fast ice. Setting $\zeta_{\text{max}}=(10^{13})P$, as is done here allows plastic behavior for deformation rates larger than about $10^{-9}$ day$^{-1}$. One could also imagine relating the maximum viscosity in the model to the viscous creep (or secondary creep) of sea-ice. Such creep is usually described using Glen’s law in which strain rate is proportional to the stress cubed and can therefore not be directly related to the viscous response of the viscous-plastic model [e.g., Timco and Weeks, 2010]. The measurements of Richter-Menge and Cox [1995] do, however, indicate that for low stress (less than 0.1 MPa) the relationship may become linear. Should this be the case then the viscous response of the viscous-plastic model is realistic. Measuring viscous creep for stresses as low as those in question here (around 0.1 Pa) is, however, very difficult and the author is not aware of any such measurements. There seems therefore not to be a simple answer to the question of what the appropriate value for $\zeta_{\text{max}}$ is. A more detailed investigation of this point should be considered outside the scope of the current study.

Another important result is that the model simulates realistic fast ice in the middle of winter using either of the two yield curves tested, as long as the uniaxial compressive strength of the yield curve is sufficient and not too large. Table 1 lists all the different experiments and shows that for uniaxial compressive strength in the range 15kPa$\leq\sigma_{uc}\leq$20 kPa the model simulates realistic fast-ice extent and flaw polynyas. A notable exception is that when using the FMC with $\phi=30^\circ$, realistic fast ice forms for as little as $\sigma_{uc}=4.4$ kPa (with $k_T=0.16$). A probable reason is that for such a small angle, the tensile strength in the model is considerable, even if the uniaxial compressive strength is small. In this case the ice can remain land-fast through a combination of the uniaxial compressive and tensile strengths. When the uniaxial compressive strength is too small, little or no fast ice forms in the model. If it is too large, the simulated ice becomes capable of forming over large arches and the fast ice becomes more extensive than that observed (Figure 8).

The appropriate uniaxial compressive strength for the model of 15kPa$\leq\sigma_{uc}\leq$20 kPa is somewhat smaller than the 25 kPa observed by Tremblay and Hakakian [2006] and reported as the ice tensile strength. This is a good result if 25 kPa is indeed an upper bound, as has already been suggested. The model value also compares reasonably well with the observations and scaling arguments presented by Weiss et al. [2007]. Note also that since these arches do not form in converging channels but rather in a complex, potentially interacting manner, the strength reported by Tremblay and Hakakian [2006] may not be simply the uniaxial compressive strength, or an upper bound thereof. A more detailed investigation, and potentially simulation of the scenes investigated by Tremblay and Hakakian [2006] is needed to determine this.

In general the model’s good performance strongly supports the supposition that fast-ice formation in the Kara Sea can be attributed to arch formation between the many islands in the Severozemelsky region. Note that arches have been observed to form between grounded pressure ridges supporting land-fast ice [Goldstein et al., 2004; Selyuzhenok et al., 2015; Haas et al., 2005]. The mechanism suggested herein should be equally applicable to arches forming between islands and arches forming between grounded pressure ridges, although this has not been investigated here, in the latter case the footers of the arches are much weaker and the resulting arches also much smaller.

The model therefore does a good job at simulating the fast-ice extent at the peak of the fast-ice season, one of the two main evaluation criteria we can test here. The other is whether the timing of formation and break-up is correct and for most set-ups the model does not fair as well on this criterion. Only one set of
parameters allowed the model to simulate a realistic fast-ice extent and break-up time. The realistic break-up time was simulated using the elliptic yield curve and $e = 1.3$. For this set-up the land-fast ice formed an L-mode and not the observed S-mode. None of the model parameter settings allowed the model to produce realistic fast-ice extent and formation times.

Partial break-ups and reformations may not be unrealistic and according to Volkov et al. [2002] the Severozemelsky fast ice may be subject to partial break-ups throughout winter. According to the AARI observations, however, only very small partial break-ups occurred in the winter 1997–1998. This is supported by the PSSM data which only shows flaw polynyas during the fast ice season of 1997–1998 and no coastal polynyas within the fast-ice area. The temporal resolution of the AARI charts is only about 10 days and so it is possible that break-ups may occur and the fast ice reforms in between observations. In the model, however, the fast ice has usually not reformed within 10 days of a break-up.

If we consider the entire observational period then the observed fast ice also seems to be more stable than the modeled one. Break ups and reformations are visible in the AARI observations during the formation phase in the winters of 2002–2003, 2004–2005, and 2005–2006. The observations from before 1992 show no S or L-mode fast ice in winter during 11 out of 60 years, but due to the poor spatial and temporal resolution it is not clear if these are years when no S or L-mode fast ice formed or whether the observations were made during a short break-up of an otherwise stable fast-ice cover.

This analysis is corroborated by the PSSM data from Kern [2008], for all the overlapping years except 1997. In 1997, the PSSM data show coastal polynyas within the fast ice area, but the AARI data show unbroken fast-ice during that period. In 1995 and 1996, the PSSM data also show coastal polynyas within the fast ice area, as well as a clear flaw polynya. The PSSM data for 1995, 1996, and 1997 should be interpreted such that the S-mode fast ice that formed in those years did break up and possibly reform during the January–April period. It is therefore clear that break-ups and reformations do occur in reality, even if they did not in 1997–1998. These appear to be limited to the formation phase, since there are no observed break-ups and reformations during the melting phase.

The modeled formation phase is therefore somewhat realistic, even if the model does not capture the 1997–1998 formation phase correctly. The modeled break-up is, however, only realistic when using the ellipse with $e = 1.3$. Further investigation indicates that a realistic break-up time can be simulated with the ellipse with nonzero isotropic tensile strength and the FMC, but only for a very narrow range of uniaxial compressive strength. Given that the observed break-up time only varies by about a month over the observed period one would expect the modeled break-up time not to be sensitive to errors in the forcing or the model parameters. The fact that correct break-up time is only modeled for a very narrow parameter range indicates that the modeled ice is not strong enough.

The most likely reason for the apparently too weak ice is that the ice growth rate in fall may be too small, causing the ice not to grow thick quickly enough during the freeze-up. This would explain the weak fast ice modeled in the formation phase, since the model is essentially tuned to reproduce fast-ice formation at the peak of the fast-ice season. If the fast ice becomes stable early then this also means that it will grow thicker than otherwise, since the dominant mode of advection is out of the fast-ice area. This would then cause a larger thickness difference between the ice within the fast-ice area and that outside it, making the simulation of erroneous polynyas (such as in Figure 8) less likely. The formation phase could therefore act as a pre-conditioning for the peak of the fast-ice season in such a way that a correctly simulated formation phase would make it more easy to tune the model to prevent the early break-up currently simulated in mid-May. Evaluation of the model with respect to thickness is, however, difficult since virtually no observations of the ice growth rate in the Severozemelsky region are publicly available. Recent advances in satellite remote sensing are likely to address this problem in the future. The ice growth rate can be increased by tuning the thermodynamic routines, but this was not attempted here.

The role of grounded pressure ridges has also been ignored here. It is clear that grounding does not play a leading role in fast-ice formation in the Kara Sea, but grounded pressure ridges may produce larger footers for the arches that form, effectively strengthening the arch structures. To test this I implemented the grounding scheme from Lieser [2004] and tested it with the FMC. This scheme simply assumes that ice that is thicker than one tenth of the local ocean depth is grounded and does not move. A small number of tests showed that using this grounding scheme the fast ice was more stable in the model, with reduced
frequency and size of the break-ups modeled during both formation and melt. This increased stability was, however, minor and not enough to prevent the large break-ups in January and mid-May. It is possible that more thorough exploration of the role of grounding would lead to a more stable fast ice in the model, but this initial investigation indicates that this is not likely.

Even though it suffers unrealistic break-ups the model does produce realistic fast-ice extent. To the author’s best knowledge, this has not been achieved before in a realistic setting using a dynamic sea-ice model. The main reason fast ice forms the way it does in the Kara Sea is that the ice has sufficient uniaxial compressive strength in order to form arches between the Kara Sea islands. The model yield curve must therefore provide sufficient, and not too much uniaxial compressive strength in order to simulate this. In addition high maximum viscosity is needed and the momentum equation must be solved more accurately than is traditionally done. The solver presented in section 2.2 appears to be adequate for the current set-up, but the JFNK solver of Lemieux et al. [2010] may also be a feasible alternative.

6. Conclusions

This paper presents the first sea-ice model capable of producing land-fast ice in a realistic set-up based on internal model dynamics. The main assumption behind the approach taken here is that land-fast ice in the Kara Sea forms via static arching with the footers of the arches resting on a chain of islands offshore. The model itself is based on the well known viscous-plastic formulation first suggested by Hibler [1979], which is the basis for the vast majority of sea-ice models currently in use. The Hibler model was modified to use a more accurate solver for the momentum equation and a higher value for the maximum viscosity parameter than Hibler [1979] and most derivatives of that model. In addition it includes the modifications suggested by König Beatty and Holland [2010], which introduce tensile strength to the elliptic yield curve used by Hibler [1979], and a Coulombic yield curve (FMC), which also can possess tensile strength. The model suffers from unrealistic break-ups during the start and end of the fast ice season, but reproduces the fast ice extent and polynya formation well at the peak of the fast-ice season.

The necessary conditions for modeling land-fast ice with a viscous-plastic model are:

1. The yield curve used must provide the ice with sufficient uniaxial compressive strength, regardless of the yield curve shape. Here the range 15kPa ≤ σ_{uc} ≤ 20 kPa was found to be appropriate (see Table 1).
2. The maximum viscosity of the viscous-plastic model must be larger than the conventional value of \( \zeta_{max} = (2.5 \times 10^5 s/P) \). In this study using at least \( \zeta_{max} = (10^{13} s/P) \) was found to be necessary.
3. The momentum equation must be solved accurately. Here a residual error in the outer loop solver of \( r_{OL} = 10^{-4} m/s \) was found to be sufficient.

Appendix A: Uniaxial Compressive Strength

The uniaxial compressive strength for a given yield curve (\( \sigma_{uc} \)) is the value of \( \sigma_2 \) for which \( \sigma_1 = 0 \) for that particular curve. Note that \( \sigma_1 = \sigma_I + \sigma_{II} \) and \( \sigma_2 = \sigma_I - \sigma_{II} \).

In order to find \( \sigma_{uc} \) for the flexible Coulombic yield curve (FMC) we first solve the system of the two equations \( \sigma_1 = -\sigma_{II} \) and equation (10), replacing \( P \) with \( P^* \) to get the uniaxial tensile strength. This gives

\[
\sigma'_I = -P^* k_T \sin \phi / (1 - \sin \phi),
\]

which then gives

\[
\sigma_{uc} = 2\sigma'_I
\]

\[
= -2P^* k_T \sin \phi / (1 - \sin \phi)
\]

\[
= \frac{-4P^* k_T \sin \phi}{(1 - \sin \phi)(1 - k_T + \sqrt{1 + \sin^2 \phi}(1 + k_T^2))},
\]

where the relationship between \( P^* \) and \( \rho^* \) comes from equations (8) and (16).
For the elliptic yield curve the relationship between $\alpha_I$ and $\alpha_{II}$ is an ellipse [König Beatty and Holland, 2010]:

$$
\left( \frac{\alpha_I + P^* (1 - k_I)/2}{P^* (1 + k_I)/2} \right)^2 + \left( \frac{\alpha_{II}}{P^* (1 + k_{II})/2e} \right)^2 = 1. 
$$

(A5)

Insert $\alpha_{II} = -\alpha_I$ into the equation above to find $\alpha'_I$ such that

$$
\sigma_{uc} = 2\alpha'_I 
$$

(A6)

$$
= -p^* \frac{1 - k_I + \sqrt{(1 - k_I)^2 + 4(1 + e^2)k_I}}{1 + e^2} 
$$

(A7)

$$
= -2p^* \frac{1 - k_I + \sqrt{(1 - k_I)^2 + 4(1 + e^2)k_I}}{(1 + e^2)(1 - k_I + \sqrt{(1 - k_I)^2 + 4(1 + e^2)k_I})}. 
$$

(A8)

In both cases the uniaxial compressive stress calculated is negative, but in the text the uniaxial compressive strength reported is the absolute value of the stress.
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