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Abstract

This thesis explores the role of plant diversity in simulated climate–vegetation interaction

towards the end of the “African Humid Period” (AHP) in models of different complexity,

from the conceptual model by Claussen et al. (2013) to the Dynamic Global Vegetation

Model JSBACH, the land component of the Max Planck Earth System Model MPI-

ESM1.

In the light of recently published pollen data and the current state of ecological literature,

the conceptual model by Claussen et al. (2013) reproduces the main features of different

plant types interacting together with climate, but it does not capture the reconstructed

AHP plant diversity. With a new model version adjusted to AHP vegetation, I can

simulate a diverse mosaic-like environment as reconstructed from pollen, and I observe

a stabilizing effect of high plant diversity on vegetation cover and precipitation. Plant

composition ultimately determines the stability of the climate–vegetation system.

The assessment of plant diversity in JSBACH illustrates that the “Plant Functional

Type” (PFT) concept is not capable to capture AHP plant diversity and cannot depict

mosaic-like environments as reconstructed from pollen. However, offline simulations with

different PFT compositions confirm that high PFT diversity can smooth the vegetation

response to a – here prescribed linear – precipitation decline. Eventually, the steepness

of vegetation decline depends on the composition rather than on the number of PFTs.

In coupled ECHAM6/JSBACH simulations, PFT diversity significantly affects land sur-

face parameters, water cycling, surface energy budget, and atmospheric circulation pat-

terns during the AHP as well as the rate and timing of the transition from a wet “green”

state to a dry “desert” state. Higher precipitation is not necessarily associated with a

higher vegetation cover fraction and a higher stability of the climate–vegetation system,

but determined by the properties of prevailing PFTs, thus PFT composition.

Despite different underlying assumptions, all considered levels of model complexity lead

to the same conclusions: high plant diversity could stabilize a climate–vegetation system,

but plant composition is the decisive factor for the climate–vegetation feedback strength

and consequently for the system response to changes in orbital forcing. This highlights

that the choice of plant types/PFTs and their representation in models significantly

affect simulated climate–vegetation interaction during the AHP, the extent of the “green”

Sahara, and the timing and rate of transition to the “desert” state. From this I conclude

that accounting for plant diversity in future studies – not only on palaeoclimates –

could significantly improve the understanding of climate–vegetation interaction and the

simulation of the vegetation response to changing climate.



Zusammenfassung

Die vorliegende Dissertation untersucht die Rolle von Pflanzendiversität für simulierte

Klima–Vegetationsinteraktion gegen Ende der “African Humid Period” (AHP) in Mod-

ellen verschiedener Komplexität, vom konzeptionellen Modell nach Claussen et al. (2013)

bis zum Dynamischen Globalen Vegetations Modell JSBACH, der Landoberflachenkom-

ponente des Max Planck Erdsystem Modells MPI-ESM1.

Unter Berücksichtigung jüngst veröffentlichter Pollendaten und dem aktuellen Stand

ökologischer Literatur reproduziert das konzeptionelle Modell von Claussen et al. (2013)

die wesentlichen Aspekte der gemeinsamen Interaktion verschiedener Pflanzentypen mit

dem Klima, allerdings kann es rekonstruierte AHP Pflanzendiversität nicht erfassen. Mit

einer neuen Modellversion die an AHP Vegetation angepasst ist kann ich eine diverse,

mosaikartige Umgebung simulieren wie sie mithilfe von Pollen rekonstruiert wurde, und

ich beobachte einen stabilisierenden Effekt hoher Pflanzendiversität auf Vegetationsbe-

deckung und Niederschlag. Die Pflanzenzusammensetzung bestimmt letztendlich die

Stabilität des Klima–Vegetationssystems.

Die Begutachtung der Pflanzendiversität in JSBACH veranschaulicht, dass das “Plant

Functional Type” (PFT) Konzept nicht in der Lage ist, AHP Pflanzendiversität zu

erfassen und eine mosaikartige Umgebung, wie sie mithilfe von Pollen rekonstruiert

wurde, abzubilden. Nichtsdestotrotz bestätigen ungekoppelte Simulationen mit unter-

schiedlichen PFT Zusammensetzungen, dass hohe Pflanzendiversität die Vegetationsant-

wort auf einen – hier vorgeschriebenen linearen – Niederschlagsrückgang glätten kann.

Letztendlich hängt die Steilheit des Vegetationsrückgangs mehr von der PFT Zusam-

mensetzung ab als von der Anzahl der PFTs.

In gekoppelten ECHAM6/JSBACH Simulationen beeinflusst PFT Diversität signifikant

Landoberflaecheneigenschaften, Wasserkreislauf, Oberflächenenergiehaushalt und atmo-

spharische Zirkulationsmuster, ebenso wie die Rate und den Zeitpunkt des Übergangs

von der feuchten “grünen” Sahara zum trockenen Wüstenzustand. Höhere Niederschläge

sind nicht notwendigerweise mit höherer Vegetationsbedeckung und einer höheren Sta-

bilität des Klima–Vegetationssystems assoziiert, sondern werden von den Eigenschaften

der vorherrschenden PFTs bestimmt, somit von der PFT Zusammensetzung.

Trotz großer Unterschiede in den zugrundeliegenden Annahmen führen alle Komplexitäts-

ebenen zu denselben Schussfolgerungen: hohe Pflanzendiversität könnte ein Klima–

Vegetationssystem stabilisieren, die Pflanzenzusammensetzung ist jedoch der ausschlag-

gebende Faktor für die Stärke der Wechselwirkung zwischen Vegetation und Klima und

folglich für die Systemantwort auf Änderungen im orbitale Antrieb. Das unterstreicht,



dass die Auswahl der Pflanzentypen/PFTs und deren Repräsentation in Modellen sig-

nifikanten Einfluss auf simulierte Klima–Vegetationsinteraktion während der AHP hat,

ebenso wie auf die Ausdehnung der “grünen” Sahara und auf den Zeitpunkt und die Rate

des Übergangs zum Wüstenzustand. Daraus schließe ich, dass die Berücksichtigung von

Pflanzendiversität in zukünftigen Studien – nicht nur an Paläoklimaten – das Verständniss

von Klima–Vegetationsinteraktion und die Simulation der Vegetationsantwort auf sich

änderndes Klima signifikant verbessern könnte.
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General Introduction

Particularly in times of climate change, research on past climates is gaining in impor-

tance. Palaeo studies offer insights in the sensitivity of the Earth system’s components

to internal and external forcings and provide estimates of the potential magnitude and

speed of changes in the future. One exceptionally interesting era is the “African Hu-

mid Period” (AHP), a wet phase that peaked across north Africa between 9000 and

6000 years before present (BP) and enabled the establishment of the “green” Sahara

(Ritchie & Haynes, 1987; Prentice & Jolly, 2000). Scientists agree that the “wetting”

and “greening” of the Sahara was triggered by external changes in the Earth’s orbit

(Kutzbach, 1981; Kutzbach & Guetter, 1986) and amplified by internal feedback mech-

anisms including ocean (Kutzbach & Liu, 1997; Braconnot et al., 1999), surface water

coverage by lakes and wetlands (Coe & Bonan, 1997; Krinner et al., 2012), and vegeta-

tion and soil albedo (Claussen & Gayler, 1997; Claussen, 2009; Vamborg et al., 2011).

However, the timing and abruptness of the transition from the “green“ Sahara to the

“desert” state are still under debate. While some studies indicated an abrupt collapse of

vegetation implying a strong climate–vegetation feedback (Claussen, 1994; Claussen &

Gayler, 1997; Claussen et al., 1998, 1999), others suggested a gradual vegetation decline

thereby questioning the existence of a strong climate–vegetation feedback (Kröpelin

et al., 2008; Francus et al., 2013; Lézine, 2009; Lézine et al., 2011). Claussen et al.

(2013) introduced a new aspect in the discussion illustrating in a conceptual modelling

study that plant diversity might increase the stability of the climate–vegetation system

in semi-arid regions, buffer the strength of individual plant–precipitation feedback and

prevent an abrupt vegetation collapse. A reduction in functional plant diversity may

conversely lead to an abrupt collapse of a seemingly stable system. This potential effect

of plant diversity on the strength of climate–vegetation feedback has so far been omitted

in comprehensive modelling studies on the AHP.

1
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To close this gap, this thesis explores the role of plant diversity in simulated climate–

vegetation interaction in models of different complexity, from the conceptual approach

by Claussen et al. (2013) to the Dynamic Global Vegetation Model (DGVM) JSBACH,

the land component of the Max Planck Earth System Model MPI-ESM1.

The task of the present chapter is to (1) provide a picture of AHP conditions and the

prevailing plant types reconstructed from pollen, (2) summarize previous studies on the

end of the AHP, and (3) introduce the current state of knowledge and the controversy

on the relation between plant diversity and climate–vegetation system stability. The

chapter closes with the motivation of this thesis, including the guiding research questions,

and gives an overview over the content of the following chapters.

The African Humid Period

During the “African Humid Period” (AHP), large areas of the nowadays hyperarid

Sahara and arid Sahel region were vegetated (Ritchie & Haynes, 1987; Prentice & Jolly,

2000), a dense fluvial network was developed (Drake et al., 2011), and open surface water

was widespread (Hoelzmann et al., 1998; Kröpelin et al., 2008; Lézine et al., 2011). Fossil

pollen records indicate that the Sahel boundary was shifted northwards by 5 to 7◦ to

at least 23◦ N (Jolly et al., 1998) and tropical plant taxa might have used river banks

as migration paths to enter drier environments (Watrin et al., 2009). Consequently,

vegetation cover marked a diverse savanna-like mosaic of xeric and tropical species whose

ranges do not overlap today (Hély et al., 2014).

Savannas are near-tropical or tropical seasonal ecosystems characterized by the co-

dominance of trees and grasses, typically with a continuous herbaceous layer and a

discontinuous stratum of shrubs and trees (Frost et al., 1986). The relative representa-

tion of these life forms can vary considerably across savanna types as a consequence of

numerous interacting factors at various spatial and temporal scales including climate,

resource competition, fire and grazing (Scholes & Archer, 1997; Sankaran et al., 2004).

Fig. 1 illustrates the range of observed savanna types and characteristic life forms in

relation to the prevailing climate. Coughenour & Ellis (1993) suggested a hierarchy of

constraints in savannas, in which climatic patterns determine the extent of the biome at

the continental scale; rainfall, hydrology and topography influence savanna structure at
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the regional to landscape scale; and local scale structure is determined by variations in

water availability and disturbance.

Figure 1: Savanna types and characteristic life forms in relation to the prevailing
climate (modified after Ellenberg (1975); Pfadenhauer & Klötzli (2015)).

The persistence of tree-grass mixtures without one displacing the other, the determinants

of tree-grass ratios, and the involved dynamics remain poorly understood although sci-

entists have worked on the “savanna question” for years (Scholes & Archer, 1997; Jeltsch

et al., 2000; Sankaran et al., 2004). Different explanations for the coexistence of trees

and grass in savannas invoke different mechanisms: Competition-based approaches ex-

plain the coexistence with spatial and/or temporal niche differences between trees and

grasses resulting from different resource-acquisition potentials (Peter Chesson, 1997;

Amarasekare, 2003; Sankaran et al., 2004); demographic bottleneck approaches propose

non-competitive but demographic mechanisms as fundamental processes structuring sa-

vannas. It is assumed that “trees and grasses persist in savannas because of climatic vari-

ability and/or disturbances such as fire and grazing which limit successful tree seedling

germination, establishment and/or transition to mature size classes (Menaut et al., 1990;

Hochberg et al., 1994; Jeltsch et al., 1996, 1998, 2000; Higgins et al., 2000; van Wijk &

Rodriguez-Iturbe, 2002)” (Sankaran et al., 2004).

Tropical savannas have a high species diversity compared to temperate grasslands and

dry tropical woodlands (Solbrig, 1996). Special features increasing the diversity of savan-

nas are so-called “gallery forests”, narrow bands of dense tree cover, sharply separated
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from the drier environment (Silva et al., 2008). Gallery forest soils typically have greater

nutrient and water availability than the neighboring savanna, and once begin established,

positive feedback effects may come into play and stabilize the extent (Silva et al., 2008).

Sharp forest savanna boundaries are believed to arise primarily due to fires which are

common in savanna but do typically not penetrate into the forest (Azihou et al., 2013).

Plants in semi-arid and arid regions own special adaptations to extreme drought, heat

and insolation that allow them to tolerate a certain level of stress/disturbance. Xero-

morph plant growth in these regions is realized by either drought resistance or drought

tolerance (Wickens, 1998). Drought resistant plants can be poikilohydrous (condition

of suspended animation), arido-passive (drought-surviving parts metabolically inactive

during dry season, e.g. rainy season annuals and ephemerals (short live cycle), Synan-

thus geophytes, hemicryptophytes), arido-active (metabolically active throughout the

year, e.g. bi-seasonal annuals, hysteranthous geophytes, heterophyllous shrubs, phreato-

phytes), drought avoiding (escaping or therophytes (seeds only), complete life cycle be-

fore onset of extreme drought, tolerant seeds, ephemeral, hydroscopic capsules), drought

evading (water spenders ability to obtain large amounts of water during drought, lig-

notuber, corcy layer in xylem, leafs (thickness, veins, more smaller stomata, epidemal

or mesophyll cells, thicker walls, cutucula), proline accumulation, moisture from dew or

fog, rosette, leaf fall reduction, succulence), and/or drought enduring (ability to reduce

water loss to minimum). Drought tolerant plants can be piokilochlorophyllous (loss of

chlorophyll on dehydration), poikilohydrous (condition of suspended animation), or they

can accumulate sugars.

When plants are exposed to exceptional drought stress, they have different possibilities

to minimize water loss. Examples are changes in root/shoot ratio, stomata closure, re-

duction of stomatal conductance (Susiluoto & Berninger, 2007), reduction of growth in

terms of leaf size and leaf number per plant, leaf area index, plant height, steam exten-

sion, and root proliferation, optimization of water use efficiency (Anjum et al., 2011),

suppression of leaf expansion, early senescence, and rise of leaf temperature (reduced

transpiration) (Aroca, 2012). These adaptations lead to a modification of nutrient up-

take (carbon, nitrogen, phosphorous), poor water uptake by roots, lesser plant growth,

reduction of litter composition, reduction of above ground net primary productivity and

finally a higher mortality rate (da Silva et al., 2013). Up to a certain point, plants

can react on changing conditions: on long term via evolutionary processes, on shorter
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timescales via plasticity (Albert, 2010). A definition of plasticity is given by Bradshaw

(1965): “An individual genotype assumes particular given characteristics in a given en-

vironment. In a second environment it may remain the same, or it may be different. The

amount by which the expressions of individual characteristics of a genotype are changed

by different environments is a measure of plasticity of these characters. Plasticity is

therefore shown by a genotype when its expression is able to be altered by environmen-

tal influences.” Unfortunately, the plasticity of plants is very difficult to predict, since

reactions are very individual and depend on various factors. If the conditions become

too unfavorable for a plant to maintain its growth, it could either migrate via pollen to

regions with better environmental conditions or it would extinct.

Regarding species sensitivities to changing climatic conditions, common ecological un-

derstanding provides some general hypothesis : “(1) species with requirements near

the mean climate conditions of the studied area should be less sensitive than species

with outlying niches (marginal species) (Swihart et al., 2003); (2) species encountering a

broader array of climate conditions across their range (generalist species) are expected to

have broader tolerances to climate change than climatically restricted species (specialist

species) (Brown, 1995); (3) species with restricted ranges are more likely to be sensi-

tive to climate change than widespread species (Johnson, 1998); and (4) species from

phytogeographical groups strongly exposed to climate change should be more sensitive”

(Thuiller et al., 2005).

The sensitivity and stability of an ecosystem is the sum of all these reactions and adap-

tations. Higher order features of vegetation/ecosystems emerge from individualistic re-

sponses of plant taxa to climate change (Williams et al., 2004). Individualistic shifts in

range and abundance for plant taxa scale up to cause compositional shifts within plant

communities, appearance/disappearance of novel plant associations, changes in position,

area, composition and structure of biomes. Changes in distribution of individual plant

taxa therefore scale up to vegetation physiognomy even at continental to global scale.

Biome sensitivity studies suggested that the percentage of rainfall decrease necessary

to shift from one biome to another is lowest for deciduous forests, followed by semi-

deciduous forest, evergreen forest, grasslands, open woodlands, and finally closed sa-

vannas (Hély et al., 2009). It is not clear whether gallery forests are as sensitive to

decrease in rainfall as other forest types because gallery forests have abundant access
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to ground water and runoff (Silva et al., 2008). Once a gallery forest established in

savannas, positive feedback effects may come into play and stabilize the extent of the

gallery forest.

In 1983, White classified the vegetation of Africa after physiognomic and phytogeo-

graphic characteristics as well as edaphic and hydrological requirements, and proposed

“White’s vegetation map of Africa” (Fig. 2). White’s classification provides a framework

for the reconstruction of palaeo vegetation distribution and the latitudinal shift of entities

over time. For the AHP, palaeo data coverage in subtropical Africa is extremely uneven,

particularly in the Sahara and Sahel, and often coming from sedimentary sequences

which are discontinuous or poorly dated (Watrin et al., 2009). Hély et al. (2014) applied

White’s classification to available palaeo-botanical proxy data from several locations in

Africa and from the African Pollen Database to reconstruct the Holocene vegetation

distribution in relation to open surface water, derived from palaeo-hydrological prox-

ies. The authors grouped pollen samples into the four main phytogeographical types

that prevailed in subtropical Africa during the AHP: Guineo–Congolian type, Sudanian

type, Sahelian type, and Saharan type. Reconstructions of these plant types suggest

that “three broad latitudinal ecoclimatic entities can be distinguished beyond the om-

nipresence of Saharan taxa: latitudes north of 25◦ N were unequivocally dominated by

Sahelian and Saharan elements throughout the Holocene. Between 20 and 25◦ N, the

co-occurrence of Sudanian and Sahelian groups defined a typically “Sahelo-Sudanian”

vegetational sector (Trochain, 1940). Then, south of 20◦ N the three phytogeographical

groups cohabited, with the clear dominance of the two tropical humid ones” Hély et al.

(2014).

The aforementioned four plant types serve as a reference for AHP diversity in this thesis.

In the following, I briefly describe their main features and characteristic species. For the

presentation of plant types’ individual reconstructed expansion during the AHP, I distin-

guish between “exclusive” taxa (plant species are exclusively found in a given group) and

“non-exclusive” taxa (plant species may encompass several phytogeographical entities),

referring to Hély et al. (2014).
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Figure 2: White’s vegetation map of Africa (1983) – Main phytochoria of Africa
and Madagascar. Phytochoria considered in this work are highlighted in bold let-
ters. I. Guineo–Congolian regional centre of endemism, II. Zambezian regional
centre of endemism, III. Sudanian regional centre of endemism, IV. Somalia-
Masai regional centre of endemism, V. Cape regional centre of endemism, VI. Karoo-
Namib regional centre of endemism, VII. Mediterranean regional centre of en-
demism, VIII. Afromontane archipelago-like regional centre of endemism, including
IX. Afroalpine archipelago-like region of extreme floristic improverishment, X. Guinea-
Congolia/ Zambezia regional transition zone, XI. Guinea-Congolia/ Sudania re-
gional transition zone, XII. Lake Victoria regional mosaic, XIII. Zanzibar-Inhambane
regional mosaic, XIV. Kalahari-Highveld regional transition zone, XV. Tongaland-
Pondoland regional mosaic, XVI. Sahel regional transition zone, XVII. Sahara
regional transition zone, XVIII. Mediterranean/Sahara regional transition
zone, XIX. East Malagasy regional centre of endemism, XX. West Malagasy regional

centre of endemism
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Guineo–Congolian type

Figure 3: Guineo–Congolian vegetation type:
Forest on the banks of the Congo river system

(greenpeace.org).

The Guineo–Congolian type consists

mainly of tropical humid semi-deciduous

or evergreen forest taxa which grow un-

der rainfall conditions with more than

1500 mm yr-1 (Hély et al., 2014). White

(1983) defined forest as a continuous

stand of trees with a canopy height of

10 to 50 m, interlocking crowns, and

several layers and storeys, including epi-

phytes and lianes. A shrub layer is usu-

ally present while the ground layer is of-

ten sparse or absent due to low light conditions. Woody plants contribute most to

biomass and physiognomy. Nearly all forests in Africa are evergreen or semi-evergreen.

The Guineo–Congolian forest shows different forms depending on environmental condi-

tions: rain forest (evergreen), dry forest (dry season several months, shorter, simpler,

and floristically poorer than rain forest), semi-evergreen forest (some deciduous species,

asynchronous leaf shedding), deciduous forest (mainly deciduous species, simultaneous

leaf shedding, bare for several months), locally forests in dry regions, and gallery forests.

Characteristic and abundant Guineo–Congolian woody species in the wetter evergreen

forests are nowadays Caesalpinioidae, Soyauxia, Berlinia, Cynometra, Lophira alata. In

drier regions, more deciduous, mixed moist semi-evergreen forests are dominant with

large trees such as Entandrophragma angolense, Parinari glabra, Nauclea diderrichii,

Parkia bicolor. In mosaic formations in dry regions, the grass layer is formed by Andro-

pogon, Hyparrhenia, Panicum, Schizachyrium, and fire-resistant trees are dominant such

as Terminalia and Combretum. Some species grow well in gallery forests in the Suda-

nian region: Vitex chrysocarpa, Syzygium guineese, Morelia senegalensis, Cola laurifolia,

Pterocarpus santalinoides, Eleis guineensis (Wittig et al., 2010).

During the AHP, non-exclusive and exclusive Guineo–Congolian taxa reached a max-

imum potential extension up to 20◦ N, having a core area around 18◦ N (Hély et al.,

2014).
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Sudanian type

Figure 4: Sudanian vegetation type: West Su-
danian savanna, Burkina Faso (eoearth.org).

The Sudanian type is characterized by

tropical dry forest and savanna taxa grow-

ing with 500 to 1500 mm yr-1 (Hély et al.,

2014). According to White’s classification

(White, 1983), these species form open

to closed woodlands, the most widespread

vegetation form in Africa. Nearly all

woodlands in Africa are semi-evergreen or

deciduous, some evergreen species occur.

Woodlands are defined as open stands of

trees, 8 to 20 m high with a surface cov-

erage of < 40%, so crowns are not densely interlocking. Trees are not branched for at

least 2 m and perennial or annual surface tussock grasses reach up to 2 m. Undershrub

is present but very variable in size and number, mainly regulated by fire intensity and

frequency. Most Sudanian trees have very wide geographic ranges and ecological toler-

ances; the proportion of woody species defines the subcategories: savanna woodlands,

tree savannas, shrub savannas, grass savannas (Wittig et al., 2010). Referring to Walter

(1971) woodland is the climax vegetation for semi-arid regions with > 500 mm yr-1.

Typical Sudanian species are Acacia erythrocalix, Anogeissus leiocarpa, Celtis integri-

folia, Pterocarpus erinaceus (Wittig et al., 2010). In the dryer northern woodlands,

Combretaceae trees and shrubs are very abundant while Isoberlinia is generally lacking.

Characteristic trees are here Adansonia digitata, Lannea microcarpa, Parkia biglobosa,

Tamarindus indica, Vitellaria paradoxa. Annual herbs are dominant such as Andropogon

pseudapricus, Loudetia togoensis, Schizachyrium exile; perennials are rare and repre-

sented by Andropogon gayanus, Heteropogon contortus, and Hyparrhenia subplumosa.

Gallery forests are dominated by Sudanian elements; Sahelian and Guinean species also

appear such as Pterocarpus santalinoides, Cola laurifolia, Vitex chrysocarpa, Syzygium

guineese. Wetter woodlands in the south are dominated by Isoberlinia doka.

Exclusive Sudanian taxa occupied a similar core area as the Guineo–Congolian taxa

(around 18◦ N) during the AHP. The maximum potential extension of non-exclusive

Sudanian taxa reached 25◦ N (Hély et al., 2014).
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Sahelian type

Figure 5: Sahelian vegetation type: Aca-
cia tortilis wooded grassland, Serengeti

(biologie.uni-hamburg.de).

The Sahelian type is characterized by

grassland or wooded grassland taxa grow-

ing from 150 to 500 mm yr-1 (Hély

et al., 2014). White (1983) located this

type in the “Sahelian regional transitional

zone” and associated the following vegeta-

tion types: (1) grasslands, dominated by

grasses and herbs with 0 to 10% canopy-

cover of woody species; (2) wooded grass-

lands, dominated by grasses and herbs

with woody plants covering 10 to 40% ; (3) shrubland, an open or closed stand of shrubs

up to 2 m tall; (4) thicket, a closed stand of bushes and climbers usually between 3 and

7 m tall; (5) bushland, an open stand of bushes usually between 3 and 7 m tall, with a

cover of 40% or more; (6) woodland, an open stand of trees at least 8 m tall with a canopy

cover of 40% or more, the field layer usually dominated by grasses; (7) gallery forest,

a continuous stand of trees along rivers and lakes, at least 10 m tall, with interlocking

crowns (Lawesson, 1990). Tree density varies largely with water supply, fire frequency

and soil type. Grassland is the climax vegetation in areas with 100 to 250 mm yr-1

where frequent fires and poor soils prevent tree growth. Wooded grassland is the climax

vegetation on deep sandy soils with 250 to 500 mm yr-1 (Walter, 1971).

Most frequent woody species are Acacia tortilis var. raddiana, A. laeta and other thorny

shrubs like Commiphora africana, Balanites aegyptica, Boscia senegalensis, Ziziphus

mauretania. In the grass layer, one finds mostly annual grass species such as Schoenfeldia

gracilis and Aristida and weeds such as Boerhavia coccinea and Tribulus terrestris. Wit-

tig et al. (2010) reports that in the dryer northern sector, characteristic trees are Acacia

ehrenbergiana, A. raddiana, A. nilotica var tomentosa, Grewia tenax, Salvadora persica.

Abundant herbs are Aristida and Tetrapogon species. More tropical taxa can be found

in gallery forests such as Anogeissus leiocarpa, Mitragyna inermis, Acacia ataxacantha,

A. seyal. The wetter southern sector is dominated by Sahelian-Saharan woody species

such as Acacia laeta, A. nilotica var adansoii, A. senegal, Bauhinia rufescens, Boscia
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senegalensis, Capparis tomentosa, Pterocarpus lucens, Euphorbis basamifera. Charac-

teristic herbes are Brachiaria xantholeuca, Aristida hordeacea, Cenchrus biflorus, Er-

agrostis elegantissima. In this region, some characteristic Sudanian species grow such

as Acaria macrostachya, Combretum micranthum, C. glutinosum, C. nigricans, Guiera

senegalensis, Anogeissus leiocarpa, Balanites aegyptica, Lannea microcarpa. In the south-

ern wetlands, the vegetation is composed of Anogeissus leiocarpa, Combretum micran-

thum, Celtis integrifolia, Mitragyna inermis, Daniellia oliveri, Vitex doniana.

Sahelian taxa were always present in the whole Sahara and Sahel during the Holocene.

Exclusive taxa had a stable core area centered at 19◦ N since during the AHP, and the

maximum extent of non-exclusive taxa followed the maximum extent of lacustrine area

up to 26◦ N (Hély et al., 2014).

Saharan type

Figure 6: Saharan vegetation type: Semi-
desert, desert-steppe transition, Namibia

(geographie.uni-stuttgart.de).

The Saharan type consists of steppe

and desert taxa growing with less than

150 mm yr-1 (Hély et al., 2014). Deserts

are regions where transpiration exceeds

precipitation, leading to a water deficit for

vegetation (White, 1983). The sparse veg-

etation cover in deserts impedes to cate-

gorize physiognomically due to highly spe-

cialized growth or simply too little indi-

viduals. In semi-deserts it is possible to

define growth forms such as semi-desert

grassland/-shrubland.

Woody species occur mainly along watercourses or wadis (Le Houérou, 1980). The

most important woody species are Acacia tortilis subsp. raddiana, Acacia ehrenber-

giana, Grewia tenax, Boscia senegalensis, Capparis decidua, Balanites aegyptiaca, Zizi-

phus mauritania. Important perennial grasses are Panicum turgidum and Aristida spec.

The Saharan type reached up to 28◦ N at the peak of the AHP. Together with Sahelian

elements, the Saharan taxa dominated latitudes north of 25◦ N (Hély et al., 2014).
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Climate–vegetation interaction towards the end of the AHP

The “greening” of the Sahara during the AHP was triggered by changes in the Earth’s

orbit, resulting in a stronger insolation and higher temperatures in the boreal summer

than today, accompanied by an intensification of the West African summer Monsoon

(WAM) (Kutzbach, 1981; Kutzbach & Guetter, 1986). However, modelling studies

showed that the increase in insolation alone is insufficient to explain the vegetation

cover reconstructed from palaeo records (see Yu & Harrison, 1996). It has been shown

that several feedback mechanisms including ocean (Kutzbach & Liu, 1997; Braconnot

et al., 1999), surface water coverage by lakes and wetlands (Coe & Bonan, 1997; Krinner

et al., 2012), and vegetation and soil albedo (Claussen & Gayler, 1997; Claussen, 2009;

Vamborg et al., 2011) could have amplified the changes due to orbital forcing.

Figure 7: Stability landscape of “green” Sa-
hara and “desert” state (modified after Bathiany
et al. (2016)). The stronger the atmosphere–
vegetation feedback, the sharper the transition

between the two states.

A positive feedback between vegetation

and precipitation in the Sahel was first

proposed by Charney (1975) to explain

the self-stabilization of deserts: the high

albedo of bare soils implies a low en-

ergy input to the overlying atmosphere

which induces a sinking motion of air and

thereby suppresses convection and thus

precipitation. In contrast, the low albedo

of vegetation relative to bare desert soil

implies more absorption of solar energy at

the surface which heats the lower atmo-

sphere, destabilizes the atmospheric lapse

rate of temperature and increases the like-

lihood of convection and precipitation (Warner, 2004). Additionally, vegetation increases

evapotranspiration at the expense of drainage and runoff, therewith moistening the at-

mosphere and further increasing the likelihood of precipitation (Kleidon et al., 2000;

Hales et al., 2004). This positive feedback provides a mechanism that might allow for

the existence of multiple stable equilibria, first shown in coupled model simulations by

Claussen (1994) and Claussen et al. (1998). Depending on climate and environmental

conditions, the Sahara could exist in a “green” state with high vegetation cover and
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a “desert” state without vegetation (Brovkin et al., 1998; Bathiany et al., 2012), illus-

trated in the lower edge of Fig. 7. The potential non-linearity of this feedback might

cause an abrupt transition between these states when the system reaches a “tipping

point” (Williams et al., 2011). Several climate model studies reproduced such an abrupt

transition from “green” to “desert” state at around 5500 years BP for western Africa

(e.g. Claussen et al., 1999; Brovkin & Claussen, 2008) and reconstructions of dust flux

in the Atlantic supported an abrupt ending of the AHP at least for the western part of

the Sahara (deMenocal et al., 2000).

Later studies highlighted the complexity of desertification history and the variety in tim-

ing and rate of regional changes. They challenged the hypothesis of an abrupt vegetation

decline and doubted the existence of a strong positive climate–vegetation feedback in

subtropical Africa. Pollen and sediment records from Lake Yoa in eastern Africa indi-

cated a more gradual transition from “green” to “desert” Sahara (Kröpelin et al., 2008;

Francus et al., 2013), implying that the vegetation–climate feedback was rather weak,

illustrated in the upper edge of Fig. 7. Palaeo-hydrologically dated records from flu-

vial, lacustrine, and palustrine environments supported a gradual transition from wet

to dry conditions (Lézine, 2009; Lézine et al., 2011). Observation based estimates of

feedback strength in northern Africa showed little direct evidence of a strong positive

vegetation effect on large-scale precipitation (Liu et al., 2006). In the framework of the

Paleoclimate Modeling Intercomparison Project, Phase II (PMIP2), some models even

suggested a negative feedback over northern Africa for the mid-Holocene (Braconnot

et al., 2007). Liu et al. (2007) demonstrated an abrupt vegetation collapse in coupled

transient simulations, but the authors attributed this to a non-linear vegetation response

to a precipitation threshold in the presence of strong climate variability, independent

of a climate–vegetation feedback. Rachmayani et al. (2015) recently showed a positive

effect of vegetation on precipitation caused by evapotranspiration effects rather than

albedo effects.
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Plant diversity and climate–vegetation system stability

Claussen et al. (2013) introduced a new aspect in the discussion on the strength of

climate–vegetation feedback and its impact on the rate of the transition from the “green”

Sahara to the “desert” state, namely plant diversity. The authors stated that plant diver-

sity in terms of moisture requirements could affect the strength of climate–vegetation

feedback. In a conceptual model study, with hypothetical discrete plant types, they

demonstrated that in coupled interaction with precipitation, sensitive plant types tended

to sustain longer with decreasing precipitation, while resilient plant types disappeared

earlier than they would have done on their own. The mean vegetation cover decreased

more gradually with strong fluctuations under drying conditions, capturing the decline

in pollen influx into Lake Yoa between 6000 and 4000 years BP fairly (Kröpelin et al.,

2008). From this the authors concluded that plant diversity might increase the stability

of the climate–vegetation system in semi-arid regions, buffer the strength of individual

plant–precipitation feedback and prevent an abrupt vegetation collapse. Further, the

authors suggested that plant composition is of high importance for the rate of transition

and a reduction in functional plant diversity may lead to an abrupt regime shift.

Plant diversity is the subcategory of biodiversity that concerns vegetation. The first

recorded definition of the broad term biodiversity was proposed by Wilson (1988) as

“The variety of life at every hierarchical level and spatial scale of biological organiza-

tions: genes within populations, populations within species, species within communities,

communities within landscapes, landscapes within biomes, and biomes within the bio-

sphere.” The definition from the “Convention on Biological Diversity” (1992) is nowa-

days the internationally accepted definition of biodiversity: “Biological diversity means

the variability among living organisms from all sources including, inter alia, terrestrial,

marine and other aquatic ecosystems and the ecological complexes of which they are a

part; this includes diversity within species, between species and of ecosystems.” I am

hereinafter explicit in the use of terminology following Hooper et al. (2005), referring to

“richness” or “abundance” when talking about numbers of plants, “plant diversity” when

talking about more general attributes including relative abundances and composition,

and “biodiversity” only when the broadest scope of the term is valid.

The spectrum of diversity measures is wide because of the large range of components.

Diversity can be described in terms of numbers of entities (how many genotypes, species,
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or ecosystems), the evenness of their distribution, the differences in their functional

traits, and their interactions (Hooper et al., 2005). Traditionally, recording diversity is

based on species diversity and the niche concept, described in detail by Whittaker (1972).

The ecological niche of a species describes its position in a multidimensional hyperspace,

where the axes correspond to all gradients of an environment. Species differ not only in

the position in the hyperspace, but also in the proportion of niche hyperspace they are

able to occupy and the share of resource they utilize ( = productivity). Species evolve to

use different parts of these gradients to minimize competition, but in reality, the extent

of a species niche is reduced from the “potential niche” under optimum conditions to the

“realized niche” which accounts for actual biotic and abiotic environmental conditions.

Through time, additional species can enter the system or leave due changing conditions.

In the last years, the focus changed from species diversity to functional diversity. Func-

tional types are non-phylogenetic groups that include a set of species with similar effects

on a specific ecosystem process or similar response to environmental conditions (Hooper

et al., 2005; Wilson, 1999). Mason & de Bello (2013) proposed a definition of functional

trait diversity as the distribution in functional trait space of the species presence and

abundance in a community, including three components: the amount of functional trait

space filled by species in the community (functional richness), the evenness of abun-

dance distribution in filled trait space (functional evenness), and the degree to which

the distribution of species abundances maximizes divergence in functional traits (func-

tional divergence). In the modelling community, functional plant diversity is nowadays

typically reflected in the concept of “Plant Functional Types” (PFTs), discussed in more

detail later on in Chapter 2.

The importance of plant diversity for climate–vegetation system stability and ecosystem

stability has been debated over several decades, amongst other things because stability

has several facets and ecological studies do not always refer to the same aspect. Com-

monly, there are four properties associated with stability: persistence, the tendency of

a system to exist in the same state through time; resistance, the capability of a system

to remain unchanged in the face of external pressures such as disturbances; resilience,

the ability of a system to return to its original or equilibrium state after it has been

displaced from it by external pressure; and temporal variability, used as an inverse mea-

sure of resistance (Scherer-Lorenzen, 2005). Before 1970, ecologists assumed a positive
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relationship between biodiversity and ecosystem stability based on simplified observa-

tions (Elton, 1958; MacArthur, 1955). This intuitive idea was questioned by May (1973),

who proposed a destabilizing effect of species richness on ecosystem dynamics based on

a statistical model approach with random populations. This statement was supported

by other studies, pointing to the relevance of different trophic levels in stability studies

(Pimm & Lawton, 1978). Later, longterm field studies on grasslands indicated that

biodiversity stabilizes community and ecosystem processes (Tilman, 1996; Tilman et al.,

1997). Sankaran & McNaughton (1999) suggested that “across larger ecological scales,

extrinsic determinants of biodiversity such as disturbance regimes and site history may

be the primary determinants of certain measures of community stability”. The overall

opinion is nowadays that biodiversity might on average rise the stability of ecosystems

regarding all properties of stability, but it is not the driver (McCann, 2000). Numerous

features of ecosystems affect stability, including the number of species, the variety of

functional types, effects of dominant species, keystone species, ecological engineers, and

interactions among species (e.g., competition, facilitation, mutualism, disease, and pre-

dation (Tilman et al., 1997; McCann, 2000; Hooper et al., 2005), the topology of food

webs, and the sensitivities of species to different types of environmental perturbations

(Ives & Carpenter, 2007). “Some ecosystem properties are initially insensitive to species

loss because (a) ecosystems may have multiple species that carry out similar functional

roles, (b) some species may contribute relatively little to ecosystem properties, or (c)

properties may be primarily controlled by abiotic environmental conditions” (Hooper

et al., 2005).

Plant diversity changes on timescales of decades to millennia and on spatial scales from

local to regional, driven by “Climate change, habitat fragmentation, resource exploita-

tion and transcontinental species introductions” (Jackson & Overpeck, 2000). Extinction

and immigration can be triggered by forcing events of different speed (rapid or gradual)

and frequency (singular or sequential). Immigration usually lags the forcing because

“Colonization of a suitable site requires sequential successes in the dispersal of propag-

ules, establishment of individuals, survival to reproductive maturity, and growth and

persistence of populations via continued reproduction; failure or delay in any of these

steps leads to delayed immigration [...] Delayed extinction, similar to delayed immigra-

tion, also results from demographic and stochastic processes” (Jackson & Sax, 2010).

The delayed response of vegetation allows several potential transient conditions to exist
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before plant diversity slowly attains equilibrium (Vellend et al., 2006; Diamond, 1972;

Brooks et al., 1999). Plant diversity is thus a result of environment and community

history on local and regional scale.

Long-term data sets such as pollen profiles derived from sediments provide a basis for

studying processes involved in plant diversity changes on longer timescales. Reconstruc-

tion of vegetation from pollen is a common approach to investigate palaeo vegetation and

changes in plant diversity. Pollen based biome reconstructions capture main features of

vegetation distribution, but downplay the magnitude and variety of vegetation responses

to climate change (Williams et al., 2004). One of the main open questions is how pollen

diversity from samples actually depicts plant diversity. The relation between pollen di-

versity and parent plant diversity is not straight forward as “Plants remains indicating

their past abundances are disproportionate to the abundance of their parent species”

(Reitalu et al., 2014). The occurrence and abundance of pollen in a sample depend

on many different factors such as basin size, plants’ distance to the basin, sample size,

taxonomical precision, differences in pollen productivity, pollen dispersal ability, and

sedimentary rate. Palynologists have produced models such as POLLSCAPE (Sugita,

1994) and HUMPOL (Bunting & Middleton, 2005) to calculate pollen dispersal and de-

position in heterogeneous landscapes, and the estimation of pollen assemblages in lakes

or bogs of given sizes (Gaillard et al., 2008). If biases due to productivity and dispersal

are assumed species specific and constant over time, relative changes in plant diversity

could be assessed (Xiao et al., 2008).

Motivation of this thesis

The motivation of this thesis is to explore the role of plant diversity in simulated climate–

vegetation interaction in models of different complexity, from the conceptual approach by

Claussen et al. (2013) to the Dynamic Global Vegetation Model (DGVM) JSBACH, the

land component of the Max Planck Earth System Model MPI-ESM1. Therewith, I aim at

contributing to the understanding of the role plant diversity plays in simulated climate–

vegetation interaction and at shedding light into the discussion on the importance of

climate–vegetation feedback towards the end of the AHP. To accomplish that, I address

the following three questions:
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• Is the approach by Claussen et al. (2013) ecologically reasonable and do the conclu-

sions hold if the model was adjusted to AHP vegetation reconstructed from pollen?

• How is plant diversity represented in the comprehensive land surface model JS-

BACH and how do variations in plant diversity affect the vegetation response to a

prescribed precipitation decline?

• How does plant diversity in JSBACH in turn affect precipitation in coupled

ECHAM6/JSBACH simulations and what consequences result for the stability of

the “green” Sahara and the transition to the “desert” state?

The first chapter of this thesis opens with an assessment of the conceptual model by

Claussen et al. (2013) from an ecological point of view, and provides an improved version

that accounts for the diversity of AHP plant types reconstructed from pollen by Hély

et al. (2014). Part of this chapter was published in:

V. P. Groner, M. Claussen, and C. Reick. Palaeo plant diversity in subtropical Africa –

Ecological assessment of a conceptual model of climate–vegetation interaction. Clim. Past,

11, 1361–1374, 2015.

In the second chapter, I assess the representation of plant diversity in JSBACH and

study vegetation performance as a function of “Plant Functional Type” (PFT) diversity

along a prescribed precipitation decline. This conceptual use of JSBACH in “offline”

simulations serves as an intermediate step between the conceptual model in Chapter 1

and the coupled ECHAM6/JSBACH in Chapter 3.

In the third chapter, I present coupled ECHAM6/JSBACH simulations with different

degrees of PFT diversity to address how precipitation is in turn affected by PFT compo-

sition and diversity, and how the interaction between vegetation and atmosphere could

have affected the stability of the “green” Sahara and the transition to the “desert” state.

Finally, I summarize the findings from this thesis regarding the representation of plant

diversity in models of different complexity and the effect of plant diversity on simulated

climate–vegetation interaction towards the end of the AHP. As an outlook, I suggest

future research perspectives that could improve the representation of plant diversity,

vegetation dynamics and climate–vegetation feedback in comprehensive dynamic vege-

tation models, explicitly JSBACH.



Chapter 1

Palaeo plant diversity in

subtropical Africa – Ecological

assessment of a conceptual model

of climate–vegetation interaction

1.1 Introduction

In spite of the rapid development in General Circulation Models (GCMs) over the last

years, conceptual models haven’t lost their value for addressing complex scientific ques-

tions. Reducing a system to its substantial components can help to identify and under-

stand relevant system processes, roles of involved factors, and their interactions. One

prominent system that has been extensively studied with conceptual models is the cou-

pled land–atmosphere system. The fascinating questions are (a) whether the feedbacks

between climate and land surface could be strong enough to support multiple stable

states of the system on a regional or global level, and (b) whether the potential non-

linearity of these feedbacks might cause an abrupt transition between these states when

the system reaches a “tipping point”.

Early studies with the “energy balance model” proposed two different stable states result-

ing from a positive albedo-temperature feedback in the high latitudes: an “ice- free” or

an “ice-covered” state (e.g. Budyko, 1969; Sellers, 1969; Ghil, 1976; North et al., 1981).

19
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Li et al. (1997) found two stable equilibria of vertical temperature profiles using the

“one-dimensional radiative-equilibrium model”. The conceptual model of atmosphere–

vegetation interaction in subtropical deserts by Brovkin et al. (1998) exhibited multiple

stable states in the system: a “desert” state with low precipitation and absent vegeta-

tion and a “green” Sahara state with moderate precipitation and permanent vegetation

cover. The above-mentioned two stable states (Claussen, 1994; Claussen & Gayler, 1997;

Claussen et al., 1998; Brovkin et al., 1998; Renssen et al., 2003) as well as abrupt tran-

sitions between them (Claussen et al., 1999; Wang & Eltahir, 2000; Bathiany et al.,

2012) were also found in comprehensive models for the Sahara/Sahel region, supporting

the hypothesis of strong climate–vegetation feedback. The origin of this bistability lies

in the biophysical and biochemical differences between bare desert soil and vegetation.

The low albedo of vegetation relative to bare desert soil implies more absorption of solar

energy at the surface which heats the lower atmosphere, destabilizes the atmospheric

lapse rate of temperature and increases the likelihood of convection and precipitation

(Warner, 2004). Additionally, vegetation increases evapotranspiration at the expense of

drainage and runoff, therewith moistening the atmosphere and further increasing the

likelihood of precipitation (Kleidon et al., 2000; Hales et al., 2004). More precipitation

in turn favors more vegetation and stabilizes the “green” state. On the other hand, the

high albedo of bare soils implies a low energy input to the overlying atmosphere inducing

a sinking motion of air which suppresses convection and thus precipitation (Charney,

1975). Less precipitation in turn impedes vegetation establishment and stabilizes the

“desert” state.

In this context, it should be noted that the existence, strength and sign of this feedback

and associated abrupt regime shifts are still under debate as discussed in the General

Introduction. Claussen et al. (2013) introduced a new aspect into the discussion, propos-

ing that different viewpoints are not contradicting if one accounts for plant diversity.

The authors extended the conceptual approach by Brovkin et al. (1998) by a number

of hypothetical discrete plant types to account for plant diversity in terms of moisture

requirements. They demonstrated that high plant diversity could stabilize a climate–

vegetation system by buffering strong feedbacks between individual plant types and

precipitation, whereas a reduction in plant diversity might allow for an abrupt regime

shift under gradually changing environmental conditions. Thereby, climate–vegetation

feedback strength would not be a universal property of a certain region but depend on
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the vegetation composition. However, it remains unclear if the approach by Claussen

et al. (2013) is ecologically reasonable and if the conclusions hold if the model was

adjusted to AHP vegetation reconstructed from pollen.

The purpose of this chapter is to address this open question with a critical assessment

of the conceptual model by Claussen et al. (2013) from an ecological point of view, and

the provision of an improved version that accounts for the diversity of plant types that

prevailed during the African Humid Period (AHP).

In the first section, I evaluate the representation of plant–plant interaction and plant–

climate feedback in the conceptual approach by Claussen et al. (2013) referring to the

previously reviewed current state of knowledge in ecological literature, and further dis-

cuss how the suggested conclusions fit in an ecological context.

In the second section, I present a new model version adjusted to AHP vegetation by

the modification of four fundamental aspects. First, the growth ranges in terms of

moisture requirements are extended by upper limits to represent full environmental

envelopes. Second, data-based AHP plant types replace the hypothetical plant types.

Third, the tropical gallery forest type, indirectly linked to local precipitation, follows

mainly the gradual insolation forcing with a linear approximation. Fourth, I replace the

dimensionless vegetation cover fraction with individual effective leaf areas to capture

different contributions to climate–vegetation feedback. These changes allow for studies

on the roles of different real plant types in an ecosystem and their combined climate–

vegetation feedback under changing environmental conditions.

Part of this chapter was published in

V. P. Groner, M. Claussen, and C. Reick. Palaeo plant diversity in subtropical Africa –

Ecological assessment of a conceptual model of climate–vegetation interaction. Clim. Past,

11, 1361–1374, 2015.
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1.2 The conceptual approach by Claussen et al. (2013)

1.2.1 The model formulation by Claussen et al. (2013)

The approach by Claussen et al. (2013) is based on a conceptual description of climate–

vegetation feedback in semi-arid regions (Brovkin et al., 1998; Liu et al., 2006). The

applicability is restricted to a region that experiences a uniform climate, which approx-

imately corresponds to the grid size of a GCM in the order of 100 km2. Within this

region, the diversity of coexisting plant types i = 1, . . . , N reflects the heterogeneity of

the environment that provides ecological niches for N different plant types.
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Figure 1.1: Vegetation–precipitation stability diagram
(V E

i , PE) for two hypothetical plant types i = 1, 2 af-
ter Claussen et al. (2013). Full lines depict the equilib-
rium curves for vegetation cover V E

i (PE) for plant type
1 which is sensitive (red) and for plant type 2 which is
resilient (green) to changes in P. Dashed blue lines show
hypothetical equilibrium precipitation curves PE(V E

i ) for
different time slices (4500, 4900, 5300, 5700, 6100, and
6500 years BP, from left to right). Intersections between
the two types of curves indicate equilibrium coupled states

which can be stable or unstable.

Diversity is defined here in terms

of specific moisture requirements

and sensitivities to changes in

mean annual precipitation P .

The model does not explicitly ac-

count for direct plant–plant in-

teractions such as competition

or facilitation. Claussen et al.

(2013) assumed that each plant

type can occupy a share of 1/N

of the ecological space (E-space).

The assumption of niche stabili-

ty/conservatism – a concept that

assumes species maintaining the

parameters of their ecological niche following environmental change (Huntley et al.,

1989; Peterson et al., 1999; Peterson, 2011; Stigall, 2012) – prohibits the replacement

of disappearing plants by remaining plant types. These assumptions are hereinafter

referred to as the “niche approach” (Claussen et al., 2013). The change of relative veg-

etation cover fraction Vi (non-dimensional between 0 and 1) under external forcing is

determined by

dVi
dt

=
V E
i (P )− Vi

τ
, (1.1)



Chapter 1 23

with the time step t in years, setting t = 0 for present day and negative values for

the past, and the vegetation equilibrium timescale τ = 5 years (Liu et al., 2006). The

equilibrium vegetation cover fraction V E
i is a function of P , and is shaped by lower

and upper precipitation thresholds, PC1
i and PC2

i , respectively. Their difference DC
i =

PC2
i − PC1

i > 0 determines the slope of V E
i (P ) in the intermediate precipitation regime

V E
i (P ) =



1 P ≥ PC2
i

(P − PC1
i )

DC
i

PC2
i > P > PC1

i

0 P ≤ PC1
i

. (1.2)

When all plant types interact together with climate, the mean vegetation cover fraction

VS is calculated as the average of all individual plant types:

VS =
1

N

N∑
i=1

Vi ≤ 1 , (1.3)

assuming that the atmosphere reacts to the average properties of the whole area. The

justification for this assumption is that the difference in crucial surface parameters such

as albedo and hydrological properties is smaller between considered plant types than the

contrast to desert.

Accounting for climate–vegetation feedback, precipitation is a combination of a back-

ground precipitation Pd in absence of vegetation that changes with external gradual

insolation forcing, and a precipitation component induced by vegetation feedback. The

equilibrium precipitation PE is defined as

PE(VS , t) = Pd(t) +DB · VS , (1.4)

with the climate feedback coefficient DB that determines the feedback strength. For

simplicity, Claussen et al. (2013) assumed the same DB = 140 mm yr-1 for all plant

types (Liu et al., 2006), implying that the feedback is only sensitive to vegetation cover

but not to composition. The background precipitation Pd changes linearly with time,

mimicking the weakening of the West African Monsoon due to continuous change in

insolation forcing:

Pd(t) = Pd0 (1− (t+ 6500) /T ) , (1.5)
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where Pd0 = 300 mm yr-1 is the initial precipitation of the simulation period T = 6500 years

(Hansen et al., 2007; New & Jones, 1999). The natural variability in precipitation, in-

dependent from vegetation, is implemented as additional white noise forcing PN (t) in

the total precipitation

P (VS , t) = max((PE(VS , t) + PN (t), 0)) . (1.6)

The intersections of P and V in a vegetation–precipitation diagram indicate equilibrium-

coupled states, see Fig. 1.1. System instability and multiple equilibria only exist for

a sufficiently strong positive vegetation feedback with DB > DC
i (Liu et al., 2006).

1.2.2 Assessment of the model set up by Claussen et al. (2013)

The basic units in the conceptual model by Claussen et al. (2013) are plant types that

reflect the heterogeneity of the environment, occupying different n-dimensional niches.

In the actual realization of plant types in the model formulation, plant diversity is

only expressed in terms of different precipitation thresholds as a proxy for moisture

requirements, which reduces the fundamental multidimensional niche to one portion of

its climatic component. The choice of thresholds implicitly defines plants’ sensitivities

to changes in precipitation. Moisture requirement is an established measure to charac-

terize plant diversity in recent African ecosystems (White, 1983), and the measure is

appropriate in the conceptual model because hydrology is the main determinant of plant

growth in the subtropics on the considered scale of the order of 100 km2 (Coughenour

& Ellis, 1993). For a more versatile description of plants’ niches and the explanation

of actual vegetation composition and spatial distribution within the considered region,

further crucial determinants need to be taken into account. The coexistence of trees and

grasses in subtropical regions and the maintenance of their ratios is a complex topic,

studied for years in the framework of the “savanna question”, but still not well un-

derstood (Sarmiento, 1984; Scholes & Archer, 1997; Jeltsch et al., 2000; Staver et al.,

2011). The complexity arises from the many aspects involved such as mean annual

precipitation, seasonality, soil type, soil moisture, surface water availability, community

structure, competition, community history, and disturbances (fire, herbivory).

With the niche approach, Claussen et al. (2013) designed the effective interaction be-

tween vegetation and climate from bottom up. Each plant type has specific requirements
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and responds individually to changes in mean annual precipitation, but the combined

interaction of all considered plant types with precipitation determines and smooths the

evolution of mean vegetation cover on a larger scale. This approach is supported by

Williams et al. (2004) who proposed that higher order features of ecosystems emerge

from plants’ individual responses to changing environmental conditions. Ecosystem fea-

tures such as composition and physiognomy have a large impact on the exchanges of

energy, moisture, aerosols, and trace gases between the land surface and atmosphere and

finally on precipitation.

The niche approach also implies that once a specific plant type retreats owing to water

scarcity, there may not be any other type that is able to occupy its place in the E-

space. From an ecological point of view, existing plants likely benefit from the extinction

of others by having less competition and more resources available. It is questionable

whether these succeeding species can occupy the niches (E-space) of disappearing species,

including their way of using resources, and overtake their ecosystem functions, or if they

just occupy the available barren area (geographical space, G-space).

Apart from the diversity in moisture requirements, the variety in feedback strength and

climate impact arising from the particular plant properties is not sufficiently reflected in

the original model: the dimensionless potential vegetation cover and the homogeneous

climate feedback coefficient DB mainly account for the albedo effect of the total area

while inter-plant deviations in colour, reflectance properties, surface roughness, potential

leaf area, and evapotranspiration capacities are neglected.

1.2.3 Assessment of the interpretation of results by Claussen et al. (2013)

Based on a number of simulations, Claussen et al. (2013) concluded that plant diversity

can have a buffering effect on ecosystem performance and further on the strength of

climate–vegetation feedback. They reasoned that in species-rich ecosystems, the likeli-

hood of some species being pre-adapted to changing environmental conditions is higher

than in species poor systems. This relationship between high diversity and ecosystem

stability has been debated for several decades, among other things due to the inconsistent

definition of stability. I follow Pimm (1984) here, who defined stability as a twofold sys-

tem property: resilience is the speed with which a community returns to a former state

having been displaced from it by perturbation, while resistance is the ability to avoid
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such displacement. In the light of recent ecological literature, reviewed in the General

Introduction, the finding of a positive diversity–stability relationship by Claussen et al.

(2013) is reasonable for a region of the order of 100 km2. In connection with this relation-

ship, Claussen et al. (2013) concluded that the stability of a climate–vegetation system

can determine and arise from individual plant types’ presence over longer timescales. In

combined interaction with climate, sensitive plants likely grow longer than they would

do on their own as they benefit from additional water and facilitation effects in a more

life-sustaining environment. The duration of persistence of resilient plants is likely short-

ened as they suffer to a certain degree from additional competition (Brooker, 2006). This

effect occurs in the model even though interactions are not explicitly modelled.

One of the main conclusions by Claussen et al. (2013) was that strong or weak climate–

vegetation feedback was hard to diagnose and disentangle regarding abrupt climate

changes on a regional scale. The feedback between climate and a certain plant type could

be strong, but this might be capped in combination with other plant types, resulting in

a gradual decline of total vegetation. Indeed, vegetation composition can play a crucial

role for the ecosystem and the removal or introduction might change the system stability

by changes in the ratio of individual influences (Scherer-Lorenzen, 2005). In order to

keep ecosystem function stable, a minimum number of functional types is required that

occupy a minimum number of niches. The addition of taxa results in a more and

more complex network of interactions. While some taxa are redundant, others are

irreplaceable. If these so-called “keystone species” disappear, the system might collapse.

The appearance of new taxa could also interfere with networks and change energy and

matter fluxes in the system, resulting in a destabilization of the ecosystem (McCann,

2000). Hence, Claussen et al. (2013) argued ecologically reasonably that it is difficult

to determine the origin of system stability as the overall feedback strength depends on

species composition. These difficulties are not inconsistent with previous studies that

proposed strong climate–vegetation feedback, resulting in abrupt shifts from a stable

“green” state to a stable “desert” state. For example, simulations by Claussen et al.

(1999) were performed with the lowest possible number of PFTs, one tree and one

grass. The low plant diversity implies a high likelihood for abrupt transitions (Scherer-

Lorenzen, 2005; Claussen et al., 2013).
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1.3 Application of the conceptual model by Claussen et

al. (2013) to AHP vegetation

1.3.1 Does the model by Claussen et al. (2013) capture the diversity

of AHP vegetation?

The approach by Claussen et al. (2013) offers a useful tool to deal with the question how

plant diversity might affect climate–vegetation interaction in semi-arid regions. How-

ever, the model reaches its limits when it comes to the application to AHP vegetation

reconstructed from pollen, here referring to Hély et al. (2014). Hély et al. (2014) applied

“White’s classification of Africa” (1983) to palaeo-botanical proxy data from several

locations in Africa and from the African Pollen Database in order to reconstruct the

Holocene vegetation distribution in relation to open surface water, derived from palaeo-

hydrological proxies. Pollen samples were grouped into four phytogeographical types,

which are mainly characterized by their precipitation requirements and physiognomic

structure: (1) Guineo–Congolian type (tropical humid semi-deciduous or evergreen for-

est taxa, > 1500 mm yr-1); (2) Sudanian type (tropical dry forest, woodlands, and

wooded savanna taxa, 500 to 1500 mm yr-1); (3) Sahelian type (grassland or wooded

grassland taxa, 150 to 500 mm yr-1), and (4) Saharan type (steppe and desert taxa,

< 150 mm yr-1).

Throughout this work, I use the terminology of phytogeographical plant types after Hély

et al. (2014) whenever I refer to my work, including the descriptions of the adjusted

model and simulations as well as results, discussions, and conclusions. Since literature

often refers to the terminology of physiognomic vegetation types, I stick with their

terminology in citations and indicate the corresponding phytogeographical plant types

after Hély et al. (2014) in brackets to prevent confusions.

When defining the precipitation thresholds for each plant type, a direct relation between

precipitation and plant available water was assumed by Claussen et al. (2013). This is not

appropriate for all AHP plant types. Tropical Guineo–Congolian taxa (GC type) cannot

be captured with this approach using the parameters of Claussen et al. (2013) because

the initial precipitation P (VS ,−6500) is too low to reach their minimum threshold PC1
GC.

These species grow in gallery forest or ripicolous stripes where a high water availability is

more or less constantly provided, and local precipitation is of minor importance. Xeric
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species of the Saharan and Sahelian type have special adaptations such as deep trap

roots or succulent tissues (e.g. Wickens, 1998) that allow them to grow far below the

minimum threshold for a phytogeographic plant type given by literature. Nonetheless,

growth ranges of phytogeographic plant types provide a point of reference, and expose

the fact that the range of precipitation thresholds assumed by Claussen et al. (2013),

between 150 and 370 mm yr-1, is far below the variety of thresholds of AHP vegetation

reconstructed from pollen (Hély et al., 2014).

Regarding the calculation of mean vegetation with the niche approach, climate–vegetation

interaction provides the expected gradual decline in mean vegetation cover towards the

end of the AHP. Niches can only be occupied by specialized plant types, for instance

gallery forests (GC) cannot grow beyond a certain distance from surface water while

steppe plants (Saharan type) do not survive on moist soils along river banks. However,

the niche approach does not account for the evolution of vegetation composition in terms

of spatial succession. Pollen data from eastern Africa suggest the decrease in tropical

trees and grasses (GC and Sudanian type) starting at around 5500 cal yr BP going hand

in hand with the expansion of characteristic desert taxa (Saharan type). The demise

of tropical trees (GC and Sudanian type) was temporarily compensated by Sahelian

elements (Kröpelin et al., 2008). For the geographically explicit simulation of vegetation

change, a model more sophisticated than my conceptual approach is required.

The large diversity of plant properties besides moisture requirements highlights the

importance of plant-specific feedback strengths. With a dimensionless vegetation cover

fraction, Claussen et al. (2013) mainly account for a homogeneous albedo. Differences

in colour and reflectance properties are not implemented. Generally, tropical leaves (GC

and Sudanian type) are darker than steppe grasses (Saharan type) (White, 1983) and

their albedo-feedback impact should be weighted differently. Structural properties are

homogenized, assuming the same feedback coefficient for all plant types. The leaf area

of tropical taxa (GC and Sudanian type) might be up to 3 times higher than that of

steppe taxa (Saharan type) (Hély et al., 2009), resulting in strong evapotranspiration

differences. Evapotranspiration seems to be involved in important feedback mechanisms

that influence the strength of the West African Monsoon (Rachmayani et al., 2015).

In summary, the original conceptual model by Claussen et al. (2013) seems to capture

the stabilizing effect on ecosystem performance by accounting for differential moisture
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requirements and homogeneous feedback for all plant types. Important determinants of

vegetation cover, such as fire or competition, and individual feedback strengths due to

albedo and evapotranspiration differences are omitted. The diversity of AHP vegetation

reconstructed from pollen data cannot be captured; especially tropical gallery forest

plant types (GC type) are not represented.

1.3.2 Model adjustment

In order to apply the conceptual model by Claussen et al. (2013) to AHP vegetation, I

modify different aspects as described in the following section.

The environmental envelopes in terms of moisture requirements are extended by an up-

per precipitation threshold. Data-based AHP plant types are implemented, namely the

Saharan type, Sahelian type, Sudanian type, and Guineo–Congolian type. Specific tol-

erance threshold values for these plant types, except for the Guineo–Congolian gallery

forest type, are derived from observations on characteristic species (see Tab. 1.1), im-

plicitly accounting for competitive interactions and fire that cannot be separated from

water constraints. The optimum growth ranges are based on pollen analysis by Hély

et al. (2014). The relative vegetation cover fraction (initially Vi,max = 1) is replaced

by a weighting factor modelled after the leaf area index. This effective leaf area Li (in

m2 per unit niche area) of each plant type i changes according to Vi in Eq. 1.1. In

equilibrium, LE
i is specified as a function of total precipitation P :

LE
i (P ) =



0 P ≥ PC4
i

Li,max − (P − PC3
i ) · Li,max

DC2
i

PC4
i > P ≥ PC3

i

Li,max PC3
i > P ≥ PC2

i

(P − PC1
i ) · Li,max

DC1
i

PC2
i > P ≥ PC1

i

0 P < PC1
i

, (1.7)

with a maximum potential extension Li,max. DC1
i = PC2

i − PC1
i > 0 for the increasing

branch and DC2
i = PC4

i − PC3
i > 0 for the decreasing branch of the environmental

envelope. For simplicity, I aggregate all surface parameters crucial for climate–vegetation

feedback – leaf area, albedo, and hydrological properties – in Li, and keep the climate

feedback coefficient DB constant for all plant types. This is possible because LS and
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Table 1.1: Precipitation thresholds PC1
i to PC4

i (in mm yr-1) and maximum effective
leaf area Li,max (in m2 per unit niche area) for the African Humid Period (AHP) plant

types: Saharan type, Sahelian type, and Sudanian type.

Saharan type Sahelian type Sudanian type

0 20 150
PC1
i absolute minimum Acacia tortilis Celtis integrifolia

Baumer et al. (1983) Le Houérou (1980)

100 150 500
PC2
i Saharan desert boundary Hély et al. (2014) Hély et al. (2014)

100 mm isohyet
Wickens (1998)

150 500 1500
PC3
i Hély et al. (2014) Hély et al. (2014) Hély et al. (2014)

600 900 1800
PC4
i Ziziphus mauritiana Balanites aegyptiaca Pterocarpus erinaceus

Le Houérou (1980) Baumer et al. (1983) Le Houérou (1980)

Li,max 1 2 3

DB show up as a product in my model (see Eq. 1.11). Values for Li,max are chosen to

qualitatively represent the variety of these aggregated properties following observation-

based classifications (Hély et al., 2006, 2009). A high Li also indicates a dark leaf colour,

characteristic for tropical taxa (GC and Sudanian type), which is related to a low albedo,

a strong climate feedback, and a potentially abrupt collapse. A lower Li represents

dry bright leaves, characteristic for xeric taxa (Saharan and Sahelian type), and is

associated with a low albedo feedback potential. The differences between considered

plant types might be smaller than the contrast to desert, but investigating individual

roles necessitates disentangling the contributions.

The Guineo–Congolian plant type cannot be captured with this approach as the initial

precipitation P (VS ,−6500) is too low to reach its minimum threshold PC1
GC. This tropical

plant type grows in gallery forest or ripicolous stripes where a high water availability is

more or less constantly provided. Local precipitation is less important than the large-

scale climate which is assumed to be determined by orbital forcing. In order to account

for this special relation to water availability, the effective leaf area LE
GC of this plant

type is prescribed with a linear approximation, following the gradual insolation forcing

and P :

LE
GC(t, P ) = −a− 1

b
· t+ c · P . (1.8)
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The parameters a, b and c are tuned such that LE
GC = 0.5 for P= 500 mm yr-1 be-

cause gallery forests potentially cover only a small fraction of semi-arid regions and play

therefore only a limited role in climate–vegetation feedback, and LE
GC = 0 for t = −3000

because this is the timing of disappearance reconstructed from pollen (Hély et al., 2014).

The effective leaf area LS of all plant types together is unconstrained and calculated

with the niche approach:

LS =
1

N

N∑
i=1

Li . (1.9)

For sensitivity studies on the role of plant composition and the effect of introducing or

removing single functional plant types, LS is calculated with a modified version of the

niche approach

LS =
1

n

N∑
i=1

Li, N ≤ n , (1.10)

where n is the number of existing niches that can be occupied by N different plant

types. This calculation implies the lack of relevant ecosystem functions when a niche is

not occupied. I use n = N + 1 in our simulations.

The total precipitation is calculated in an analogous manner to Claussen et al. (2013)

(see Eq. 1.5) as a combination of a background precipitation Pd in absence of vegetation,

and a precipitation component induced by vegetation feedback

PE(LS , t) = Pd(t) +DB · LS , (1.11)

with a constant climate feedback coefficient DB = 140 mm yr-1 (Liu et al., 2006;

Claussen et al., 2013). Results from sensitivity studies on DB ranging from 0 to

150 mm yr-1 are provided in the Appendix. The initial background precipitation is

set to Pd0 = 500 mm yr-1 which supports an average woody fraction of around 80, based

on observational data (Hansen et al., 2007; New & Jones, 1999), the potential maximum

cover in climate-driven savannas (Sankaran et al., 2005). The natural variability in pre-

cipitation, independent of vegetation, is implemented as additional white noise forcing

PN (t) in the total precipitation

P (LS , t) = max((PE(LS , t) + PN (t), 0)) . (1.12)
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1.3.3 Results from the adjusted model

The environmental envelopes for the four AHP plant types are shown in Fig. 1.2. Up-

per and lower precipitation thresholds mark the growth ranges based on moisture re-

quirements, the limiting and therewith determining factor for plant growth in semi-arid

regions (Shelford’s law of tolerance 1913). Since thresholds are derived from empirical

relationships between observed species distributions and environmental variables, the

implemented envelopes correspond to the “realized niches” or “climatic niches” that are

narrower than the potential “fundamental niches” of plant types, as they implicitly ac-

count for further abiotic and biotic constraints (Hutchinson, 1957; Pearman et al., 2008).

This constrains the comparison between plants interacting individually or together with

climate.
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Figure 1.2: Environmental envelopes in terms of mois-
ture requirements of four African Humid Period (AHP)
plant types in the adjusted set up. The effective leaf area
Li is plotted as a function of mean annual precipitation P
for the Saharan type (red), Sahelian type (green), Suda-
nian type (blue), and Guineo–Congolian type (light blue).

In my implementation of the veg-

etation types described by Hély

et al. (2014), plant types range

from xeric desert shrubs and

grasses (< 150 mm yr-1) to large

tropical trees (> 1500 mm yr-1).

Biome sensitivity assessment stud-

ies support this setup of plant

sensitivities, suggesting that the

percentage of rainfall decrease

necessary to shift from one biome

to another seems to be lowest for deciduous forests, followed by semi-deciduous forest,

evergreen forest, grasslands, open and finally closed savannas (Hély et al., 2006). It

is not clear whether gallery forests are as sensitive to decrease in rainfall as other for-

est types. Once being established in savannas, positive feedback effects may come into

play and stabilize their expansion (Silva et al., 2008). The sensitivities of these plant

types to changing environmental conditions are represented by the slopes of the curves

in Fig. 1.2. Saharan and Sahelian plant taxa are mainly drought-adapted species that

survive until conditions become very harsh, and they respond quickly if precipitation

occurs. The Sudanian type includes herbaceous and woody savanna taxa that grow

under a wide range of conditions, so the gradual decline with decreasing precipitation
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seems reasonable. The prescription of the Guineo–Congolian tropical gallery forest plant

type as a linear function of the orbital forcing and local precipitation with relatively low

LGC, max accounts for internal stability.

The effective leaf area Li introduces an additional degree of freedom in the model, act-

ing as a weighting factor for each plant type in the combined interaction with climate.

All surface parameters crucial for climate–vegetation feedback – leaf area, hydrological

properties, and albedo – merge in Li. Tropical plants, especially trees, usually achieve

higher leaf areas and higher evapotranspiration rates than grasses or other steppe vege-

tation. Higher evapotranspiration has in turn a larger impact on atmospheric processes

and the formation of precipitation than the low leaf area of steppe vegetation.

Simulations of AHP vegetation interacting individually and together with climate, and

the corresponding precipitation curves, are shown in Fig. 1.3. Except for the Guineo–

Congolian type, all plant types show an abrupt decline and a pronounced hysteresis

effect when they interact individually with climate (Fig. 1.3a). This low stability results

from the strong chosen climate feedback coefficient of 140 mm yr-1. The corresponding

precipitation curves go in conjunction with the abruptness of Li decline (Fig. 1.3c).

In single interaction with climate, the Guineo–Congolian type declines linearly until it

disappears at around year −3000. The Sudanian type starts with LSudanian, max = 3

and collapses abruptly at around year −3600 due to the strong feedback. It develops

a hysteresis of around 500 years. The Sahelian type starts with LSahelian of around 1.2,

reaches LSahelian, max = 2 at year −4600 and collapses abruptly at around year −2200. It

develops a hysteresis of around 1000 years. The Saharan type gradually increases from

an initial LSaharan of around 0.1 to LSaharan, max = 1 at around year −3200, before it

collapses at around year −2900. It develops a hysteresis of around 300 years.

When all plant types interact together with climate, I observe more gradual responses to

the orbital forcing, changes in appearance over time, and the almost complete disappear-

ance of hysteresis effects (Fig. 1.3d–e). This can be interpreted as an enhancement of

system stability (Scheffer et al., 2001). The precipitation curve resulting from feedback

with LS shows a smooth decline (Fig. 1.3f). In combined interaction with the other

plant types, the Guineo–Congolian type starts with a higher LGC than alone because

this type benefits from local precipitation. The appearance over time does not change

as orbital forcing surpasses the beneficial effect from local precipitation enhancement.
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Figure 1.3: Transient dynamics of four African Humid Period (AHP) plant types
interacting individually (a–c) and together (d–f) with climate. The effective leaf areas
Li and the corresponding precipitation amounts Pi are shown for the Saharan type
(red), Sahelian type (green), Sudanian type (blue), and Guineo–Congolian type (light
blue). Mean effective leaf area LS and the corresponding precipitation P are calculated
with the niche approach (black) (see Eq. 1.9). Simulations without background noise
(a, e) include forward simulations (solid lines) and simulations backward in time (dashed
lines). Simulations with background noise are depicted in (b, e) for Li and LS , and
for precipitation P in (c, f). Thin lines show annual mean values and thick lines show

a 100-year running mean.

A high potential effective leaf area puts the Sudanian type in a dominant position in

the multi-niche system. LSudanian starts to decline 1500 years earlier than on its own,

but it finally disappears after a more gradual decline around 200 years later than alone.

Hence, its abundance is reduced over time due to the presence of other plant types,

while its absolute appearance over time is extended. The hysteresis almost disappears.

The decline of the Sahelian type starts 1100 years earlier in the combined interaction,

happens more gradually and ends around 1000 years earlier than alone. The period of

maximum abundance is shifted deeper in the past and the absolute appearance over

time is shortened in the considered time frame. The hysteresis almost disappears. The

Saharan type starts in combined interaction from LSaharan = 0, increases gradually from

year −6000 to its full potential cover at around year −3500 before it disappears again

between year −3300 and −3200. The time span of maximum abundance as well as the
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total appearance over time are reduced due to the presence of the other plant types.

The hysteresis almost disappears. The Saharan type is largely outcompeted by other

plant types in higher precipitation regimes. It only succeeds in the short period of low

precipitation amounts.

Under the assumption of a full environmental envelope, the niche approach gives reason-

able results for LS regarding functional diversity. The evolution of LS can be divided

into three main phases (Fig. 1.3e). At the beginning of the simulation, LS is not at

its maximum which could be explained in consideration of the physiognomic commu-

nity structure in reality. Under a high precipitation regime, the Sudanian type has the

largest share of vegetation, including many tree species that outcompete undergrowth.

With decreasing precipitation in the first phase from year −6500 to −5200, tree cover

and therewith ground shading effects are reduced and it becomes easier for undergrowth

species to establish. While the composition changes substantially under decreasing pre-

cipitation, LS only increases by 0.2. In the second phase between year −5200 and −3400,

LS slowly decreases by 0.3, slightly below the initial level of 1.1. With the total disap-

pearance of the Sudanian type at around year −3400, the third phase is initiated and

therewith a steeper and fluctuating, but still gradual transition to a “desert” state. The

system has now simplified to just two plant types and those are nearing their thresh-

olds, which causes the increase in fluctuations. The increase in fluctuations is one of the

proposed early warning signals for regime shifts (Scheffer et al., 2001, 2009). After year

−3000, vegetation is completely absent.

Stepping back to the reconstructions by Hély et al. (2014), my simulations show an

evolution of plant diversity similar to reconstructions north of 20◦ N. Hély et al. (2014)

proposed that all these plant types were present around year −6000, diversity was high-

est in and within plant types, and tropical types (Guineo–Congolian and Sudanian type)

reached their maximum extension and abundance. After year −6000, pollen abundance

and diversity decreased for all plant types. Tropical types apparently declined in conjunc-

tion with latitudinal humid surfaces as they grew mainly in gallery forests. Regarding

the abundance of pollen in Hély et al. (2014), vegetation was completely absent after year

−3000 north of 20◦ N. All these observations are also true for my simulations, except for

the lack of the Saharan type in the beginning of my simulations in year −6000 due to

the assumed low maximum precipitation threshold. Quantitative comparison between

Hély et al. (2014) and my simulations is not possible because their reconstructions rely
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on pollen richness and abundance while I consider the area of growth. High richness and

abundance of individual types should not be equated with high plant cover.

So far, I have considered the interaction of AHP plant types interacting individually or all

together with climate. I now address the role of plant composition and completeness of

required functional types. Claussen et al. (2013) stated that climate–vegetation feedback

strength could change if certain plant types were removed or introduced by some external

forcing.

Simulations with different combinations of plant types highlight the importance of plant

composition on system stability, but I can only make qualitative statements about differ-

ent scenarios. Figure 1.4 shows LS computed from Eq. 1.10 with different combinations

of plant types. In each simulation, one plant type is absent and its niche is not occupied.

The removal of tropical plant types tends to enhance the fluctuations and steepness of

the transition while the lack of drought-adapted plant types causes a more gradual
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Figure 1.4: Transient dynamics of mean effective leaf area LS illustrate the impact
of the removal of plant types. Panels (a–e) show 100-year running means of different
simulation set ups. The mean effective leaf area LS accounting for all plant types
(N = n = 4 in Eq. 1.10) is shown as a reference (a). In each of the other simulations,
one niche is not occupied (N = 3 and n = 4 in Eq. 1.10): no Saharan type (b), no

Sahelian type (c), no Sudanian type (d) or no Guineo–Congolian type (e).
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decline that starts earlier. It is not possible to determine with the conceptual approach

used here if one of the considered plant types actually played a key role for the stability

of the climate–vegetation system during the mid-Holocene, but the Sudanian type seems

to have a large impact on my simulations. This is mainly because the Sudanian type was

prescribed the highest potential effective leaf area, and its removal leaves the interaction

with climate to the Saharan and the Sahelian type, which are both sensitive to changes

in precipitation and respond abruptly when their minimum thresholds PC1
i are crossed.

Nonetheless, I show that there might be large differences in the mean cover over time

depending on the involved plant types, the overlap of environmental envelopes, and the

individual response to changing conditions.

1.3.4 Limitations of the adjusted model

The adjustment of the model by Claussen et al. (2013) to AHP plant types reconstructed

from pollen (Hély et al., 2014) improved the representation of plant diversity during the

mid-Holocene and provides a tool to investigate the impact that different plant types

might have on the stability of a climate–vegetation system. Nonetheless, the model’s

simplicity limits its application.

As mentioned in Sect. 1.2.2, moisture requirement is an established measure to charac-

terize plant diversity in recent African ecosystems. However, the measure is insufficient

to describe plants’ niches and to explain actual vegetation composition and spatial dis-

tribution within the considered region, because determinants other than precipitation

amounts are not taken into account. I did not explicitly implement additional plant

growth determining parameters in the adjusted model, but moisture requirements from

empirical data implicitly account for such additional factors. Niches in the model de-

scribe “realized niches”, and contributions of determinants such as fire or competition

for nutrients cannot be separated from the difference in water requirements. This com-

plicates the comparison between plant types interacting individually or together with

climate because the actual simulation of individual growth is not possible. Nonetheless,

water is the limiting factor in subtropical Africa and the effects of additional or reduced

precipitation due to the presence of other plant types can be considered with my model.
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Another shortcoming is the merging of all surface parameters crucial for climate–vegetation

feedback – leaf area, albedo, and hydrological properties – in Li. The individual im-

portance of each of these parameters regarding the effect on atmospheric dynamics

and precipitation patterns varies over different latitudes in subtropical Africa (Bathiany

et al., 2014): in the Sahara, an increase in plant growth results in a net warming because

the surface heating due to albedo decrease surpasses the increase of latent heat flux; the

Sahel experiences a net cooling with additional vegetation because evapotranspiration

cooling exceeds the albedo warming effect; south of the Sahel, where tree cover and

water availability are generally high, the stomatal resistance limits the latent heat flux

which results in a net warming. This heterogeneous pattern makes an individual consid-

eration of feedback determinants important, but cannot be performed with my approach

as contributions enter the product of LS and DB which makes disentangling impossible.

The same applies to the assumption of a homogeneous feedback coefficient DB for all

plant types which does not account for diversity in feedback strength, but it could

not be separated from the product with LS anyway. Another shortcoming of DB is

its arbitrary choice to force strong feedback and abrupt state transition (Liu et al.,

2006). Quantitative estimates of the climate feedback coefficient DB
i based on remote

sensing observations of monthly fraction of photosynthetically active radiation showed

on average a positive feedback on precipitation in the Saharan region, values ranged in

subtropical Africa from −60 to 120 mm yr-1, but little evidence of strong vegetation–

precipitation feedback (Liu et al., 2006). Sensitivity studies with various combinations

of DB
i showed only minor changes in the evolution of LS over time (see Appendix).

1.4 Summary and conclusions

In this chapter, I have critically reassessed the conceptual model by Claussen et al.

(2013) in the light of recent ecological literature, and provided an improved version

that accounts for plant diversity during the African Humid Period (AHP) as it was

reconstructed from pollen by Hély et al. (2014).

Despite its simplicity, the original conceptual model by Claussen et al. (2013) seems

to capture the main features of different plant types interacting together with climate,
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namely the enhancement of climate–vegetation system stability. The underlying as-

sumptions are reasonable in an ecological context concluded from literature.

The definition of plant diversity in terms of moisture requirements is an established and

appropriate approach for semi-arid regions because precipitation is the main determinant

of plant growth there. Neglecting further crucial factors for vegetation composition and

distribution such as fire or competition is therefore reasonable in the simple approach.

With the niche approach, the effective feedback between vegetation and climate emerges

from the interacting properties of different plant types fulfilling specific ecosystem func-

tions. Once a plant type disappears as precipitation drops below the requirements, other

plant types cannot occupy its niche (E-space). The prohibition of replacement depicts

the fundamental ecological niche in its original sense, but the approach does not al-

low for a geographically explicit description of vegetation cover evolution. Further, the

changes in niches available for occupation that result from substantial changes in the

environment over millennia are not implemented.

Regarding the interpretation of transient simulations, the conclusions made by Claussen

et al. (2013) fit in the ecological state of knowledge. After decades of debating, ecologists

nowadays agree that biodiversity can have a stabilizing effect on ecosystems, especially

under changing environmental conditions (see General Introduction). Claussen et al.

(2013) concluded that the stability of a climate–vegetation system can determine and

arise from plants’ appearance over time. Sensitive plants likely benefit from additional

water and facilitation effects in a more life-sustaining environment, whereas resilient

plants might suffer to a certain degree from additional competition. Claussen et al.

(2013) argued ecologically reasonably that it is difficult to determine the origin of system

stability as the overall feedback strength depends on species composition. These difficul-

ties are not inconsistent with previous studies that proposed strong climate–vegetation

feedback, resulting in abrupt shifts from a stable “green” state to a stable “desert” state.

Simulations by Claussen et al. (1999) were performed with the lowest possible number

of PFTs, one tree and one grass. The low plant diversity implied a high likelihood for

abrupt transitions (Scherer-Lorenzen, 2005; Claussen et al., 2013). In previous studies

that focused on multiple stable states of the climate–vegetation system in north Africa,

including those of Claussen et al. (1998), Liu et al. (2006), and Bathiany et al. (2012), it

was argued that an abrupt change emerging from the loss of stability of one of the stable
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climate–vegetation states causes abrupt changes in both the vegetation record and the

hydroclimatic record. My study, however, supported the hypothesis of Claussen et al.

(2013) that in an ecosystem with rich plant diversity, multiple stable states can exist,

even if the hydroclimate record shows a gradual transition. Hence the latter studies did

not invalidate the earlier considerations.

When it comes to the application to AHP vegetation reconstructed from pollen data

(Hély et al., 2014), the model by Claussen et al. (2013) reaches its limits. The diversity

of AHP vegetation in terms of moisture requirements and climate impact cannot be

captured. The direct relation between precipitation and plant cover does not hold for

highly specialized xeric plant types or tropical plant types indirectly linked to regional

precipitation, and the diversity of feedback strength and climate impact arising from

different plant properties is not sufficiently reflected in the original model.

The presented modifications refined the model setup such that it accounted for a more

realistic spectrum of plant types, interactions, and feedbacks. The extension of envi-

ronmental envelopes enabled coexistence and superseding of different plant types when

conditions and the set of available niches changed. The implementation of the vegetation

types described by Hély et al. (2014) provided an insight into plant diversity during the

AHP. Plant types ranged from xeric desert shrubs and grasses to large tropical trees.

Since precipitation thresholds were derived from observational data, abiotic and biotic

constraints could not be completely separated. Together with the full environmental

envelopes, the prescribed retreat of tropical gallery forest taxa allowed for the repre-

sentation of a mosaic-like spatial environment as it was reconstructed from pollen. The

effective leaf area introduced an additional degree of freedom that acted as a weight-

ing factor for each plant type in the combined interaction with climate, accounting for

differences in leaf area, albedo and hydrological properties.

Simulations with the adjusted model version supported the stabilizing effect of functional

diversity on ecosystem performance and precipitation proposed by Claussen et al. (2013),

but provided more details on plant turnover. When all plant types interacted together

with climate, I observed rather gradual responses to decreasing precipitation, changes

in appearance over time and the almost complete disappearance of hysteresis effects.

Over a period of around 3100 years, the mean cover varied little while composition

changed completely. The disappearance of tropical types initiated the final steeper and
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fluctuating, but still gradual, transition to a “desert” state within 400 years. After

year −3000, vegetation was completely absent. The temporal evolution of plant types

compared well with reconstructions by Hély et al. (2014) north of 20◦ N.

The importance of plant composition for the stability of a climate–vegetation system

became clear comparing different combinations of plant types. Apparently, the Sudanian

type played a leading role for the stability of the climate–vegetation system, but I could

not determine if one of the considered plant types actually played a key role during

the mid-Holocene with my model. Nonetheless, I could show that there might have

been large differences in the mean cover over time depending on the involved plant

types, occupied niches and their overlap, and the individual sensitivities to changing

conditions.

For further studies on the effect of plant diversity on the stability of climate–vegetation

systems, I propose not to complicate the conceptual model any further by introducing

more ad hoc tunable parameters, but to transfer the lessons learned from this study to

a comprehensive dynamic vegetation model.

The Earth system model MPI-ESM1 did not show abrupt transitions of large-scale

vegetation cover in previous transient Holocene simulations, and the understanding I

gained in this study can help to investigate whether this was an effect emerging from

the representation of plant diversity in the land surface model JSBACH. This process-

based model offers the possibility to represent plant diversity in various plant properties,

and a variety of interactions with the atmosphere to address the arising questions: could

a more complex model depict AHP plant diversity and reproduce the results from my

qualitative conceptual study? And further, could changes in plant diversity stabilize or

destabilize the climate–vegetation system in coupled GCM simulations?

In conclusion, the assessment of the conceptual approach by Claussen et al. (2013) and

the adjustment to AHP plant types supported the hypothesis of plant diversity playing

a crucial role for climate–vegetation system stability, and highlighted the importance of

plant composition in this context. From this I infer that a deeper understanding of the

role plant diversity plays in climate–vegetation interaction and an improved represen-

tation of plant diversity based on pollen reconstructions could allow for a more realis-

tic consideration of plant–plant interaction and climate–vegetation feedback in coupled

GCM simulations.
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Representation of plant diversity

in JSBACH and its impact on the

simulated vegetation response to

a linear precipitation decline in

subtropical Africa

2.1 Introduction

Over the last decades, scientists strove for a better understanding of the transition from

the “green” Sahara to the “desert” state towards the end of the African Humid Pe-

riod (AHP). While some studies indicated an abrupt collapse of vegetation implying a

strong climate–vegetation feedback (Claussen, 1994; Claussen & Gayler, 1997; Claussen

et al., 1998, 1999), others suggested a gradual vegetation decline thereby questioning

the existence of a strong climate–vegetation feedback (Kröpelin et al., 2008; Francus

et al., 2013; Lézine, 2009; Lézine et al., 2011). Based on a conceptual modelling study,

Claussen et al. (2013) proposed that these different viewpoints are not contradicting if

one accounts for plant diversity. High plant diversity could stabilize a climate–vegetation

system by buffering strong feedbacks between individual plant types and precipitation,

42
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whereas a reduction in plant diversity might allow for an abrupt regime shift under grad-

ually changing environmental conditions. Hence, climate–vegetation feedback strength

would not be a universal property of a certain region but depend on the vegetation com-

position. An ecological assessment of the conceptual model and an adjustment of the

model to AHP plant types endorsed the findings by Claussen et al. (2013), see Chapter 1.

Disregarding the attractiveness of its simplicity, the conceptual model implies severe lim-

itations. The differentiation between plant types’ properties is rather imprecise: crucial

surface parameters for climate–vegetation feedback – leaf area, albedo, and hydrological

properties – congregate in one parameter and the climate feedback coefficient is assumed

to be homogeneous for all plant types. The model leaves out vegetation determinants

other than precipitation such as temperature, soil conditions, or fire regime. Addi-

tionally, the 2-dimensional approach excludes studies on a large geographical scale that

could cover large scale climatic gradients. Since further complication of the conceptual

model might add relatively low gain of understanding, it seems convenient to make a

step towards a more sophisticated, comprehensive model.

JSBACH, the land surface component of MPI-ESM1, is a process-based Dynamic Global

Vegetation Model (DGVM) that offers the possibility to represent plant types accounting

for a range of properties, and to simulate their competition. Terrestrial plant diversity

is expressed in discrete functional plant classes, the so-called “Plant Functional Types”

(PFTs). PFTs are designed to understand ecological processes such as assembly and

stability of communities and succession, and to facilitate detection and prediction of

responses to environmental change at a range of scales (Duckworth et al., 2000).

But could JSBACH depict AHP plant diversity and reproduce the results from Chap-

ter 1? To address this question, I study in this chapter, as an intermediate step between

the conceptual model in Chapter 1 and the coupled ECHAM6/JSBACH in Chapter 3,

the representation of plant diversity in JSBACH, its applicability to AHP plant types

reconstructed from pollen, and its impact on the simulated vegetation response to a

linear precipitation decline in subtropical Africa.

The first section of this chapter provides a brief summary and an assessment of the

representation of plant diversity and vegetation dynamics in DGVMs with focus on

JSBACH (after Reick et al. (2013)). Considering analogies to Chapter 1, I discuss the

applicability of PFTs in JSBACH to AHP plant types.
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In the second section, I investigate the effect of PFT diversity on the vegetation response

to a gradual desiccation of north Africa performing offline simulations with different PFT

combinations. “Offline” means hereinafter that JSBACH runs in a standalone version,

uncoupled to the atmosphere. Thereby, I exclude feedbacks with the atmosphere and

separate effects emerging from different degrees of PFT diversity. Further, I control

precipitation as the main determinant of plant growth similar to the conceptual approach

in Chapter 1, but take the advantage of a process based vegetation response in JSBACH.

2.2 Plant diversity and vegetation dynamics in JSBACH

JSBACH is the land component of MPI-ESM1, a comprehensive Earth system model

that couples model components for the atmosphere (ECHAM6, Stevens et al. (2013)),

ocean (MPIOM, Jungclaus et al. (2013)) and land surface (JSBACH, Raddatz et al.

(2007); Reick et al. (2013)) through the exchange of energy, momentum, water and

important trace gases such as carbon dioxide. As integral component of ECHAM6,

JSBACH provides the lower atmospheric boundary conditions over land as well as bio-

geochemical and biogeophysical degrees of freedom that arise from terrestrial processes.

This chapter focuses on the representation of plant diversity and vegetation dynamics

in JSBACH, briefly summarized in the following section.

2.2.1 The concept of Plant Functional Types

Despite the classification of species in PFTs has a long history (see Duckworth et al.,

2000), there is no uniform definition of PFTs because of the strong context dependence.

In general, PFTs should represent the world’s most important plant types recognized

as dominant or major elements in ecosystems, and a set of PFTs should provide a

complete, geographically representative coverage of the main vegetation types of the

world’s land areas. PFTs should be physiognomically defined, characterized through

functional behaviour and attributes, and be qualitatively linked to climatic conditions

(Box, 1995).

Common PFT classifications are based on the grouping of species in nonphylogenetic,

functional groups according to similarities in resource use and response to environmental
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and biotic controls (Wilson, 1999) with either deductive or inductive approaches (McIn-

tyre et al., 1999). For this grouping, characteristic plant traits – observable properties

– are chosen to describe common plant physiology, growth form, biogeochemical cycling

of water, nutrients, and carbon, and the response to ecosystem disturbance such as fire

or windthrow (Midgley et al., 2005). PFTs are of particular interest in regions where

the flora remains largely unknown and species based models reach their limits.

In DGVMs, the number of PFTs is usually reduced to a minimum, typically to a set

of 5 to 15 PFTs. The standard JSBACH set up provides 21 PFTs representing natural

vegetation, crops and pasture. The dynamic vegetation in JSBACH accounts for only 8

PFTs, shown in Tab. 2.1. The concept of PFTs does not consider that plants interact

individually with climate, but the loss of information is assumed to be minor compared

to the gain of knowledge on global scale (Harrison et al., 2010; Epstein et al., 2001;

Meinzer, 2003).

Table 2.1: Natural plant functional types in JSBACH, their woodiness type, asso-
ciated time constants for establishment/mortality τ (in years) (Reick et al., 2013),
maximum carboxylation capacities Vmax,0 and electron transport capacities Jmax,0

at 25 ◦C (in µmol(CO2) m-2 s-1) (Kattge et al., 2011), specific leaf area SLA
(in m2(leaf) mol-1(Carbon)), and maximum leaf area index LAImax (in m2 m-2.)

Plant Functional Type ID type τ Vmax,0 Jmax,0 SLA LAImax
Tropical Evergreen Tree TE woody 30 39 74.1 0.264 7
Tropical Deciduous Tree TD woody 30 31 59.8 0.376 7
Extra-trop. Evergreen Tree eTE woody 60 44 83.6 0.110 5
Extra-trop. Deciduous Tree eTD woody 60 66 125.4 0.304 5
Raingreen Shrub SRG woody 12 61.7 117.2 0.184 2
Deciduous Shrub SD woody 24 54 102.6 0.307 2
C3 Grass C3 grass 1 78.2 148.6 0.451 3
C4 Grass C4 grass 1 8 140 0.451 3

The geographically explicit representation of vegetation cover as PFTs in JSBACH relies

on the model grid cell as the basic unit (Reick et al., 2013). Each grid cell has a predefined

geographic location and is split into tiles to allow for the representation of sub-grid scale

heterogeneity. These tiles are not specified by location but by their cover fractions of

the grid cell. Each tile is associated with one PFT, while not every PFT must be linked

with a tile in a particular grid cell.

The area hospitable for vegetation is prescribed for each grid cell as a fraction vegmax,

in the following referred to as vegetation cover fraction, see Eq. 2.9. Accordingly, d =

1− vegmax is the fraction of inhospitable land in a grid cell, and the area in a grid cell
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accessible for vegetation Vveg is given by

Vveg = A · vegmax , (2.1)

where A is the total area of the grid cell (m2). Instead of the area, JSBACH uses the

fraction of the area covered by vegetation. Denoting by vi the area covered by the PFT

associated with tile i in a grid cell (m2), such fractions are most naturally introduced by

fi =
vi
A
, i = 1, 2, ...,K , (2.2)

where K is the number of tiles in a grid cell. Vveg =
K∑
i=1

vi and

vmax =

K∑
i=1

fi . (2.3)

Because of the implicit handling of bare land it is sometimes more convenient to describe

land cover only with respect to that part of the grid cell where vegetation can grow.

Associated cover fractions are introduced by

ci =
vi
Vveg

=
fi

vegmax
, i = 1, 2, ...,K , (2.4)

and they sum up to 1:
K∑
i=1

ci = 1 . (2.5)

2.2.2 Natural land cover change and vegetation dynamics in JSBACH

Natural land cover change and vegetation dynamics are simulated in JSBACH by the

DYNVEG component. DYNVEG was designed to model the distribution of PFTs based

on fundamental understanding of plant ecophysiology. DYNVEG is dynamic in the

sense that the time scale over which ecosystem level responses and feedbacks occur is

simulated annually, allowing non-equilibrium conditions to exist (Midgley et al., 2005).

Natural land cover change and vegetation dynamics in DYNVEG are based on a number

of principles that are common for DGVMs, but nonetheless summarized here for the

understanding of this work.
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The “universal presence principle” implies that each PFT can potentially grow every-

where (“seeds are everywhere”). Physiological constraints define the climatic range

within which a certain PFT can exist. Such bioclimatic limits only prevent establishment

if conditions are not suitable for a PFT to grow, but do not prevent further existence

when values fall out of range. The increase or reduction of land cover is determined

by two processes. First, PFT cover can be reduced by natural death or disturbance

and increased by migration into space opened in this way, so-called “uncolonized land”.

The different PFTs compete for this uncolonized land while vegetation establishment

is generally only possible when net primary production (NPP ) is positive at least in

some years. Competition is considered in DYNVEG by growth form and by productiv-

ity. After disturbances, grasses have an advantage because they quickly migrate in the

new space while trees and shrubs regrow slowly. The ratio of grass and woody PFTs

depends on the rate of disturbances. Within the woody PFTs, competition is regulated

by productivity: higher NPP means a competitive advantage if not other aspects such

as growth form are dominating. PFTs with higher NPP migrate faster into uncolonized

land. In absence of disturbance, woody PFTs (trees and shrubs) are dominant (light

competition) over grasses. The second possibility for land cover to increase or decrease is

that inhospitable regions can expand or shrink. This change in area available for growth

affects the cover of all PFTs.

The dynamic modelling of natural vegetation is based on fractions of unit area in a grid

cell as the basic dynamic variables in DYNVEG. A composition of woody (wi), grass

(gi), and uncolonized (u) fractions compose the full grid cell:

u+
Nw∑
i=1

wi +
Ng∑
i=1

gi = 1 , (2.6)

where Nw and Ng are the number of woody and grass PFTs, respectively. The dynamics

of the cover fractions are governed by the coupled set of differential equations that

account for establishment, natural mortality, and disturbances (fire, wind throw), acting

on characteristic timescales for woody and for grass types (see Reick et al., 2013). The

result is the potential natural vegetation cover in a world without humans. DYNVEG

also includes a sophisticated approach to account for a human aspect, but I do not

consider anthropogenic land cover change here.
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The dynamics of inhospitable land d = 1 − vegmax in DYNVEG are calculated with

a submodel in order to determine the extent of cool deserts like arctic or hot deserts

like the Sahara. The extent of d determines the fraction of a grid cell vegmax where

vegetation can grow. The model is based on the idea that deserts develop when NPP

exceeds a threshold so that vegetation cannot establish a canopy at least once a year.

The fraction f with substantial vegetation cover at least once in year y is

f(y) =
∑
i∈W

wi(1− e−a(LAI
max
i )b) +

∑
i∈G

gi
g + u

g
(1− e−a(LAImaxi )b) , (2.7)

where g =
∑
iεG

gi is the total grass fraction of vegetation, and LAImaxi is the maximum

leaf area that appeared during the year y. LAImaxi is determined from the maximum

biomass in leaves by

LAImaxi (y) = SLAi · CmaxG,i /3 , (2.8)

where CmaxG,i is the maximum living biomass found in PFT i in the considered year. One

third of the biomass is assumed to be in the leaves, and the specific leaf area SLAi

relates the carbon content of leaves to their area. The parameter a = 1.95 was chosen

such that the simulated distribution of hot and cold deserts matches observations. The

parameter b = 2 describes steepness of the transition between vegetation and desert and

was chosen to give the realistic distribution of deserts. However, one year of low growth

does not make a desert. Indeed, a delay development is assumed: for the year y

vegmax =

y∑
y′=−∞

f(y′)

τdesert
e
− y−y′
τdesert , (2.9)

where the time scale for development of inhospitable conditions is chosen as τdesert = 50

years.

Since one of the further on presented simulation involves modifications of the photo-

synthetic parameters “standard maximum carboxylation rate” Vmax,0 and “standard

maximum electron transport rate” Jmax,0, I here provide the fundamental equations for

the calculation of photosynthesis in JSBACH. For a detailed description including tem-

perature dependence, nitrogen scaling, stomatal conductance, and assimilation under

water stress, see Reick et al. (2014).
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For C3 plants, photosynthesis is derived with the Farquhar model (Farquhar et al.,

1980). On the basis of observations, the model assumes the gross carbon assimilation

rate in plants’ chloroplasts to be limited either by the carboxylation rate JC of the

enzyme RuBisCO, or by the transport rate JE of the two electrons freed during the

photo reaction. Gross carbon assimilation is reduced by the so-called “dark respiration”

Rd, which is the loss of CO2 from mitochondrial respiration required to supply the

metabolic energy for the plant. The total net rate of carbon fixation (“productivity”)

AC is thus

AC = min(JC , JE)−Rd . (2.10)

The carboxylation rate JC of the enzyme RuBisCO is not only determined by the CO2

availability, but also by O2 concentration. As indicated by its name “Ribulose-1,5-

bisphosphate-carboxylase/-oxygenase”, the enzyme is sensitive to both molecules and a

high O2 concentration reduces the carboxylation rate as follows:

JC = Vmax
Ci − Γ∗

Ci +KC(1 +Oi/KO)
. (2.11)

Vmax is the maximum carboxylation rate, Ci and Oi are the leaf internal CO2 and

O2 concentrations. Γ∗ is the so-called CO2 compensation point representing the CO2

concentration where CO2 assimilation (“photosynthesis”) and loss (“respiration”) are in

equilibrium. KC and KO are Michaelis-Menten constants parametrizing the dependance

of JC on CO2 and O2 concentrations.

The electron transport rate JE is given by

JE = J(I)
Ci − Γ∗

4(Ci + 2Γ∗)
, (2.12)

J(I) = Jmax
αI√

J2
max + α2I2

, (2.13)

where I is the radiation intensity in the photosynthetically active band (computed by

the canopy radiation model), Jmax is the maximum electron transport rate, and α is the

quantum efficiency for photon capture.

Dark respiration Rd is under standard conditions (25 ◦C, indicated by an index “0” in

the following) determined as

Rd,0 = γd · Vmax,0 , (2.14)
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with γd = 0.011 (after Farquhar et al. (1980)), for temperature dependent Rd see Re-

ick et al. (2014). Vmax,0 is used here as a zeroth order estimate for Rd,0 based on the

assumption that Vmax,0 indirectly depends on nitrogen through the maximum carboxy-

lation rate parameter and thereby reflects the typical nitrogen status of the plant which

cannot be modelled in the Farquhar model.

For C4 plants, photosynthesis is derived with the Collatz model (Collatz et al., 1992).

The structure of the Collatz model is similar to the Farquhar model described above,

except that the equations for the carboxylation rate, and the electron transport rate are

replaced by the following:

JC = k · Ci , (2.15)

JE =
1

2θS
(Vp,max + Ji −

√
(Vp,max + Ji)2 − 4θS · Vp,max · Ji) , (2.16)

Ji = αi ·
I

EPAR
. (2.17)

Vp,max corresponds to the maximum carboxylation rate of the enzyme PEPCase (Phos-

phoenolpyruvatcarboxylase) in C4 plants, k is the PEPCase CO2 specifity, and αi is

the integrated C4 quantum specificity. θS describes the curve parameter for JE and

EPAR stands for the photosynthetic photon flux density. Just like for C3 plants, Rd,0 is

assumed to be proportional to the maximum carboxylation rate, but here γd = 0.042

(after Knorr (1998)):

Rd,0 = γd · VP,max,0 . (2.18)

2.2.3 General assessment of the PFT concept in JSBACH

The main advantages of the PFT concept are its simplicity, its large scale to global ap-

plicability, and its reasonable reproduction of the global biome distribution, also in fully

coupled simulations with GCMs (Scheiter et al., 2013). JSBACH was in the past suc-

cessfully applied to reproduce global vegetation (see e.g. Brovkin et al., 2009; Giorgetta

et al., 2013) and served for numerous studies related to vegetation cover, for example

studies on climate carbon cycle feedbacks (Friedlingstein et al., 2006; Raddatz et al.,

2007; Arora et al., 2013), land use and land cover change (Pongratz et al., 2008; Boysen

et al., 2014; Wilkenskjeld et al., 2014), biogeophysical and biogeochemical feedbacks of

vegetation and atmosphere (Otto et al., 2009; Dallmeyer et al., 2010; Bathiany et al.,
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2010), volcanic eruptions (Brovkin et al., 2010; Segschneider et al., 2013), boreal wet-

lands and permafrost (Schuldt et al., 2013; Ekici et al., 2014), and the role of fire in the

Earth System (Lasslop et al., 2014; Bruecher et al., 2014) under past, present and future

conditions.

The main disadvantages of the PFT concept arise from oversimplification due to lim-

ited computational resources and the lack of data and theory: loss of information with

discrete PFT classification, limited set of plant attributes to define a limited number of

mostly static PFTs that seldom account for plasticity in plant traits along geographic

and environmental gradients, limited representation of (especially) sub-/tropical plant

diversity, and the poor representation of sub-grid ecological interaction and competition

concerning age stages, roots, light, nutrients, and others (Fisher et al., 2010; Scheiter

et al., 2013). The study by Pavlick (2012) named a main drawback: “Field ecology

community has shown that for many plant traits there is a large amount of variation

within PFTs, and that for several important traits, there is greater variation within

PFTs than between PFTs (Wright et al., 2005; Reich et al., 2007; Kattge et al., 2011).

This trait variation may play an important role for many ecosystem functions (Dı́az &

Cabido, 2001; Westoby et al., 2002; Ackerly & Cornwell, 2007) and for ecosystem re-

silience to environmental change (Dı́az et al., 2006)”. Another large uncertainty arises

from the assumption of a constant relation between species distribution and environ-

mental variables, typically climate variables, over time. Assumptions about changes in

plant distributions are simplified, and not all plants shift their ranges in the expected

way: “range contractions (Zhu et al., 2012), shifts in the opposite direction (Crimmins

et al., 2011), or significant time lags (Bertrand et al., 2011) are just some examples”

(Snell et al., 2014). Since most DGVMs are not designed for tropical systems (House

et al., 2003) and do not include internal feedbacks of these biomes (Moncrieff et al.,

2013), these models display high uncertainty in predicting vegetation for the forest, sa-

vanna, and grassland biomes due to the complexity of tree-grass coexistence (Bonan

et al., 2003; Hély et al., 2006; Baudena et al., 2015). Three critical processes that re-

quire special consideration to improve the modelling of tropical biomes are phenology,

root-water uptake, and fire disturbance (Whitley et al., 2016).
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In comparison to other DGVMs, JSBACH has a simple representation of ecosystem pro-

cesses and a implies a limited number of interactions. Other DGVMs explicitly account

for root competition (e.g. TEM-LPJ, Pan et al. (2002)), light competition and shad-

ing effects (e.g. LPJ-DGVM, Sitch et al. (2000); LSM-DGVM, Bonan et al. (2003)),

Lotka–Volterra type differential equation models (e.g. TRIFFID, Cox (2001)), PFT-

dependent fire resistance (e.g. LPJ-DGVM, Sitch et al. (2000)), recruitment and age

classes (e.g. LPJ-GUESS, Smith et al. (2001)), different sets of PFTs, growth and compe-

tition among individual plants (e.g. LPJ-GUESS, Smith et al. (2001)), or trait flexibility

“everything is everywhere, but the environment selects” (JeDi-DGVM, (Pavlick, 2012)).

These refinements better capture ecological interactions, water-limited tree growth, and

a positive grass-fire feedback as observed in reality. Drought sensitivity, an important

trait in semi-arid regions, is in JSBACH assumed to be equivalent for all PFTs although

it varies in reality considerably among plants from different climate zones, shown to be

relevant in a study on drought response with the CABLE LSM (De Kauwe et al., 2015).

Baudena et al. (2015) showed that JSBACH overestimates tree cover because compe-

tition via only NPP favors trees irrespective of water availability, and fire is fostered

disproportionally by woody vegetation as compared to grasses, resulting in a negative

grass-fire feedback. At the same time, competition between neighboring plants cannot

be explicitly represented in JSBACH. An example of an adjusted model is the aDGVM –

specifically designed for African vegetation and savannas – including functional variation

within PFTs (e.g., phenology, allocation and physiology adapt to changing environmen-

tal conditions) (Scheiter & Higgins, 2009). Scheiter et al. (2013) presented a “trait- and

individual-based vegetation model (aDGVM2) that allows individual plants to adopt

a unique combination of trait values”, dealing “with functional diversity and competi-

tion fundamentally differently from current DGVMs”. However, the high computational

demand limits the application to palaeo studies.

In summary, the PFT set in JSBACH designed for global application has only a limited

applicability for detailed studies on the role of plant diversity in subtropical semi-arid

regions. Compared to other DGVMs, JSBACH has a very simple and limited represen-

tation of plant diversity and vegetation dynamics. However, JSBACH is designed such

that plant diversity can be increased and PFT specific traits can be modified.
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2.2.4 Analogy between plant diversity in JSBACH and in the concep-

tual model in Chapter 1

A necessary prerequisite for the transfer of knowledge gained from the conceptual model

in Chapter 1 to JSBACH is the assurance of their comparability concerning their overall

goals, basic vegetation units, reconstruction scales, and the consideration and determi-

nation of plant diversity. First, I briefly recapitulate the concepts of White (1983) and

Hély et al. (2014) because they served as references for the model adjustment in Chap-

ter 1. The comparison of the conceptual model from Chapter 1 and the PFT concept

from JSBACH (Reick et al., 2013) subsequently follows.

The most specified vegetation classification that served as a basis for many studies

on plant diversity in Africa is the classification after White (1983). “White’s vegeta-

tion map of Africa”(Fig. 2) was designed based on recent vegetation and considers two

aspects of vegetation: first the mapping units in a regional framework that consider

clearly distinguishable vegetation types resulting from characteristic physiognomy (e.g.

forest, grassland, steppe, ...), and second phytochoria in a trans-regional framework that

are based on characteristic compositions of species in restricted regions (e.g. Guineo–

Congolian regional centre of endemism, Sudanian regional centre of endemism, Sahara

regional transition zone, ...). Each phytochorion relates to a certain range of mean an-

nual precipitation and can be composed of different vegetation types. The basic units

are species themselves that can occur in certain growth forms in certain regions. The

reconstruction scale ranges from species level to phytochoria on continental scale. Plant

diversity is considered maximally with the registration of every single species.

Hély et al. (2014) used White’s classification to group paleobotanical data from dif-

ferent sites in Africa to discuss the relation between available surface water, monsoon

rainfall and vegetation distribution in West Africa during the Holocene. The authors

concentrated on four main phytochoria: Guineo–Congolian type, Sudanian type, Sahe-

lian type, and Saharan type. The basic units in their study were the parent species

to the pollen samples characteristic for each phytochorion. In their reconstruction ap-

proach they focused on changes in longitudinal distribution of phytochoria that imply

characteristic species, but the physiognomy and related functionalities were not of ex-

plicit importance. Plant diversity was considered in terms of absolute species richness

and in terms of mixture of phytochoria within regions.
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The land surface model JSBACH was designed to simulate vegetation distribution on

a global scale in the geographical space (G-space), accounting for the most important

functionalities of vegetation and its interaction with the atmosphere. In comparison to

the approaches above, characteristic species and their individual ecology are of minor

importance. The basic units are PFTs whose ratios can be translated into biomes.

Previous reconstructions typically focused on the longitudinal shifts of biomes, upscaled

from the distribution of PFTs. Species diversity is not considered with the PFT concept

and the method to derive biomes via PFT ratios excludes the possibility of deriving

mixtures of phytochoria in a grid cell.

The conceptual model described in Chapter 1 was designed to study how plant diversity

affects the stability of a climate–vegetation system in the ecological space (E-space). In

contrast to the approaches above, the model does not operate on continental scale but

is limited to a much smaller area that experiences a homogeneous climate. Longitudinal

vegetation gradients are therefore not observable. The basic units are plant types derived

from White’s phytochoria, mainly characterized by specific moisture requirements and

maximum effective leaf area, which points to their overall physiognomy. Reconstructions

can only focus on the change in phytochoria composition within a limited region caused

by changes in mean annual precipitation in this particular area, not on the longitudinal

shift of phytochoria or biomes. Plant diversity is considered in terms of mixture of

phytochoria within the simulated region.

The attempt to compare the approaches above faces several problems due to large dis-

crepancies, especially in the spatial dimension (E-space vs. G-space) and the consider-

ation of plant diversity. The conceptual model described in Chapter 1 deals with plant

diversity as a mixture of phytochoria composed of several vegetation types within a

region in the order of a GCM grid cell. These vegetation types include regional varia-

tions of functional types (Guineo–Congolian tree, Sudanian tree, Sahelian grass, Saharan

grass, ...). JSBACH deals with plant diversity between grid cells and determines vegeta-

tion types composed of PFTs, which are homogeneous for all regions. The plant types of

the conceptual model described in Chapter 1 can further not directly be compared to the

PFTs in JSBACH because their definition is based on discrete precipitation thresholds

that are not explicitly implemented in JSBACH. Environmental envelopes with discrete

precipitation thresholds in the conceptual model allow for a clear distinction between

plant types with defined properties and enable the implementation of AHP vegetation
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based on moisture requirements. In JSBACH in contrast, the growth ranges of PFTs

rely on a range of factors that interact in a nonlinear manner. This implies a loss of con-

trol in a conceptual sense, and AHP plant types distinguished by discrete precipitation

thresholds cannot be depicted. A mosaic-like environment as reconstructed from pollen

cannot be simulated with the tiling approach because tiles have no explicit geographic

location in the grid cell. Some characteristic functional plant groups do not find cor-

responding PFTs in JSBACH such as perennial grasses, subtropical evergreen shrubs

or monsoon forest trees. However, JSBACH simulates a more process-based plant be-

haviour and might capture plant features that the conceptual model is not capable of

such as sensitivities to temperature, fire, and competition.

In summary, the comparison of plant diversity in the conceptual model in Chapter 1

and JSBACH reveals profound differences. AHP plant types defined based on moisture

requirements cannot be represented in JSBACH, and their coexistence in a mosaic-like

environment (especially gallery forests) cannot be depicted. However, since JSBACH

is a process-based model, qualitatively comparable results from simulations with differ-

ent PFT compositions could substantiate the conclusions from the conceptual study in

Chapter 1 which are supported by ecological literature.

2.3 PFT response to a linear precipitation decline

In the conceptual model in Chapter 1, the sensitivity of plant types is determined by

their individual precipitation thresholds and depicted in the slopes in the V–P dia-

gram (Fig. 1.1) or rather the Li-P diagram (Fig. 1.2). This direct linear relationship

makes plant growth predictable as a function of precipitation. In JSBACH in contrast,

the growth of plant types is not directly related to explicit precipitation requirements

but results from a combination of processes in the model, some of them are nonlinear.

Therefore, plant behaviour with changing precipitation patterns and the role of plant di-

versity in this context are not always predictable. To improve the understanding of PFT

behaviour, I study here the vegetation performance along a prescribed precipitation de-

cline using an offline version of JSBACH. Neglecting interactions with the atmosphere,

and therewith excluding potential feedbacks, I can separate the effects emerging from

different degrees of plant diversity.
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2.3.1 Model set up

Palaeo simulations over thousands of years require enormous computing time, even in

offline simulations. To minimize computation, I reduce the land area to the study domain

in north Africa (12 to 34◦ N, -15 to 40◦ E) by modifying the land-sea mask, see Fig. 2.1.

Figure 2.1: Mean orography (in m) of the simu-
lated study domain in north Africa at 12 to 34◦ N,

-15 to 40◦ E.

JSBACH runs with dynamic veg-

etation at a low horizontal atmo-

spheric resolution (T63, approxi-

mately 1.88◦). The model simulates

land surface properties interactively

in terms of soil moisture, snow cover,

leaf area index, and vegetation distri-

bution. Soil properties originate from

the FAO digital soil map of the world

(FAO/UNESCO, 1974) and remain

constant over the simulated period.

I provide the atmospheric boundary

conditions from modified observational data. The original data set is a 30 years period

(1950 to 1979) from CRUNCEP, a data set combined of two existing data sets: The

CRU TS.3.1 0.5◦ x 0.5◦ monthly climatology (1901 to 2012) and the NCEP reanalysis

2.5◦ x 2.5◦ 6 hours time step beginning in 1948 and available in near real time.

For the initial high precipitation P for the simulations, I calculate the mean annual cycle

of P from 12 to 14◦ N, -15 to 40◦ E and add daily values (in total 633.5 mm yr-1) to

latitudes between 12 and 34◦ N. The resulting P ranges from around 650 mm yr-1 in

the Sahara to up to 1500 mm yr-1 at the southern edge of the domain. This is much

higher than reconstructed for the mid-Holocene (from 250 to 400 mm yr-1 (Baumhauer

& Runge, 2009) to >500 mm yr-1 in some locations (Bartlein et al., 2011)), but for this

idealized set up, it allows to cover extreme scenarios. All other atmospheric variables

such as temperature and specific air humidity remain unchanged. Orbital parameters

and greenhouse gas concentrations remain constant conforming to the standard prein-

dustrial set up of MPI-ESM1 (see 0 ky set up in Tab. 3.1). Limitations of this set up

will be discussed in Sect. 2.3.4.
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Table 2.2: List of performed offline simu-
lations, the number of included PFTs, and

the considered dynamics.

experiment PFTs dynamics

EXPALL 8 dynveg

EXPC4 1 grass only

EXPTE,C4 2 dynveg

EXPSRG,C4 2 dynveg

EXPHIDI 58 dynveg

As a reference, I set up a control simulation

EXPALL with all natural PFTs available in

JSBACH (see Tab. 2.1) and linearly decreas-

ing P . To analyze individual behaviour, I ex-

clude in the next step all woody PFTs and

their competition from the study domain in a

grass only experiment. As C4 Grass is by far

the dominant grass PFT in the study domain,

apart from the latitudes north of 32 ◦N where

C3 Grass substantially contributes to the veg-

etation cover, this experiment can be considered as a single-PFT experiment with C4

Grass only (EXPC4). Simulations with woody PFTs only are not straight forward to

implement in JSBACH since the model is constructed such that bare land is immediately

occupied by grasses. With respect to reality, this is a reasonable assumption since some

herbaceous vegetation is always present in the study domain if P allows tree growth. In

a next step, I increase the number of PFTs to two in the experiments EXPj (EXPTE,C4

and EXPSRG,C4). Finally, I strongly increase the number of PFTs to 58 for a high plant

diversity experiment EXPHIDI . I vary the default PFTs for TE, SRG, C3, and C4

in maximum carboxylation capacities Vmax,0 and electron transport capacities Jmax,0

at 25 ◦C within the range of observations (Kattge et al., 2011; Verheijen et al., 2013).

I also vary the establishment/mortality timescale τ of TE and SRG, standard values

can be found in Tab. 2.1. This results in 15 different TE (TE1−15), 15 different SRG

(SRG1−15), 10 different C3 (C31−10), 10 different C4 (C41−10), and the standard PFTs

TE, TD, eTE, eTD, SRG, SD, C3, and C4, see Tab. A1. In all simulations, initial

cover fractions are equally distributed over all included PFTs.

To bring vegetation in an equilibrium, I run a spin up of 600 years. After this period, I

start the actual experiment by reducing the added precipitation field by 1% per 30 years

cycle. After 100 cycles, which correspond to 3000 simulated years, P reaches the level

observed in the input forcing period (1950 to 1979).
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2.3.2 Results

The performed simulations provide time series of vegetation cover fractions vegmax,

PFT cover fractions fi and precipitation P for each grid cell (360 in total), presented

in the following. For a clearer illustration of the results, I discuss example grid cells

to highlight the fundamental differences between simulations. All presented curves are

smoothed with a 30-years unweighted running average.

With high P at the beginning of EXPALL, vegetation is widely spread all over the

study domain in north Africa (Fig. 2.4). In the northernmost regions (30 to 34◦ N),

vegetation is composed of C4 or C3, eTE, and SRG. In the Sahara region (18 to 30◦ N),

C4 has the largest share beneath eTE or SRG. In Sahelian and Sudanian regions

(12 to 18◦ N), vegetation is mainly characterized by the coexistence of C4 and TE.

This represents a north-south gradient from steppe over savanna to tropical forest. In

the course of the experiment, vegmax,ALL retreats faster than the linear P forcing, except

for the southernmost latitudes where P is generally high enough to sustain plant growth

(Fig. 2.3a, 2.4). Retreating PFTs are replaced by less productive ones when conditions

become too harsh to sustain growth (Fig. 2.4).

In the experiment with grass only (EXPC4), vegetation fully covers all grid cells at the

beginning of the experiment (Fig. 2.5). Throughout the experiment, vegmax,C4 retreats

much faster than P , except for the southernmost latitudes where P is generally high

enough to sustain plant growth (Fig. 2.2a, 2.3b, 2.5).

Figure 2.2: Vegetation cover fraction vegmax and precipitation P for simulations with
different PFT compositions for one selected grid cell (19.58◦ N, -3.75◦ E). Curves depict
the transient behaviour of EXPC4 (a; orange), EXPTE,C4 (a; dark green), EXPSRG,C4

(a; red), EXPALL (b; black), and EXPHIDI (b; magenta). P (blue dashed) is scaled
to 100% at the beginning of the simulation period.
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With an increasing number of PFTs in EXPTE,C4 and EXPSRG,C4, the area covered

with vegetation vegmax,j is reduced compared to vegmax,C4 in the single-PFT experiment

(Fig. 2.2a, 2.5). This reduction is stronger in EXPSRG,C4 than in EXPTE,C4. In the

course of the experiments, vegmax,j retreat faster than P , except for the southernmost

latitudes where P is generally high enough to sustain plant growth (Fig. 2.3c, d, 2.5).

vegmax,TE,C4 declines faster than vegmax,C4 and vegmax,ALL in the northern part of the

domain (north of 20◦ N) while the transition is slower in the southern part. vegmax,SRG,C4

retreats everywhere slower than vegmax,C4 and vegmax,ALL (Fig. 2.2a, 2.3c, d).

Figure 2.3: Maximum slope of vegetation cover fractions vegmax over a 100-years
running window for EXPALL (a), EXPC4 (b), EXPTE,C4 (c), EXPSRG,C4 (d), and
EXPHIDI (e). The slope of precipitation P decline is in all simulations 0.03% yr−1.
Yellowish colors indicate that the slope of vegmax is slightly steeper than the slope of
P , reddish colors represent grid cells where the slope of vegmax is much steeper than

the slope of P .
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Figure 2.4: Vegetation cover fraction vegmax,ALL, cover fractions fi of PFTs i and
precipitation P of a simulation with the standard PFT set up (EXPALL) at 12 to 34◦ N,
-15 to 40◦ E. P (blue dashed) is scaled to 100% at the beginning of the simulation period
for each grid cell individually. fi are shown for PFTs relevant in the study domain:
Tropical Evergreen Tree (TE; dark blue), Tropical Deciduous Tree (TD; light blue),
Extratropical Evergreen Tree (eTE; green), Shrub Raingreen (SRG; red), C3 Grass

(C3; brown), C4 Grass (C4; orange).
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Figure 2.5: Vegetation cover fraction vegmax and precipitation P for single-PFT
and two-PFT simulations at 12 to 34◦ N, -15 to 40◦ E. Curves depict the transient
behaviour of C4 Grass only in EXPC4 (orange), Tropical Evergreen Tree and C4 Grass
in EXPTE,C4 (dark green), and Raingreen Shrub and C4 Grass in EXPSRG (red). P
(blue dashed) is scaled to 100% at the beginning of the simulation period for each grid

cell individually.



Chapter 2 64



Chapter 2 65

Figure 2.6: Vegetation cover fraction vegmax,HIDI , cover fractions fi of PFTs i and
precipitation P of a simulation with the high PFT set up (EXPHIDI) at 12 to 34◦ N,
-15 to 40◦ E. P (blue dashed) is scaled to 100% at the beginning of the simulation period
for each grid cell individually. fi are shown for modified and standard PFTs relevant in
the study domain: Tropical Evergreen Tree (TE, TEi; blue), Tropical Deciduous Tree
(TD, TDi; light blue), Extratropical Evergreen Tree (eTE; green), Shrub Raingreen
(SRG, SRGi; red), C3 Grass (C3, C3i; brown), C4 Grass (C4, C4i; orange) with dark
colour shade indicating high photosynthetic capacity and light colour shade indicating

low photosynthetic capacity.
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At the beginning of EXPHIDI , vegetation is widely spread all over the study domain

(Fig. 2.6). The PFT composition is overall the same as in EXPALL. From the variations

within one PFT, the PFT with the highest photosynthetic capacity and shortest τ

always outcompetes the others. Compared to EXPALL, vegmax,HIDI is strongly limited

especially in the southernmost latitudes (Fig. 2.6). With decreasing P , vegmax,HIDI

does not respond uniformly in the study domain. In the northeastern part (around

28 to 34◦ N, -6 to 6◦ E), vegmax,HIDI declines slowly before it increases abruptly by

more than 0.2 after around 500 to 1000 years of the experiment (Fig 2.6, 2.7a). After that

peak, vegmax,HIDI declines faster than P , closely following vegmax,ALL (Fig. 2.2d). In

the central and eastern part of the domain (around 23 to 28◦ N, 4 to 30◦ E) vegmax,HIDI

retreats monotonously and faster than P . In the transition zone between steppe and

savanna (18 to 23◦ N, -15 to 6◦ E and 18 to 21◦ N, 6 to 30◦ E), vegmax,HIDI stagnates

on at plateau at 40 to 60% and starts a delayed decline around 500 to 1000 years later

than vegmax,ALL. In the following, the curves of vegmax,HIDI and vegmax,ALL are almost

congruent, decreasing faster than P (Fig. 2.2d). South of 18◦ N, vegmax,HIDI is constant

in most grid cells with values never exceeding 0.6. If vegmax,HIDI is not constant, the

decline is slower than P . Looking into changes in PFT composition, initially established

PFTs are replaced by less and less productive ones. The overturning of PFTs with

different productivities smooths vegmax,HIDI relative to fi, see Fig. 2.6, 2.7.

Figure 2.7: Vegetation cover fraction vegmax,HIDI , cover fractions fi of PFTs i and
precipitation P (in mm yr-1) of a simulation with the high PFT set up (EXPHIDI)
for two example grid cells at 30.77◦ N, 5.625◦ E (a) and 17.72◦ N, -11.25◦ E (b). P
(blue dashed) is scaled to 100% at the beginning of the simulation period for each grid
cell individually. fi are shown for modified and standard PFTs relevant in the grid
cells: Tropical Evergreen Tree (TEi; blue), Extratropical Evergreen Tree (eTE; green),
Shrub Raingreen (SRGi; red), C4 Grass (C4, C4i; orange) with dark (light) colour

shade indicating high (low) photosynthetic capacity.
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2.3.3 Discussion

Offline simulations with different sets of PFTs show that the expansion of vegetation

with high P at the beginning of the simulations as well as the slope of vegetation retreat

differ between single-PFT and multi-PFT simulations.

The differences in initial cover arise from the different productivities of occurring PFTs,

their competition and disturbances. In the single-PFT simulation, vegmax,C4 results from

only C4’s productivity and its capability to suppress desert expansion, see Eq. 2.7, 2.8.

The value by how much vegmax,i of any individual PFT deviates from vegmax,j/ALL/HIDI

is determined by the ratio of involved PFTs resulting from competition. The more

competitive and productive a PFT, the larger is the grid cell fraction this PFT covers

and the larger is its weight in the calculation of vegmax,j/ALL/HIDI in Eq. 2.7.

What is striking is the strong limitation of vegmax in simulations with dynamic veg-

etation that include SRG. The explanation lies in the parameterization of SRG in

JSBACH. Due to a low SLA (see Tab. 2.1) SRG requires a higher productivity to cover

the same area as other PFTs; for example to cover 1 m2 area with 1 m2 leaves, SRG

needs around 50% more NPP than TE and around 260% more than C4 (derived from

Eq. 2.7, 2.8). Reaching comparatively high NPP as other PFTs is impeded by SRG’s

comparatively low productivity. SRG thereby acts as desert promoter. The lack of SRG

in EXPC4 and EXPTE,C4 in turn reduces the competitive pressure on other PFTs and

their higher SLA facilitates their expansion and the repression of desert. In EXPSRG,C4,

SRG outcompetes grasses, but since growth conditions are not optimal, SRG cannot

fill the green pools over the growing season which leads to negative feedback and an

expansion of desert. With respect to literature, the role of SRG as desert promoter

seems reasonable despite mechanisms are not explicitly implemented in JSBACH. El-

dridge et al. (2011) summarized “Shifts from grassland to shrubland have been shown to

be associated with changes in the spatial distribution of soil resources (Schlesinger et al.,

1996), altering the patterns of resource flow between shrubs and their interspaces (Li

et al., 2008) and reinforcing the persistence of shrubs (D’Odorico et al., 2007). Wind-

and water-transported nutrients, detritus and seeds accumulate under shrub canopies,

leading to higher levels of infiltration capacities (Bhark & Small, 2003), while the bare

interspaces experience higher temperatures and evapotranspiration, retarded organic N

incorporation, denitrification, ammonia volatilization and increased erosion (Schlesinger
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et al., 1990). The combined effect of these processes is a strengthening of the “fertile

island” effect around shrubs, making shrublands extremely resistant to change and en-

hancing the persistence and development of shrublands at the expense of grasslands

(Schlesinger et al., 1996; Whitford, 2002). Losses of grassland biota with encroachment

have been shown to reinforce the shrub-dominant state (Eldridge et al., 2009).”

Similar to the initial cover, the slope in multi-PFT simulations is determined by the ratio

of involved PFTs. The main aspects shaping the slope are their productivities under the

new given P conditions and their establishment/mortality time scales (τ). The smaller

a PFTs productivity and τ , the faster the transition to the “desert” state. This is very

pronounced in EXPC4 since C4 has the lowest productivity and the smallest τ of 1 year.

Another aspect influencing the slope is the initial cover. Starting with a comparatively

low cover does not inherit the potential for a sharp decline of several tenths. This effect

becomes visible in EXPSRG,C4 especially in the northern part of the domain (Fig. 2.5).

Due to unfavourable conditions, the initial cover is relatively low and the large τ of

12 years favours a smooth transition.

Comparing the results to Chapter 1, the offline simulations reflect plants’ sensitivities

described and observed in the conceptual study. Similar to the conceptual approach in

Chapter 1, vegmax is in JSBACH offline simulations high at the beginning with high P

and retreats with P decline. Saharan and Sahelian plant taxa – C4 in JSBACH – are

mainly drought-adapted species that survive until conditions become very harsh, and

they respond quickly if P crosses the minimum threshold. However, the individual re-

sponse of woody PFTs cannot be simulated with the current JSBACH version. Further,

the special behaviour of the Guineo–Congolian tropical gallery forest plant type and its

association with open water cannot be depicted with JSBACH due to the lack of spatial

explicitness in the coarse resolution.

The buffering effect of higher plant diversity on vegmax described in Chapter 1 can be

observed in some regions in JSBACH offline simulations, for example in Fig. 2.7, despite

the underlying cause is different. In Chapter 1, the buffering effect of high plant diversity

is a result of the niche approach. By averaging over the E-space covered by different

plant types, the effective vegetation cover interacting with the atmosphere is smoothed

over time. The smoothing in JSBACH arises from the weighting of PFT contributions

in the calculation of the desert extent in Eq. 2.7. PFTs occupy the G-space and the
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atmosphere sees the sum of PFTs which is similar to the “potential vegetation coverage”

approach by Claussen et al. (2013). When a PFT disappears in JSBACH, its space can

be occupied by another PFT that grows better under the new conditions, other than

assumed in the conceptual model (see ”niche conservatism“ in Sec. 1.2.1).

Another common result of Chapter 1 and JSBACH offline simulations is the importance

of plant composition. In both approaches, I observe large differences in the vegetation

cover fraction and its response to declining precipitation depending on the involved plant

types and their individual sensitivities to changing conditions.

However, one elementary aspect is missing in offline JSBACH simulations: the effect

emerging from feedbacks between vegetation and the atmosphere. Do sensitive plants

benefit from additional water and facilitation effects in a more life-sustaining environ-

ment, whereas resilient plants might suffer to a certain degree from additional compe-

tition? To address this question, simulations with the coupled land-atmosphere model

are indispensable.

Recapitulatory, the initial composition of vegetation is mainly determined by bioclimatic

limits, the prevailing P regime and competition. The same holds for the rate of tran-

sition from a wet “green” to a dry “desert” desert. Whether PFTs are stronger (wider

expansion and longer persistence) or weaker (less expansion, shorter persistence) when

plant diversity increases depends on the combination and individual productivities per

area. A very important player in this context is SRG which acts as a desert promoter.

Despite large differences in the underlying assumptions, offline JSBACH simulations

support the results from Chapter 1: high plant diversity could have a buffering effect

on mean vegetation cover when precipitation decreases and plant composition plays a

crucial role for the climate–vegetation system stability.

2.3.4 Limitations

The main limitation in terms of representing realistic mid-Holocene conditions is the

handling of precipitation. The assumed P is considerably higher than reconstructed

for the mid-Holocene (Baumhauer & Runge, 2009; Bartlein et al., 2011). The intention

behind this exaggeration was to capture the extreme case and make sure that I get

a very “green” Sahara. The technique to add P to the domain does not realistically
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capture the changes in P patterns for the mid-Holocene induced by changes in orbital

forcing. Reconstructions indicate that P did not increase homogeneously all over north

Africa, but suggest a northward shift of the rain belt, leaving southern areas relatively

dry compared to today (Hély et al., 2014; Shanahan et al., 2015). This implies changes

in seasonality of rainfall which affect the length of the growing season and the duration

of water availability.

Although P seems to be the main determinant of plant growth in the study domain on

the considered scale of the order of 100 km2 (Coughenour & Ellis, 1993), the prescription

of only P changes implies several limitations. Leaving other atmospheric variables such

as specific air humidity, temperature, and greenhouse gasses unchanged can affect the

model outcome especially regarding fire intensity and frequency, and plant productivity.

Numerous studies highlighted the importance of fire as a determinant of tree-grass co-

existence in savanna ecosystems (e.g. Scholes & Archer, 1997; Jeltsch et al., 2000; House

et al., 2003; Sankaran et al., 2004, 2005). For wildfires to happen in JSBACH, sufficient

above ground plant litter has to be available for combustion, and the litter needs to

be sufficiently dry, meaning below a threshold, to catch fire. Fire disturbance rate is

assumed to increase linearly with decreasing humidity, and depends on the extent of

woody types w and grasses g via the value of the above ground litter obtained from the

cover fractions ci (Reick et al., 2013). Since air humidity remains unchanged despite

high P , litter dryness reaches the threshold more likely and fire ignition might be over-

estimated. On the other hand, the resulting underestimation of tree cover might cause a

lack of litter which in turn might underestimate fire. Recently, the process-based SPIT-

FIRE model (Thonicke et al., 2010; Lasslop et al., 2014) was implemented in JSBACH

and a study on fire-vegetation feedback showed that multiple stable states of tree cover

could occur in the transition zones between grasslands and forests in Africa (Lasslop

et al., 2016). At the time I performed the simulations for this thesis, only the simple fire

algorithm (Reick et al., 2013) was available and evaluated for simulations with dynamic

vegetation. For future studies on plant diversity and vegetation dynamics in semi-arid

regions, I highly recommend to use SPITFIRE.

Temperatures during the AHP were about 3 to 5 ◦C higher in summer and 1 to 4 ◦C

cooler in winter compared to present day in north Africa (Wu et al., 2007). Temperatures
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in the forcing data set are generally in a range that favours growth of tropical and sub-

tropical PFTs in the sothern part of the study domain, but reach the bioclimatic limits

for tropical PFTs thereby excluding them from growing north of 18◦ N. Enhancement of

P and related evaporation would naturally cause a surface cooling which reduces respi-

ration and increases the NPP due to the temperature dependence of the photosynthesis

(Reick et al., 2014). This cooling was not considered in this model set up. However,

model studies on “greening the desert” with irrigated plantations in Oman (Groner,

2013; Wulfmeyer et al., 2014), Israel (Branch et al., 2014), and Sonora (Wulfmeyer

et al., 2014) showed that the cooling effect is small on daily average (1 to 2 K) but can

be large during nighttime (up to 5 K). Since these studies assumed tropical tree cover,

NPP might be only slightly underestimated in this “savanna” study.

Greenhouse gas concentrations in the atmosphere affect the radiation balance and there-

with the surface energy balance (greenhouse effect). This effect vanishes in offline sim-

ulations since atmospheric variables are prescribed. However, CO2 concentrations also

affect the productivity of vegetation and the competition between C3 and C4 PFTs.

High CO2 concentrations have a fertilization effect on vegetation and favor C3 plants,

see e.g. Körner et al. (2007) for a review. At low CO2 concentrations, C4 plants have an

advantage over C3 plants due to their superior water use efficiency (see e.g. Black et al.,

1969; Ehleringer et al., 1991). At 6 k, CO2 concentrations were on average 20 ppm lower

than at 0 k (Joos, 2016) which implies that plant productivity might be overestimated

in the presented simulations and the ratio between C3 and C4 plants might be shifted

in favor of C3 vegetation.

Another shortcoming is that the soil map in JSBACH was initially not adjusted to AHP

but reflected present day conditions. Due to lack of paleosol data, I was obliged to assume

that the soil characteristics have not changed during the considered period. Soils in the

present day Sahara have a very low water holding capacity making growth difficult for

PFTs with high moisture requirements even though provided precipitation is sufficient.

Given a higher availability of paleosol data, the consideration of soil reconstructions

to create model input could partly solve this problem, but points straight to a further

limitation: the non-dynamic handling of physical land/soil characteristics (discussed in

more detail later on in Sec. 3.5).
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2.4 Summary and Conclusions

In summary, the PFT set in JSBACH – designed for global application – has only a

limited applicability for detailed studies on the role of plant diversity in subtropical

semi-arid regions. The main advantages of the PFT concept are its simplicity, its large

scale to global applicability, and its reasonable reproduction of the global biome distri-

bution, also in fully coupled simulations with GCMs (Scheiter et al., 2013). The main

disadvantages of the PFT concept arise from oversimplification due to limited computa-

tional resources and the lack of data and theory: loss of information with discrete PFT

classification, limited set of plant attributes to define a limited number of mostly static

PFTs that seldom account for plasticity in plant traits along geographic and environ-

mental gradients, limited representation of (especially) sub-/tropical plant diversity, and

the poor representation of sub-grid ecological interaction and competition in terms of

age stages, roots, light, nutrients, and others (Fisher et al., 2010; Scheiter et al., 2013).

Effects emerging from local plant diversity in a plants’ neighborhood can only implicitly

be assumed, JSBACH does not explicitly capture competing or facilitating interactions

of neighboring plants and PFTs have no geographically explicit growth area in a grid

cell. Since most DGVMs are not designed for tropical systems (House et al., 2003)

and do not include internal feedbacks of these biomes (Moncrieff et al., 2013), these

models display high uncertainty in predicting vegetation for the forest, savanna, and

grassland biomes due to the complexity of tree grass coexistence (Bonan et al., 2003;

Hély et al., 2006; Baudena et al., 2015). Another large uncertainty arises from the as-

sumption of a static relation between species distribution and environmental variables,

typically climate variables, over time. In comparison to other DGVMs, JSBACH has a

simple representation of ecosystem processes and a limited number of interactions are

implemented.

The attempt to compare the PFT concept in JSBACH with the conceptual approach in

Chapter 1 faced several problems due to large discrepancies, especially in the spatial di-

mension (E-space vs. G-space) and the consideration of plant diversity. The conceptual

model described in Chapter 1 deals with plant diversity as a mixture of phytochoria com-

posed of several vegetation types within a region in the order of a GCM grid cell. These

vegetation types include regional variations of functional types (Guineo–Congolian tree,

Sudanian tree, Sahelian grass, Saharan grass, ...). JSBACH deals with plant diversity
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between grid cells and determines vegetation types composed of PFTs, which are ho-

mogeneous for all regions. The AHP plant types of the conceptual model described in

Chapter 1 can further not directly be compared to the PFTs in JSBACH because their

definition is based on discrete precipitation thresholds that are not explicitly imple-

mented in JSBACH. Some functional plant groups characteristic for Africa do not find

corresponding PFTs in JSBACH such as perennial grasses, subtropical evergreen shrubs

or monsoon forest trees. Thus, JSBACH is not capable to capture AHP plant types in

terms of moisture requirements, species diversity or ratios between physiognomic types

after White (1983), and cannot depict mosaic-like environments as reconstructed from

pollen by Hély et al. (2014).

However, as a process-based model JSBACH provides a range of features that allow for

basic studies on range shifts and plant responses to decreasing precipitation as a function

of plant diversity. Offline simulations with different PFT combinations showed that the

expansion of vegmax with high P at the beginning of the simulations as well as the slope

of vegetation retreat differed between single-PFT and multi-PFT simulations. The initial

composition of vegetation was mainly determined by bioclimatic limits, the prevailing P

regime and competition via growth form and by productivity. In absence of disturbance,

woody PFTs (trees and shrubs) were dominant (light competition) over grasses. After

disturbances, grasses had an advantage because they quickly migrated in the new open

space while trees and shrubs grew more slowly. Within the woody PFTs, competition

was regulated by productivity: higher net primary productivity implied a competitive

advantage if no other aspects such as growth form were dominating. Similar to the initial

cover, the slope of vegetation decline was determined by the ratio of involved PFTs

and their properties. Their productivities under the new given P conditions and their

establishment/mortality time scales shaped the slope. In a single-PFT simulation with

only C4 Grass, vegetation responded non-linearly, retreating faster than the prescribed

P decline. Multi-PFT simulations showed that the rate of transition did not necessarily

decrease with the number of PFTs: Whether PFTs were stronger (wider expansion and

longer persistence) or weaker (less expansion, shorter persistence) when plant diversity

increased finally depended on their combination and individual productivities per area.

The more productive a PFT was under the given conditions, the larger was the grid cell

fraction covered by this PFT, and the stronger its weight in the calculation of vegmax. In

high plant diversity experiments (8 or 58 PFTs), the replacement of retreating PFTs by
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others that grew better under new conditions smoothed on the decline of mean vegmax,

comparable to the niche approach in Chapter 1. Fast retreats of individual PFTs were

buffered before the final breakdown. On the other hand, competition via differences in

growth form and productivity weakened individual PFTs and limited their expansion

and persistence in multi-PFT simulations. This supported the outcome of Chapter 1.

So did the regional differences in vegetation decline attributed to PFT composition. In

most regions, the response to P decline was driven by C4 having the largest share of

vegmax. If present, SRG acted as desert promoter.

One elementary aspect of the conceptual model in Chapter 1 could not be observed in

offline JSBACH simulations: the effect emerging from feedbacks between vegetation and

the atmosphere. The presented study only considered how plant diversity influences the

vegetation response to a prescribed precipitation regime, but to understand how precip-

itation is in turn affected by the diversity of vegetation cover and how the interaction

between terrestrial biosphere and atmosphere could have affected the stability of the

“green” Sahara and the transition to the “desert” state, simulations with a coupled

land-atmosphere model and different degrees of plant diversity are indispensable.

In conclusion, this chapter highlighted that JSBACH is not capable to capture AHP

plant types in terms of moisture requirements, species diversity and ratios between

physiognomic types after White (1983), and cannot depict mosaic-like environments

and galley forests as reconstructed from pollen by Hély et al. (2014). However, despite

large differences in the underlying assumptions, JSBACH as a process-based model

qualitatively reproduced the results from the conceptual model in Chapter 1 therewith

substantiating the conclusions supported by ecological literature: high plant diversity

could have a buffering effect on mean vegetation cover when precipitation decreases

while plant composition plays a crucial role for the climate–vegetation system stability.
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Effects of plant diversity on

simulated climate–vegetation

interaction towards the end of the

African Humid Period

3.1 Introduction

The main source of precipitation in the Sahel region is the West African Monsoon

(WAM), an atmospheric phenomenon characterized as a pronounced seasonal wind shift

induced by thermodynamic contrasts between the land (i.e., the Sahara) and ocean (i.e.,

the equatorial Atlantic) (Nicholson, 2013). The classic picture of the WAM associated

rainfall in the Sahel with the position of the InterTropical Convergence Zone (ITCZ);

rain production was assumed to result from local thermal instability, facilitated by the

low-level wind convergence within the ITCZ (see e.g. Griffiths, 1972). The term “ITCZ”

is ambiguous since literature provides very different definitions based on wind conver-

gence, surface air pressure and rainfall or outgoing longwave radiation. Hereinafter, I

refer to the ITCZ as the surface feature over the African continent that marks the conver-

gence of northeasterly Harmattan winds that originate in the Sahara and the southwest

monsoon flow that emanates from the Atlantic, also named InnerTropical Front (ITF).

75
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A revised picture of the WAM diminishes the importance of the ITCZ for Sahelian

rainfall, but suggests that the intensity, extent and variability of rainfall result from a

complex interplay of a number of atmospheric features: the upper-level Tropical East-

erly Jet (TEJ), the mid-level African Easterly Jet (AEJ), low-level equatorial westerlies

associated with the southwest monsoon flow (LLW), African Easterly Waves (AEW),

and the Saharan Heat Low (SHL) (Nicholson, 2009, 2013). Superimposed upon the

zonal flows are two meridional overturning circulations: a deep circulation associated

with low-level contrasts in deep moist convection and a shallow circulation associated

with contrasts in dry convection (Thorncroft et al., 2011). Fig. 3.1 provides a schematic

overview over the WAM system.

Figure 3.1: Schematic view of the West
African Monsoon including some of its key fea-
tures: the upper-level Tropical Easterly Jet
(TEJ), the mid-level African Easterly Jet (AEJ),
the InnerTropical Convergence Zone (ITCZ) and
the position of the tropical rain belt (adjusted

from Nicholson (2009)).

The WAM includes two areas of peak

moisture flux and vertical motion (Nichol-

son, 2008; Thorncroft et al., 2011). The

first one is located between the AEJ and

TEJ and is associated with the core of

the tropical rain belt (Nicholson & Grist,

2003). It also corresponds to the southerly

track of AEW (Nicholson, 2013). The sec-

ond area is located around 8◦ polewards of

the rainfall maximum and coincides with

the ITCZ. This area is associated with the

SHL (Thorncroft et al., 2011) and cor-

responds to the northerly track of AEW

(Nicholson, 2013). Here, convergence is

not strong enough to induce convection.

The two regions are separated by a region

of large scale subsidence: the Sahara. In addition to the large scale subsidence, the

radiative cooling above the bright, nearly cloud-free desert is compensated by adiabatic

warming of descending air-masses which further suppresses convection and rain forma-

tion. Therewith, the ITCZ and the tropical rain belt are effectively decoupled in the

revised picture of the WAM (Nicholson, 2013). A detailed review on the aforementioned

features, their variability and interactions as well as the consequences for rainfall is given

by Nicholson (2013). A general observation is that wetter years in the Sahel are linked
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to a weaker and northward shifted AEJ (Nicholson & Grist, 2003; Nicholson, 2013), a

stronger TEJ (Grist & Nicholson, 2001; Jenkins et al., 2005; Nicholson, 2008; Hulme &

Tosdevin, 1989), and a stronger SHL (Parker et al., 2005; Lavaysse et al., 2010). Dryer

years are in contrast linked to a stronger and southward shifted AEJ, a weaker TEJ,

and a weaker SHL. The latitudinal position of the TEJ core varies little from year to

year, while the AEJ shows a considerable intra- and inter-annual variability (Nicholson,

2008, 2013). Overall, the shape of the meridional temperature and moisture gradient

between the equator and the northern Tropics is a good indicator of how far north the

monsoon flow penetrates into Africa (Bonfils et al., 2001).

On longer timescales, the intensity and northward extent of the WAM are affected by

changes in orbital forcing. One prominent example is the African Humid Period (AHP),

an era when changes in the Earth’s orbit led to a stronger insolation and higher tem-

peratures in the boreal summer resulting in an intensification of the WAM (Kutzbach,

1981; Kutzbach & Guetter, 1986) accompanied by a “greening” of the Sahara (Ritchie

& Haynes, 1987; Jolly et al., 1998; Watrin et al., 2009; Hély et al., 2014). However, mod-

elling studies showed that the increase in insolation alone is insufficient to explain the

rainfall necessary to sustain the vegetation coverage reconstructed from palaeo records

(see Yu & Harrison, 1996). It has been demonstrated that a positive climate–vegetation

feedback could have amplified the effects of orbital forcing via albedo (Claussen & Gayler,

1997; Claussen, 2009) or evapotranspiration (Rachmayani et al., 2015) anomalies. Be-

cause the atmosphere is instantly coupled to the land surface through the exchange

of energy, momentum, water, and trace gases such as carbon dioxide, changes in land

surface properties alter the atmospheric circulation and consequently the location and

intensity of rainfall. Following the hypothesis of a positive climate–vegetation feedback,

the effect of vegetation on climate can be explained by the following mechanism (Kleidon

et al., 2000): the lower albedo of vegetation relative to bare soil enhances the absorption

of solar energy available for evapotranspiration which accelerates energy and water cy-

cling. Vegetation has access to water from deeper soil layers which increases the amount

of water available for evapotranspiration compared to soil evaporation only. Further

the leaf area of vegetation provides an area for interception water that can be directly

evaporated and is not lost to runoff. Those factors together boost moisture available in

the atmosphere. The enhanced evapotranspiration leads to high latent heat flux which

can – if strong enough – cool the surface and compensate the excess absorbed solar
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energy. Cooler temperatures reduce the atmospheric demand for evapotranspiration

and consequently water stress. The higher surface roughness of vegetation compared to

bare soil strengthens turbulent fluxes of heat, water and momentum. Stronger turbulent

fluxes extend the planetary boundary height and atmospheric instability, and therewith

the likelihood of reaching the lifting condensation level and the initiation of convection

(Adler et al., 2011; Wulfmeyer et al., 2014). Those factors together increase the probabil-

ity of rain events and thereby the amount of precipitation. The concurrently increasing

cloud cover counteracts this mechanism by reducing the amount of solar radiation reach-

ing the surface. Large scale changes of vegetation cover alter the meridional temperature

and moisture gradient between the equator and the northern Tropics which affects the

position of the ITCZ and the AEJ, and consequently the position and intensity of the

tropical rain belt.

This positive climate–vegetation feedback provides a mechanism that might allow for

the existence of multiple stable equilibria in north Africa, namely a “green” state with

high vegetation cover and a “desert” state without vegetation (Brovkin et al., 1998;

Bathiany et al., 2012). The potential non-linearity of this feedback might cause an abrupt

transition between these states when the system reaches a “tipping point” (Williams

et al., 2011). Over the last decades, there have been several model studies on climate–

vegetation interaction towards the end of the AHP in north Africa. Studies ranged

from models of intermediate complexity (Texier et al., 1997; Claussen & Gayler, 1997;

Claussen et al., 1999; Jolly et al., 1998; Prentice & Jolly, 2000; de Noblet-Ducoudré et al.,

2000; Renssen et al., 2003, 2006) to General Circulation Models (GCMs) coupled with

Dynamic Global Vegetation Models (DGVMs) (Doherty et al., 2000; Bonan et al., 2003;

Liu et al., 2007; Notaro et al., 2008; Hély et al., 2009; Baudena et al., 2015; Rachmayani

et al., 2015). Some studies indicated an abrupt collapse of vegetation associated with

a strong climate–vegetation feedback at the end of the AHP, while others suggested

a gradual decline or attributed the collapse to other triggers.

However, none of the aforementioned studies took the role of plant diversity explicitly

into account. It is worth considering plant diversity in the context of climate–vegetation

system stability because ecologists nowadays agree that diversity might on average in-

crease the stability of ecosystem functioning (McCann, 2000; Scherer-Lorenzen, 2005),

in particular under changing environmental conditions. Conceptual modelling studies

showed that high plant diversity can further stabilize the climate–vegetation system in
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semi-arid regions when precipitation decreases due to external forcing (Claussen et al.

(2013), Chapter 1).

Thus, it remains an open question how the diversity of Plant Functional Types (PFTs)

in a comprehensive land surface model like JSBACH affects the simulated interaction

between terrestrial biosphere and atmosphere and therewith the stability of the “green”

Sahara and the transition to the “desert” state. To address this question, I perform

coupled simulations with different degrees of diversity for a series of time slices between

mid-Holocene and preindustrial using ECHAM6/JSBACH which is part of the Earth

System Model MPI-ESM1.

In the first section, I briefly introduce the model MPI-ESM1 and summarize the set ups

for the series of performed simulations.

Second, I consider simulations with different PFT combinations for mid-Holocene condi-

tions (8 ky = 8000 years before present) to discuss the potential effects of PFT diversity

on the extent of the “green” Sahara as well as on climate–vegetation interaction during

the AHP. The analysis focuses on changes in land surface parameters, hydrological cycle,

surface energy budget, and atmospheric circulation patterns.

In the third section, I look into differences between consecutive time slices between 8 ky

and 0 ky for all simulations with different PFT combinations to estimate the effect

of PFT diversity on the timing and rate of transition from the “green” Sahara to the

“desert” state.

3.2 Model set up

3.2.1 MPI-ESM1

MPI-ESM1 is a comprehensive Earth System Model that couples model components

for the atmosphere (ECHAM6, Stevens et al. (2013)), ocean (MPIOM, Jungclaus et al.

(2013)) and land surface (JSBACH, Raddatz et al. (2007); Reick et al. (2013)) through

the exchange of energy, momentum, water and important trace gases such as CO2. This

study focuses only on the coupling between the atmospheric component and the land

surface component in simulations with an atmosphere-land version of MPI-ESM1.
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ECHAM6 is an atmospheric General Circulation Model (GCM) which was developed at

the Max Planck Institute for Meteorology (MPI-M) in Hamburg, Germany. The model

focuses on the coupling between diabatic processes and large-scale circulations which

are both driven by solar insolation. For each time step the model determines the large-

scale horizontal circulation with a spectral hydrostatic dynamical core. Additionally,

other physical processes (turbulent diffusion, convection, clouds, precipitation, gravity

wave drag, diabatic heating by radiation) are calculated for each vertical column of the

Gaussian grid associated with the truncation used in the spectral dynamical core. These

processes are coupled with the horizontal circulation each time step by transforming the

variables representing the atmospheric state from the spectral representation to the

Gaussian grid and back. Radiative transfer is computed extensively only once per hour

for solar radiation (14 bands) as well as terrestrial radiation (16 bands).

As integral component of ECHAM6, JSBACH provides the lower atmospheric bound-

ary conditions over land as well as biogeochemical and biogeophysical degrees of freedom

that arise from terrestrial processes. JSBACH simulates land-surface properties interac-

tively in terms of soil moisture, snow cover, leaf area index, and vegetation distribution.

Natural land cover change and vegetation dynamics are simulated in JSBACH by the

DYNVEG component, described in Chapter 2.

3.2.2 Set up of simulations

I perform global coupled land-atmosphere simulations with a horizontal resolution of ap-

proximately 1.88◦ (T63) and 47 vertical levels. ECHAM6/JSBACH runs with dynamic

vegetation for the periods 8 ky, 6 ky, 4 ky, 2 ky, and 0 ky for 300 years with the first

200 years corresponding to the spinup period; the first 100 years of the spin up period

run with accelerated vegetation dynamics. In the standard JSBACH configuration, the

seasonal canopy albedo is calculated as a function of leaf area index, whereas the back-

ground albedo is a grid cell constant derived from satellite measurements. To account

for darker soils below vegetation, I implement for the study domain (12 to 34◦ N, -

15 to 40◦ E, see Fig. 2.1) a simple albedo-scheme that reduces the soil albedo according

to the mean net primary productivity of the preceding five years (Zink, 2014). Soil

properties originate from the FAO digital soil map of the world (FAO/UNESCO, 1974).

Due to lack of palaeo soil data, I am obliged to assume that the soil characteristics
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remain constant during the considered period. To attain equilibrium states, I set orbital

parameters (Berger, 1978) and CO2 concentrations (Joos, 2016) to fixed values for each

time slice experiment, see Tab. 3.1. Other atmospheric boundary conditions (trace gas

concentrations, aerosol distribution, spectral solar irradiance, orography) remain un-

changed over time. Moreover, I prescribe sea ice concentration (SIC) and sea surface

temperatures (SST) identically for all simulations with forcing data from Hurrell et al.

(2008). In order to provide SIC and SST associated with relatively wet years, I select

the years from 1945 to 1974 to force the model cyclically.

Table 3.1: CO2 concentrations (in ppm) and orbital parameters for simulated time
slices at 8 ky, 6 ky, 4 ky, 2 ky, and 0 ky. For palaeo simulations, CO2 concentrations
are taken from Joos (2016) and orbital parameters are adjusted according to Berger
(1978). The values for 0 ky conform to the standard preindustrial set up of MPI-ESM1.

time slice CO2 [ppm] eccentricity [ - ] obliquity [ - ] longitude of
perihelion [ ◦ ]

8 ky 259.9 0.019101 24.209 148.58
6 ky 264.6 0.01867 24.101 181.75
4 ky 273.2 0.018123 23.922 215.18
2 ky 277.6 0.017466 23.694 248.93
0 ky 284.725 0.016704 23.44 283.01

The model runs with three different types of simulations for each time slice: as a baseline

serves the simulation EXPALL with all natural PFTs commonly used in JSBACH (Trop-

ical Evergreen Tree (TE), Tropical Deciduous Tree (TD), Extratropical Evergreen Tree

(eTE), Extratropical Deciduous Tree (eTD), Shrub Raingreen (SRG), Shrub Deciduous

(SD), C3 Grass (C3), C4 Grass (C4)), see Tab. 2.1. The second type of simulation is

a single-PFT experiment EXPC4 excluding all woody PFTs and their competition in

the study domain. Third, I add again a single woody PFT to C4 in the study domain

for the experiments EXPTE,C4 and EXPSRG,C4. In all simulations, the initial cover

fractions are equally distributed over all included PFTs in the study domain. Due to

limited computational resources, I waive a coupled high plant diversity experiment as

presented in Chapter 2.

With the described set up, I do not expect simulations to match reconstructions (see

Sec. 3.5 for the discussion of limitations). Rather I focus on qualitative differences be-

tween simulations to find mechanisms relevant in terms PFT diversity affecting climate-

vegetation interaction.
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3.3 Effects of PFT diversity on climate–vegetation inter-

action during the AHP

3.3.1 Results

PFT diversity and composition significantly affect climate–vegetation interaction during

the AHP thereby altering land surface and atmospheric conditions, and eventually the

extent of the “green” Sahara. In the following, I present simulated effects on land surface

parameters, energy surface budget, hydrological cycle, atmospheric circulation patterns,

and on the relationship between vegetation cover and precipitation for 8 ky equilibrium

conditions. Fig. 3.2 exemplary illustrates difference patterns between the performed

simulations for precipitation P and vegetation cover fraction vegmax highlighting the

two most affected regions: the transition zone between desert and savanna (Region 1,

18 to 22◦ N, 5 to 30◦ E) and the region southwest of the transition zone (Region 2,

12 to 18◦ N, -15 to 20◦ E).

For the quantitative analysis of PFT diversity effects on land surface parameters, I focus

on the aforementioned two most affected regions. Tab. 3.2 summarizes 100-year spatial

averages in the two regions for EXPALL as well as differences to the other simulations

for the land surface parameters vegetation cover fraction vegmax, leaf area index LAI,

albedo α, and surface roughness length z0.

In Region 1, EXPALL depicts a steppe-like vegetation cover (White, 1983) composed of

C4 and SRG with an average vegmax of 0.4 and a leaf area index LAI of 1.33 m2 m-2. Due

to the sparse and low vegetation cover, α=0.28 is relatively high – α of bare desert soil

typically amounts to 0.38 whereas forests reach typically values of 0.18 – and z0=0.08 m

is small. The exclusion of woody PFTs in EXPC4 causes a strong “greening” compared

to EXPALL. vegmax more than doubles while LAI increases by only 13%, thus the

canopy enlarges mainly horizontally. The “greening” is accompanied by a significant

reduction of α and z0. EXPTE,C4 shows a response similar to EXPC4 in terms of

“greening” but the magnitude is lower. vegmax expands by around 85% while changes

in LAI are not significant. This indicates that the canopy enlarges horizontally but

not vertically. Similar to EXPC4, α significantly decreases, here by 21%, but other

than in EXPC4, z0 strongly increases, here by 43%. In contrast, EXPSRG,C4 exhibits a

“browning” compared to EXPALL. The reduction of vegmax by 30% goes in conjunction
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Figure 3.2: Effects of different PFT compositions on precipitation P (left col-
umn) and vegetation cover fraction vegmax (right column) at 8 ky in Region 1
(18 to 22◦ N, 5 to 30◦ E, solid box) and Region 2 (12 to 18◦ N, -15 to 20◦ E, dashed box).
Panels (a, b) show 100-year averages for the experiment EXPALL with the standard
PFT set up. The following panels illustrate differences in 100-year averages between

EXPALL and EXPC4 (c, d), EXPTE,C4 (e, f), and EXPSRG,C4 (g, h).



Chapter 3 85

with a reduction of LAI. The diminished vegetation, vertically and horizontally, is

accompanied by a significant increase of α (12%) and a drastic reduction of z0 by more

than 60%.

In Region 2, EXPALL depicts a vegetation cover that can be categorized as open wood-

land/woodland (White, 1983). vegmax achieves almost 1.0 and is composed of 30 to 60%

TE and 40 to 70% C4 respectively. Vegetation reaches on average a LAI of 3.0 m2 m-2

accompanied by a lower α and a higher z0 than in Region 1. In EXPC4, vegmax is

about 5% higher than in EXPALL, but the exclusion of woody PFTs translates into a

reduction of LAI and α by more than 10% together with a radical decrease of z0 by more

than 90%. EXPTE,C4 exhibits moderate differences to EXPALL. vegmax expands by

2%, leading to a slightly lower α and an increase of z0 by around 5%. EXPSRG,C4 shows

similar to Region 1 a “browning” compared to EXPALL. The retreat of vegmax by 40%

coincides with a decline of LAI indicating a vertical and horizontal canopy reduction.

α slightly increases while z0 drastically decreases by more than 90%.

As described in the introduction, changes in land surface parameters are expected to

translate into changes in the energy surface budget. In order to detect these changes

in the energy surface budget, I analyse 100-year spatial averages in the two aforemen-

tioned regions for EXPALL as well as differences to the other simulations for solar net

radiation S ↓net, sensible heat flux SH, latent heat flux LH, 2 m temperature T2m, and

integrated cloud cover CC, see Tab. 3.2.

In Region 1 in EXPALL, S ↓net amounts to 275 W m-2 and the Bowen ratio β = SH/LH

is 3.08 indicating that SH is around three times higher than LH. The cloud cover CC

is low (0.35) and T2m reaches on average 24.95 ◦C. EXPC4 depicts an acceleration of

energy cycling. S ↓net intensifies by 12.33 W m-2 and β slightly drops to 2.7 due to the

relative decrease of SH accompanied by a warming of around 0.5 K. Changes in CC

are not significant. In EXPTE,C4, S ↓net intensifies by around 10.79 W m-2 while β

remains very similar to EXPALL. T2m is 0.5 K higher than in EXPALL and differences

in CC are not significant. In contrast, energy cycling slows down in EXPSRG,C4. S ↓net

decreases by around 4.76 W m-2 and β rises to 3.69 which implies an increase of SH.

Differences in T2m are not significant, but CC declines significantly.

In Region 2, S ↓net amounts in EXPALL to almost 290 W m-2 and is therewith 25 W m-2

higher than in Region 1. β is much lower than in Region 1 with an average value of
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0.67 because LH exceeds SH here. T2m is more than 1 ◦C higher than in Region 1

reaching on average 26.21 ◦C. CC is around 50% higher than in Region 1. In EXPC4,

S ↓net slightly decreases while β rises due to the relative increase of SH accompanied

by a warming of around 0.5 K and a significant CC reduction. EXPTE,C4 exhibits

no significant changes in Region 2. Just as in EXPC4, S ↓net intensifies slightly in

EXPSRG,C4 and β slightly rises due to the relative increase of SH, here accompanied

by a warming of around 0.7 K and a significant reduction of CC.

Land surface parameters and surface energy budget are closely linked to the hydrolog-

ical cycle, and changes in vegetation cover are assumed to alter precipitation through

feedbacks described in the introduction. Just as in the previous sections, I start the

analysis of PFT diversity effects on the hydrological cycle considering 100-year spatial

averages in the aforementioned two most affected regions. Tab. 3.2 summarizes values

in the two regions for EXPALL and differences to the other simulations for precipitation

P , evapotranspiration ET , and integrated water vapor IWV .

In Region 1 in EXPALL, P reaches on average around 280 mm yr-1, evapotranspira-

tion ET lies a similar range. The average integrated water vapor IWV amounts to

20.49 kg m2. This rainfall regime is nowadays associated with the Sahelian/Sudanian

type (Hély et al., 2014), thus simulated P is in agreement with the simulated steppe-like

vegetation. The exclusion of woody PFTs in EXPC4 shows a significant intensification

of water cycling compared to EXPALL. P and ET rise by around 30%, whereas IWV

increases only slightly. In EXPTE,C4, P and ET rise by around 10% with no significant

changes in IWV . By contrast, P and ET diminish in EXPSRG,C4 by around 20% and

IWV drops significantly.

In Region 2, P amounts in EXPALL on average to around 1140 mm yr-1 and exceeds ET

by nearly 25%. This is accompanied by a moist atmosphere with IWV of 32.62 kg m2.

Nowadays, this rainfall regime is associated with the Sudanian/Guineo–Congolian type

(Hély et al., 2014), thus simulated P is in agreement with the simulated woodland

vegetation in this region. EXPC4 exhibits here effects different from Region 1: although

vegmax is slightly higher than in EXPALL, P and ET significantly diminish reaching

only 90% of EXPALL, and the atmosphere holds less water. EXPTE,C4 exhibits in

Region 2 no significant effects on water cycling compared to EXPALL which reflects

the moderate differences in land surface parameters and surface energy budget. In
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EXPSRG,C4, water cycling slows down with P and ET dropping by more than 10%

accompanied by a significant reduction of IWV .

A closer look into the 100-year average annual cycles of P in Fig. 3.3 illustrates that

differences in P have different causes in the two regions. In Region 1, the difference can

be attributed to different rainfall intensities, especially at the peak in August, while the

timing of onset, peak and duration of the monsoon are almost identical in all simulations

(Fig. 3.3a). In Region 2, not only the intensity of rainfall but also the duration of the

monsoon peak are affected by alterations in PFT diversity. In EXPALL and EXPTE,C4,

the peak of the monsoon season lasts 2 months (August and September) while P starts

to decline in EXPC4 and EXPSRG,C4 already in September (Fig. 3.3b).

Figure 3.3: Mean annual cycle of precipitation P under 8 ky conditions in Region 1
(a; 18 to 22◦ N, 5 to 30◦ E) and Region 2 (b; 12 to 18◦ N, -15 to 20◦ E). Curves
depict monthly averages of 100 simulated years for EXPALL (black), EXPC4 (red),
EXPTE,C4 (green), and EXPSRG,C4 (blue). Stars in the respective colors indicate

significant differences to EXPALL (σ=0.05).

It remains to study the effects of PFT diversity on the atmospheric circulation. The

analysis focuses on the following tropical circulation features associated with the WAM:

the low-level InnerTropical Convergence Zone (ITCZ, 925 hPa), the low-level westerlies

connected with the southwest monsoon flow (LLW, 850 hPa), the mid-level African

Easterly Jet (AEJ, 600 hPa), the upper-level Tropical Easterly Jet (TEJ, 150 hPa), and

the Saharan Heat Low (SHL) (Nicholson, 2013).

The left column in Fig. 3.4 illustrates 100-year average horizontal low-level wind fields

in the monsoon layer (925 hPa) and P fields during the monsoon season (JJAS) for

EXPALL and differences to the other simulations. EXPALL nicely depicts the surface

manifestation of the ITCZ, namely the convergence of northeasterly Harmattan winds
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originating in the Sahara and the southwest monsoon flow emanating from Atlantic

ocean between 18◦ N (in east Africa) and 20◦ N (in west Africa), as well as the SHL

located around 22◦ N (Fig. 3.4a). This pattern indicates a northward shift of the system

by around 2◦ compared to present day (Nicholson, 2013). In accordance with the current

picture of the WAM, the core of the rain belt is located between the AEJ and the TEJ,

around 8◦ equatorward of the ITCZ (Nicholson, 2013). EXPC4 shows compared to

EXPALL an intensification of the southwest monsoon flow by more than 2 m s-1 south

of 18◦ N, congruent with the region of reduced P (Fig. 3.4c). The southwest monsoon

flow and the northeast winds converge around 2◦ further north than in EXPALL. The

northward shift of the ITCZ goes in conjunction with higher P north of 18◦ N. Further,

EXPC4 exhibits a deepening of the SHL and an intensification of northeasterly winds

in the northwestern part of the study domain. EXPTE,C4 depicts a rather moderate

difference to EXPALL mainly characterized by a strengthening of the ITCZ between

5 and 30◦ E accompanied by higher P in this region (Fig. 3.4e). In the northwestern

part of the study domain, northeasterly winds intensify by almost 2 m s-1. EXPSRG,C4

exhibits an intensification of the southwest monsoon flow by more than 2 m s-1 south

of 16◦ N as well as an intensification of northeasterly winds between 16 and 22◦ N,

congruent with the region of reduced P (Fig. 3.4g). This results in a strong deepening

of the SHL. Other than in EXPC4, the convergence zone is located around 4◦ further

south than in EXPALL.

The right column in Fig. 3.4 shows vertical cross sections of zonal winds in the region

-10 to 40◦ N, -10 to 40◦ E during the monsoon season (JJAS) and illustrates the strength

and position of tropical circulation features at different pressure levels for EXPALL and

differences to the other simulations. In EXPALL, the core of LLW lies around 12◦ N with

wind speeds up to 6 m s-1 (Fig. 3.4b). The core of the AEJ is positioned at around 18◦ N

reaching maximum wind speeds of almost 10 m s-1. The core region of the TEJ is located

around 10◦ N with maximum wind speeds of about 20 m s-1. EXPC4 shows a significant

(σ=0.05) strengthening and vertical expansion of LLW between 10 and 20◦ N as well

as a considerable weakening of the AEJ, especially at the southern flank, which results

in a northward shift of its core region (Fig. 3.4d). The TEJ is slightly stronger than in

EXPALL. EXPTE,C4 depicts rather moderate differences to EXPALL mainly character-

ized by a slight strengthening of near-surface westerlies and LLW around 15◦ N, a slight

weakening of the AEJ, and a slight strengthening of the TEJ (Fig. 3.4f). EXPSRG,C4



Chapter 3 89

exhibits a significant strengthening of LLW very close to the surface between 10 and

20◦ N as well as a significant weakening of the AEJ and the TEJ (Fig. 3.4h). Other

than in EXPC4, the reduction of AEJ winds occurs especially at the northern flank

which results in a southward shift of the core region.

Figure 3.4: Left: Effects of different PFT compositions on precipitation and horizontal
low-level wind fields in the monsoon layer at 8 ky. Right: Vertical cross sections of zonal
winds illustrate the strength and position of tropical circulation features associated with
the West African Monsoon at 8 ky: low-level equatorial westerlies (LLW, 850 hPa), mid-
level African Easterly Jet (AEJ, 600 hPa), upper-level Tropical Easterly Jet (TEJ, 150
hPa). Dotted lines mark the core regions of AEJ and TEJ in EXPALL. Panels (a, b)
show the 100-year average of the monsoon season (JJAS) for the experiment EXPALL

with the standard PFT set up. The following panels illustrate differences between
EXPALL and EXPC4 (c, d), EXPTE,C4 (e, f), and EXPSRG,C4 (g, h). Colored grid

cells in panel (c), (e), (g) indicate significant differences to EXPALL (σ=0.05).
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For a better understanding of the regional differences in P and vegmax it is worth looking

at the relationship between the latter on grid cell level. The dots in the vegetation–

precipitation diagrams (V–P diagrams) in Fig. 3.5 illustrate the relationships between

Pi and vegmax,i for all simulations i at 8 ky including all grid cells in the study domain

(12 to 34◦ N, -15 to 40◦ E) to cover the full P spectrum. Note that the V–P diagrams

represent the relationships in equilibrium.

Figure 3.5: Vegetation–precipitation diagrams (vegmax,i, Pi) for simulations i with
different PFT combinations including all grid cells in the study domain (12 to 34◦ N,
-15 to 40◦ E). Values are derived from 100-year averages for EXPALL (a), EXPC4 (b),
EXPTE,C4 (c), and EXPSRG,C4 (d). Dots depict relationships at 8 ky, squares repre-

sent relationships at 0 ky.

In all simulations multiple vegetation modes exist for the same P regime indicating

factors other than Pi also determine vegmax,i. In EXPALL, the distribution is split

in two “branches” (Fig. 3.5a, dots). The upper and dominant branch represents grid

cells dominated by TE and C4 and reaches a vegmax of 1.0 at around 800 mm yr-1.

The lower more scattered branch has a shallower slope and converges to a threshold

of approximately 0.7. The grid cells on this lower branch are located in mountainous

regions and are covered with SRG and C4. The distribution in EXPC4 also shows

two branches (Fig. 3.5b, dots). The upper dominant branch reaches a vegmax of 1.0
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at around 450 mm yr-1. The lower more scattered branch has a shallower slope and

reaches a vegmax of 1.0 at around 800 mm yr-1 representing grid cells in mountainous

region. In EXPTE,C4 the distribution is divided in three branches (Fig. 3.5c, dots). The

upper branch reaches a vegmax of 1.0 at 450 mm yr-1 representing grid cells that are

exclusively covered with C4. The middle and dominant branch reaches a vegmax of 1.0

at around 700 mm yr-1 and vegetation is composed of TE and C4. The lower more

scattered branch has a shallower slope and converges to a threshold of 0.7 representing

grid cells in mountainous region. The distribution in EXPSRG,C4 is also divided in three

branches (Fig. 3.5d, dots). The upper branch converges to a vegmax of 1.0 at around

800 mm yr-1 representing grid cells dominated by C4. The second branch reaches its

upper threshold of 0.6 at around 600 mm yr-1. Here, SRG is the dominant PFT. The

third branch lies over the second branch but shows a more scattered linear behaviour

that tends towards higher cover fractions but doesn’t reach a vegmax of 1.0 within the

given P range. The grid cells on this branch are located south of 15◦ N.

3.3.2 Discussion

The presented results highlight that PFT diversity and composition significantly affect

simulated climate–vegetation interaction during the AHP and thereby modify the ex-

tent of the “green” Sahara in ECHAM6/JSBACH simulations. vegmax is determined

by the ratio of involved PFTs resulting from competition, their productivities and ca-

pabilities to suppress desert expansion. Remarkably, the introduction or removal of a

single PFT drastically affects the vegetation extent. A surprisingly strong influence has

the marginal PFT “Raingreen shrub” (SRG) which was previously expected to be of

minor importance in PFT competition. SRG acts as desert promoter and its exclusion

puts less competitive pressure on other PFTs which supports their growth and impedes

desert expansion (see Sec. 2.3.3).

Changes in vegmax in turn cause significant differences in land surface parameters, hy-

drological cycle and surface energy budget indicating a substantial feedback between

terrestrial biosphere and atmosphere during the AHP. The lower albedo due to higher

vegmax in Region 1 in EXPC4 and EXPTE,C4 compared to EXPALL enhances the ab-

sorption of solar energy available for evapotranspiration which accelerates energy and

water cycling, and boosts moisture available in the atmosphere. Together with the
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stronger turbulent fluxes this results in higher simulated P , supporting the hypothesis

of a positive climate–vegetation feedback described in the introduction. On the other

hand, a higher albedo and a decrease of surface roughness in Region 2 in EXPC4 and

in both regions in EXPSRG,C4 slows down water and surface energy fluxes and reduces

turbulence which suppresses P , supporting the self-stabilizing mechanism of deserts sug-

gested by Charney (1975). However, the presented simulations modify the hypothesis

of a positive climate–vegetation feedback described in the introduction by showing that

higher vegmax is not necessarily associated with higher P . Not only the covered fraction

but also the properties of prevailing PFTs are crucial. In EXPC4, vegmax is in Region 2

higher than in the other simulations while P is lower than in simulations that include

woody PFTs. With an albedo of C4 higher than those of woody PFTs prevailing in

other simulations, the absorption of solar energy decreases. Indeed, the reduced transpi-

ration capacity on a comparatively small leaf area limits the transfer of interception and

soil water to the atmosphere. The counteracting effect of clouds vanishes resulting in a

net increase of insolation at the surface. The excess absorbed solar radiation cannot be

translated in a strong enough latent heat flux to compensate the warming. The result-

ing increase in temperature rises the atmospheric demand for evapotranspiration and

therewith water stress. The small surface roughness of C4 reduces turbulent fluxes and

the likelihood of convection initiation. In EXPSRG,C4, vegmax is lower than in the other

simulations with the same P (see Fig. 3.5d). The explanation lies in the parametriza-

tion of SRG in JSBACH as explained in Chapter 2. Basically, due to its low specific

leaf area, SRG requires a higher productivity to cover the same area as another PFT.

SRG’s comparatively low productivity impedes reaching a NPP comparative to other

PFTs. SRG thereby acts as desert promoter. Differences in the average annual cycle of

P further support the hypothesis of positive climate–vegetation feedback, especially in

Region 2. At the beginning of the monsoon peak in August, vegetation is leafless and

P differences a relatively small. Later on in September when the canopy is developed,

the feedback comes into play and the differences become more pronounced.

The analysis of atmospheric circulation features explains how changes in land surface

parameters and surface energy balance translate into large scale alterations of the atmo-

spheric circulation, and how these alterations affect P in the study domain. The lower

roughness length in EXPC4 and EXPSRG,C4 relative to EXPALL in the southern and

in the northwestern part of the study domain accelerates near surface winds and thereby
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intensifies the ITCZ and deepens the SHL. The positions of ITCZ, SHL, and AEJ are

in all simulations determined by the extent of the meridional temperature gradient be-

tween the equator and the northern Tropics. In EXPC4, the gradient reaches further

north than in EXPALL due to the extensive vegmax in Region 1 that is accompanied by

a moistening of the atmosphere and a surface warming because LH cannot compensate

the excess absorbed solar energy due to lower albedo. As a results, the ITCZ, the AEJ,

and consequently the core of the rain belt shift northward, leaving the southernmost part

of the domain comparatively dry. In accordance with literature, a northward shift and

weakening of the AEJ is associated with wetter conditions in the Sahel and a northward

shift of the rain belt. The moderate effects on atmospheric features in EXPTE,C4 reflect

the relatively small changes in land surface properties. The slight northward shift of the

ITCZ can be explained with the northward expansion of the meridional temperature and

moisture gradient due to higher vegmax in Region 1, similar to EXPC4. Complementary,

the overall lower vegmax in EXPSRG,C4 accompanied by a reduction in the meridional

atmospheric moisture and temperature gradient causes a southward shift of the ITCZ,

the AEJ and the core of the rain belt. In accordance with literature, a more equator-

ward position of the AEJ is associated with dry conditions over the Sahel. However, the

weakening of the AEJ and the TEJ is usually linked to wetter conditions which is not

the case in EXPSRG,C4. This could be attributed to the low water recycling efficiency

of vegetation compared to EXPALL, especially due to SRG, which implies less release

of latent heat in the atmosphere which in turn decreases convection (Texier et al., 2000).

The different vegetation modes in the V–P diagrams indicate that factors other than

P can affect vegmax in coupled simulations. Two important additional factors appear

upon closer inspection of the non-dominant branches. First, the lower branches in all

simulations represent grid cells in mountainous regions where shallow soils (in JSBACH)

are not capable of holding water and therewith impede plant growth despite high P .

In EXPALL, SRG and C4 establish and the branch resembles the main branch of

EXPSRG,C4. In EXPC4 and EXPTE,C4, these grid cells are dominated by C4. Second,

in regions where temperatures of the coldest month fall below the threshold of TE/TD

(15.5◦ C), these tropical PFTs cannot establish thereby favoring the dominance of other

PFTs, namely C4 in EXPTE,C4 and SRG and C4 in EXPALL. This in turn alters

vegmax according to their respective properties. Thus, alternative branches are alike the

dominant branches of the simulations with the corresponding composition.
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The differences in initial vegmax are qualitatively in accordance with the previous chap-

ters. Just as in Chapter 1, the effective feedback between vegetation and precipitation

emerges from the interacting properties of prevailing plant types. These properties are

in the conceptual model condensed in the effective leaf area Li and in JSBACH imple-

mented as PFT land surface parameters and photosynthetic parameters. The stronger

positive the feedback, the larger the enhancing effect on background P and the larger

the resulting vegmax. In combined interaction with P , sensitive plant types benefit from

additional water and a more life-sustaining environment, whereas resilient plant types

suffer from competition. Regarding Chapter 2, the extent of vegetation depending on

involved PFTs and their respective productivities is qualitatively comparable with the

results presented in this chapter despite feedbacks with the atmosphere were not taken

into account in offline simulations. This indicates that in equilibrium in a high P regime,

the effect of plant composition is even more decisive for the extent of vegetation cover

than the feedback with the atmosphere.

The V–P diagrams in Fig. 3.5 support the assumption underlying the analysis in Chap-

ter 1 that P is a good measure for vegetation growth. Most grid cells are located on the

dominant branches that represent the P -limited regime. As mentioned in Chapter 1, P

is eventually not sufficient to determine vegmax because factors other than P – lacking

in the conceptual model – might be of importance for the local vegetation response.

These cases are represented by additional branches in the V–P diagrams in Fig. 3.5.

The attempt to create V–P diagrams for offline simulations in Chapter 2 did not pro-

vide interpretable results. Due to the chosen set up that implies minimum P � 0

for the whole simulation period, it was not possible to derive continuous data series.

Therefore, I forgo discussing the relationship between P and vegmax in transient offline

simulations here.

In summary, PFT diversity and composition significantly affect land surface parame-

ters, hydrological cycle, surface energy budget, and large scale atmospheric circulations

patterns in coupled ECHAM6/JSBACH simulations, and consequently the extent of the

“green” Sahara during the AHP. PFT composition is more decisive for the interaction

with the atmosphere than vegmax and higher vegmax is not necessarily associated with

higher P but determined by the properties of the prevailing PFTs. The V–P diagrams

underline how competition affects the extent of vegmax during the AHP but also show

that factors other than P can affect vegmax in coupled simulations.
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3.4 Effects of PFT diversity on the transition from the

“green” Sahara to the “desert” state

3.4.1 Results

For a first estimate of regional transition patterns from the “green” Sahara (8 ky) to

the “desert” state (0 ky), I subtract 100-year averages of consecutive time slices for all

simulations and compare the resulting transition maps of precipitation P and vegetation

cover fraction vegmax in the study domain (12 to 34◦ N, -15 to 40◦ E). Note that this

analysis does not represent the transient changes of vegetation extent and precipitation

over the last 8000 years but provides an estimate of possible different states for a se-

ries of external forcings. As the time scales of the simulated vegetation dynamics and

atmospheric processes are much shorter than the simulated periods, this approach is

legitimate for this study.

Fig. 3.6 exemplarily shows transition maps of P and vegmax from EXPALL (see appendix

for EXPC4, EXPTE,C4, EXPSRG,C4). At the first glance, it is notable that the western

part of the study domain experiences a stronger reduction of P than the eastern part

in all periods in EXPALL (Fig. 3.6, left column). On closer inspection, the pattern of

P decline shifts from northeast to southwest indicating a southward shift of the tropical

rain belt by about 2◦ latitude per period. A slight P increase at the southwestern

coast in the first two periods before P starts decreasing in concert with the rest of the

domain supports this indication. The magnitude of P decline ranges from less than

50 mm (2 ky)-1 in the northern part of the domain to more than 200 mm (2 ky)-1 at

the latitudes of maximum change between 12 and 20◦ N, with single cells in the western

part reaching up to 250 mm (2 ky)-1. vegmax follows the pattern of P decline with a

latitudinal offset of around 2◦ to the north, reaching maximum rates of decrease from

0.1 to 0.2 (2 ky)-1 in the transition zone between desert and savanna. This transition

zone shifts southward from 18 to 22◦ N at 8 ky to around 14 to 20◦ N at 0 ky (Fig. 3.6,

right column). The almost constant slopes of P and vegmax decline in the latitudes of

maximum change in all periods indicate a gradual transition from the “green” Sahara

to the “desert” state.
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Figure 3.6: Rates of transition from the “green” Sahara to the “desert” state for
precipitation P (left column) and vegetation cover fraction vegmax (right column) of
a simulation with the standard PFT set up (EXPALL), including Tropical Evergreen
Tree (TE), Tropical Deciduous Tree (TD), Extratropical Evergreen Tree (eTE), Extra-
tropical Deciduous Tree (eTD), Shrub Raingreen (SRG), Shrub Deciduous (SD), C3
Grass (C3), C4 Grass (C4). Plots depict differences between consecutive time slices:

6 ky-8 ky (a, b), 4 ky-6 ky (c, d), 2 ky-4 ky (e, f), and 0 ky-2 ky (g, h).
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The simulations with lower PFT diversity (EXPC4, EXPTE,C4, EXPSRG,C4) show

qualitatively similar patterns of P and vegmax decline in terms of northeast to south-

west shift of the most changing region (see appendix). However, the timing and rate

of transition substantially differ between simulations with different PFT compositions.

For the quantitative comparison of all simulations, I condense the information of the

transition maps by calculating zonal means of P and vegmax and subtract the values of

consecutive time slices, in the following referred to as ∆Pi and ∆vegmax,i for all simula-

tions i. Fig. 3.7 illustrates that the maximum as well as the time evolution of ∆Pi and

∆vegmax,i considerably differ between simulations.

Just as described above for the transition maps, the patterns of change shift in EXPALL

gradually southward by 2◦ latitude per period (Fig. 3.7a). ∆vegmax,ALL follows the

symmetric pattern of ∆PALL with a meridional offset of around 2◦ to the north, reaching

maximum rates of decrease in the transition zone between desert and savanna between

4 and 0 ky (Fig. 3.7b). This indicates that vegetation does not respond directly to

changes in P but declines when a threshold is reached at low P rates. The evolutions

of ∆PC4 and ∆vegmax,C4 indicate a delayed but sharpened transition in the simulation

without woody PFTs compared to EXPALL (Fig. 3.7c, d). The decline of precipitation

starts slowly between 8 and 6 ky with rates 50% lower than in EXPALL. Between 6

and 2 ky however, ∆PC4 sharply increases to up to 200 mm (2 ky)-1, corresponding to

an acceleration of more than 40%. Afterwards, ∆PC4 drops to values similar to, or even

lower than in EXPALL. ∆vegmax,C4 follows the southward retreat of ∆PC4 reaching its

peak between 6 and 2 ky with maximum rates of up to 0.33 (2 ky)-1, which is more than

twice as fast as ∆vegmax,ALL. Before and after this peak, the vegetation decline is of a

similar magnitude as in EXPALL. EXPTE,C4 depicts a response very similar to EXPC4

but considerably intensified (Fig. 3.7e, f). The major precipitation decline is limited to

the period between 6 and 4 ky with ∆PTE,C4 reaching maximum values of up to 240 mm

(2 ky)-1, which is nearly twice as fast as ∆PALL. After 4 ky, the rate of precipitation

decline drops to values similar to, or lower than in EXPALL. ∆vegmax,TE,C4 follows the

southward retreat of ∆PTE,C4 and correspondingly, the major vegetation decline occurs

between 6 and 4 ky with ∆vegmax,TE,C4 amounting to maximally 0.32 (2 ky)-1, which

is more than twice as fast as ∆vegmax,ALL. Not only the temporal response is sharper,

but also the band of major changes is latitudinally more confined than in EXPALL.
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Figure 3.7: Zonally averaged rates of transition from the “green” Sahara to the
“desert” state for precipitation ∆Pi (left column) and vegetation cover fraction
∆vegmax,i (right column) for simulations i: EXPALL (a, b) includes all standard PFTs
(Tropical Evergreen Tree (TE), Tropical Deciduous Tree (TD), Extratropical Evergreen
Tree (eTE), Extratropical Deciduous Tree (eTD), Shrub Raingreen (SRG), Shrub De-
ciduous (SD), C3 Grass (C3), C4 Grass (C4)), EXPC4 (c, d), EXPTE,C4 (e, f), and

EXPSRG,C4 (g, h).
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By contrast, EXPSRG,C4 shows a delayed but smoothed transition from the already

“browner” initial state at 8 ky to the “desert” state at 0 ky compared to EXPALL

(Fig. 3.7g, h). Between 6 and 4 ky, the rate of ∆PSRG,C4 lies in a similar range as ∆PALL;

before and after this period, the precipitation decline is even slower. ∆vegmax,SRG,C4

shows an exceptional behavior with a slow but non-monotonous southward shift of the

most changing latitudes.

It remains to explore if the relationships between precipitation and vegetation change

over time. The squares in Fig. 3.5 depict the relationships between Pi and vegmax,i at

0 ky including all grid cells in the study domain to cover the full P spectrum. The

comparison to 8 ky (Fig. 3.5, dots) reveals that the relationships do not change qualita-

tively over time. Similar to the status at 8 ky, multiple vegetation modes, differentiated

by the most limiting factor in the corresponding grid cells (precipitation, unfavourable

soil conditions, bioclimatic limits; see Sec. 3.3.2), exist for the same P regimes in all

simulations. However, the number of grid cells per branch alters in favour of the C4

dominated branches at 0 ky, and the boundaries of the branches become fuzzier.

3.4.2 Discussion

The transition from a wet “green” state to a dry “desert” state is in all simulations

associated with a time-transgressive southward shift of the tropical rain belt from the

mid-Holocene to present day. This trend is in accordance with hydrological reconstruc-

tions (Shanahan et al., 2015). The explanation for differences in timing and magnitude

of vegetation and precipitation decline between simulations with different PFT compo-

sitions is twofold.

The first part of the explanation lies in dissimilar initial precipitation and vegetation

cover fraction values. High initial values of Pi and vegmax,i in EXPC4 and EXPTE,C4 in

the transition zone between desert and savanna imply a large gradient between “green”

and “desert” state and therewith inherit a larger potential for high ∆Pi and ∆vegmax,i

than EXPALL and EXPSRG,C4 (see Sec. 3.4).

The second part of the explanation lies in the disparate relationships between precipita-

tion and vegetation cover fraction depicted in the V–P diagrams, and in the associated

different sensitivities to precipitation decline. The constant relationships between Pi
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and vegmax,i over time indicate that vegmax,i “moves” left along the branches in the

V–P diagrams when Pi declines. Within a certain precipitation range, vegmax,i is not

affected by a precipitation reduction until the threshold of maximum cover is reached.

The position of this threshold is determined by the ratio of involved PFTs resulting from

competition, their productivities and capabilities to suppress desert expansion (derived

from Eq. 2.7, 2.8). Looking at the dominant branches, C4 with its high specific leaf area

(see Tab. 2.1) and accordingly “cheap” leaves reaches a vegmax of 1.0 with the lowest

P in single growth. EXPSRG,C4 represents the other extreme never reaching a vegmax

of 1.0 under the given P regime. SRG’s comparatively low productivity to produce

“expensive” leaves together with its dominance over C4 impedes extensive plant growth

(see Sec. 2.3.3). Only in the southernmost latitudes of the study domain a vegmax close

to 1.0 can be achieved. Non-dominant branches depict grid cells where the number of

PFTs is altered due to limitations other than P such as unfavourable soil conditions or

bioclimatic limits (see Sec. 3.3.2), and the thresholds are alike the main branches of the

corresponding composition. When the threshold of maximum cover is reached, vegmax,i

starts to decrease according to the slope of the branch. If the threshold value is low, the

slope of the branch is steep, and vegmax,i drops abruptly with a small precipitation de-

cline. If the threshold value is higher, the slope is shallower, and vegmax,i retreats more

gradually. With further precipitation decline below the threshold, not only the total

vegetation cover decreases, but the PFT composition changes as well. PFTs with high

moisture requirements cannot sustain growth and are consequently replaced by more

drought resistant PFTs. The alteration in PFT composition implies that the relation-

ship between P and vegmax changes in the respective grid cell, which can be observed

in the V–P diagrams. When PFT composition changes, the grid cell value “jumps” to

another branch and follows its trajectory with further P decrease. This jump happens

most obviously in EXPSRG,C4. When SRG disappears after 4 ky and thereby allows C4

to establish (see Fig. 3.7), affected grid cells shift to the upper branch in the diagram,

which resembles the main branch of EXPC4, and reach a higher vegmax with the same

P . This shift also explains the non-monotonous vegetation retreat in Fig. 3.7h. Hence,

the regional response is determined by the dominant branch, therewith sharp in EXPC4

and EXPTE,C4, gradual in EXPALL, and very shallow in EXPSRG,C4.
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The presented results are qualitatively in accordance with Chapter 1 by confirming

that the growth ranges of plant types in semi-arid regions are mainly constrained by

P thresholds, and that the sensitivities of plant types are reflected in the slopes of the

V–P diagrams. The buffering effect of higher plant diversity on vegmax and P described

in Chapter 1 can be observed in EXPALL despite the underlying causes differ (see

Sec. 2.2.4). Namely, EXPALL depicts a gradual decrease of both variables compared to

the sharp decline in EXPC4 and EXPTE,C4. At the same time, the smooth transition

in EXPSRG,C4 underlines once more that plant composition is more important than

the absolute number of plant types, and that an increase in plant diversity does not

necessarily stabilize the climate–vegetation system.

Regarding Chapter 2, coupled simulations show the same qualitative effect of PFT di-

versity on initial vegmax and transition rate, but the fast retreat of vegetation as a

response to gradual P forcing cannot be observed. This can partly be attributed to the

overall shallower P gradient between start and end in the coupled simulations. More-

over, this highlights the effect of coupling between a diverse terrestrial biosphere and

atmosphere proposed by Claussen et al. (2013): by allowing combined interaction with

the atmosphere, plant types “could give rise to a gradual decline and stability properties

that are similar to a stable system” while“ the specific composition of vegetation is the

explanation for this weak feedback.”

In summary, all simulations show a transition from a wet “green” state to dry “desert”

state depicting a time-transgressive southward shift of the tropical rain belt from the

mid-Holocene to present day. The rate and timing of transition is determined by the

ratio of involved PFTs resulting from competition, their productivities and capabilities

to suppress desert expansion. PFT composition is more important than the total number

of occurring PFTs and an increase in plant diversity does not necessarily increase the

stability of a climate–vegetation system. Thus, the introduction or removal of a single

PFT can bring about significant impacts on the simulated climate–vegetation system

stability and the system response to changing external forcing.
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3.5 Limitations

The main limitation for studying effects of PFT diversity on the transition from the

“green” Sahara to the “desert” state is that the simulations were not performed tran-

siently but as time slices run into equilibrium. This set up implies vegetation being

permanently in equilibrium with climate. In reality, the delayed response of vegetation

allows several potential transient conditions to exist before biodiversity slowly attains

equilibrium (Vellend et al., 2006; Diamond, 1972; Brooks et al., 1999).

The prescription of constant SST and SIC does not give the full system response since

the air/sea temperature gradient is the fundamental driver of the monsoon. Obser-

vational studies (e.g. Lamb, 1978; Hastenrath, 1984; Folland et al., 1986) as well as

modelling approaches (e.g. Druyan, 1991; deMenocal & Rind, 1993; Kutzbach & Liu,

1997; Ganopolski et al., 1998; Braconnot et al., 1999; Rodriguez-Fonseca et al., 2011)

demonstrated that P patterns of the WAM are very sensitive to SST changes in differ-

ent ocean basins, especially in the adjunct north Atlantic. However, Ganopolski et al.

(1998) proposed that major P changes in the subtropics arise from a strong positive

feedback between vegetation and P , while the role of changes in oceanic temperature

is ambiguous. Besides, the described set up ignores other forcings that might produce

shorter period climatic changes (<100 years) such as volcanoes.

Another factor excluded in the presented study is the extend of palaeo lakes and wetlands

reconstructed for the AHP (Hoelzmann et al., 1998; Kröpelin et al., 2008; Lézine et al.,

2011). Previous modelling studies suggested that open-water surfaces in the present day

Sahara and Sahel region could have strongly affected climate during the AHP (Coe &

Bonan, 1997), “regionally more than doubling the simulated precipitation rate” (Krinner

et al., 2012).

The modification of PFT diversity only in the study domain causes boundary effects that

influence the larger scale dynamics, especially at the southern edge of the domain. Since

the region most affected by changes in PFT composition, namely the transition zone

between savanna and desert, lies further north, I assume that these boundary effects do

not affect the quality of the results.

As already mentioned in Chapter 2, another shortcoming is that the soil map in JSBACH

was initially not adjusted to AHP but reflected present day conditions. Due to lack of
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paleosol data, I was obliged to assume that the soil characteristics have not changed

during the considered period. Soils in the present day Sahara have a very low water

holding capacity making growth difficult for PFTs with high moisture requirements

even though provided precipitation is sufficient. Given a higher availability of paleosol

data, the consideration of soil reconstructions to create model input could partly solve

this problem, but points straight to a further limitation: the non-dynamic handling of

physical land/soil characteristics. Various studies highlighted the impact of physical land

characteristics on climate, including either land albedo (Bonfils et al., 2001; Levis et al.,

2004; Schurgers et al., 2007; Vamborg et al., 2011), soil texture and maximum water-

holding field capacity (Wang, 1999; Levis et al., 2004), or the combined effect (Stärz

et al., 2016). Vamborg et al. (2011) proposed a dynamic background albedo scheme for

JSBACH that models the background albedo as a slowly changing function of organic

matter in the ground and of litter and standing dead biomass covering the ground. The

disadvantage of this scheme is that soil carbon pools require a long spin up time to reach

equilibrium, which could not be realized in the presented thesis due to computation and

time limitations. Asynchronous coupling of a dynamic soil scheme to MPI-ESM showed

that computed changes lead to significant amplification of positive feedbacks during

the mid-Holocene (Stärz et al., 2016). The implementation of such a dynamic scheme

could improve the representation of soil-climate feedbacks, and since soil properties are

impacted by the present vegetation, this could reveal additional effects of variations in

plant diversity. Additional interesting processes in this context are pedogenesis (see

Minasny et al. (2008) for a review on quantitative models for pedogenesis) and soil

degradation.

The distribution of initial vegetation cover fractions might have an impact on the result-

ing vegetation state. Previous studies showed that depending on initial vegetation cover,

the climate–vegetation system might converge towards different stable states (Claussen,

1994; Claussen & Gayler, 1997; Claussen et al., 1998; Brovkin et al., 1998; Bathiany

et al., 2012). This potential for multiple equilibria was not considered here, all simula-

tions started with the same desert distribution.

Finally, as extensively discussed in Chapter 2, the PFT set in JSBACH – designed for

global application – has only a limited applicability for detailed studies on the role of

plant diversity in subtropical semi-arid regions.



Chapter 3 104

3.6 Summary and conclusions

In this chapter, I have presented results from coupled ECHAM6/JSBACH simulations

with different PFT compositions to show how precipitation could have been affected

by plant diversity during the AHP and how the interaction between vegetation and

atmosphere could have influenced the stability of the “green” Sahara and the transition

to the “desert” state.

In simulations with AHP boundary conditions, PFT diversity and composition signifi-

cantly affected the extent of vegetation which in turn impinged land surface parameters,

water cycling and the surface energy budget. Remarkably, these changes had not only

local consequences but significantly altered large scale atmospheric circulation patterns

indicating a strong feedback between terrestrial biosphere and atmosphere.

However, at variance with the hypothesis of positive climate–vegetation feedback (Klei-

don et al., 2000), higher vegmax was not necessarily associated with higher P ; properties

of the predominant PFTs – especially albedo, surface roughness length and transpiration

capacity – were more decisive for the interaction with the atmosphere than the extent of

vegmax. The sign of change was strongly region dependent since the prevailing regional

climate determined which PFTs could establish and thus how the alteration of PFTs

changed climate–vegetation interaction. The positions of ITCZ, SHL, and AEJ were in

all simulations determined by the extent of the meridional temperature gradient between

the equator and the northern Tropics. In accordance with literature, a northward extent

of vegmax,C4 was in conjunction with a northward shift of the ITCZ, the AEJ and the

rain belt, whereas a southwards retreat of vegmax,SRG,C4 was linked to a southward shift

of the ITCZ, the AEJ and the rain belt. Multiple branches in the V–P diagrams repre-

sented regions that experienced different limitations, the main branch representing the

P -limited regime, the additional branches depicting grid cells where bioclimatic limits

or unfavorable soil conditions limited plant growth.

Differences in initial vegmax were qualitatively in accordance with the previous chapters.

Just as in Chapter 1, the stronger positive the climate–vegetation feedback emerging

from plant properties, the larger the enhancing effect on background P and the more

extensive the resulting vegetation fraction. In combined interaction with P , sensitive

plant types benefited from additional water and a more life-sustaining environment,
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whereas resilient plant types suffered from competition. Despite feedbacks with the

atmosphere were not taken into account in Chapter 2, the differences in vegetation

extent were qualitatively comparable with the results presented in this chapter. This

indicates that in equilibrium in a high P regime, the effect of plant composition is even

more decisive for the extent of vegetation cover than the feedback with the atmosphere.

The V–P diagrams supported the assumption implicit in the analysis presented in Chap-

ter 1 that P is a good measure for vegetation growth in semi-arid regions. Most grid

cells were located on the dominant branch that represented the P -limited regime. The

additional branches captured factors other than P – lacking in the conceptual model –

which were of importance for the local vegetation response. The attempt to create V–P

diagrams for offline simulations in Chapter 2 did not provide interpretable results. Due

to the chosen set up that implies minimum P � 0 for the whole simulation period, it

was not possible to derive continuous data series.

Towards the end of the AHP, all simulations showed a transition from a wet “green”

state to dry “desert” state depicting a time-transgressive southward shift of the tropical

rain belt from the mid-Holocene to present day. Similar to the initial vegmax (8 ky), the

rate and timing of transition were no universal properties of a certain region but deter-

mined by the ratio of involved PFTs resulting from competition, their productivities and

capabilities to suppress desert expansion. PFT composition was more important than

the total number of occurring PFTs and an increase in plant diversity did not necessarily

increase the stability of a climate–vegetation system. The introduction or removal of

only a single PFT drastically affected the simulated climate–vegetation system stability

and the system response to changing external forcing.

The presented results were qualitatively in accordance with Chapter 1 by confirming

that the growth ranges of plant types in semi-arid regions are mainly constrained by

P thresholds, and that the sensitivities of plant types are reflected in the slopes of the

V–P diagrams. The buffering effect of higher plant diversity on vegmax and P described

in Chapter 1 could be observed in EXPALL despite the underlying causes differed (see

Sec. 2.2.4). Namely, EXPALL depicted a gradual decrease of both variables compared to

the sharp decline in EXPC4 and EXPTE,C4. At the same time, the smooth transition

in EXPSRG,C4 underlined once more that plant composition is more important than
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the absolute number of plant types, and that an increase in plant diversity does not

necessarily stabilize the climate–vegetation system.

Regarding Chapter 2, coupled simulations showed the same qualitative effect of plant

diversity on initial vegmax and transition rate, but the fast retreat of vegetation as a

response to gradual P forcing could not be observed. This could partly be attributed

to the overall shallower P gradient between start and end in the coupled simulations.

Moreover, the qualitative similarity indicated that the effect of plant composition was

even more decisive for the timing, magnitude, and rate of transition from the “green”

Sahara to the “desert” state than the feedback with the atmosphere.

In summary, this chapter highlighted that the choice of PFTs as well as their representa-

tion in JSBACH can significantly affect simulated climate–vegetation interaction during

the AHP, the extent of the “green” Sahara, and the timing and rate of transition to the

“desert” state. PFT diversity should therefore be taken into account in future studies.
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Summary

The timing and abruptness of vegetation decline towards the end of the African Humid

Period (AHP) has been studied and debated by various working groups using a wide

range of models and palaeo-proxy reconstruction approaches. While some studies indi-

cated an abrupt collapse of vegetation at the end of the AHP, others suggested a gradual

decline. The potential effect of plant diversity on the strength of climate–vegetation feed-

back proposed by Claussen et al. (2013) has so far been omitted in modelling studies on

climate–vegetation interaction towards the end of the AHP.

To close this gap, this thesis explored the role of plant diversity in simulated climate–

vegetation interaction in models of different complexity, from the conceptual approach

by Claussen et al. (2013) to the Dynamic Global Vegetation Model JSBACH, the land

component of MPI-ESM1. Therewith, I aimed at contributing to the understanding of

the role plant diversity plays in simulated climate–vegetation interaction and at shedding

light into the discussion on the importance of climate–vegetation feedback towards the

end of the AHP.

In the first chapter, I assessed the conceptual model by Claussen et al. (2013) from

an ecological point of view, and provided an improved version that accounts for the

diversity of AHP plant types as it was reconstructed from pollen by Hély et al. (2014).

Therewith I addressed the first question:

Is the approach by Claussen et al. (2013) ecologically reasonable and do the conclusions

hold if the model was adjusted to AHP vegetation reconstructed from pollen?

107
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In the light of recently published pollen data and the current state of ecological literature,

the conceptual model by Claussen et al. (2013) reproduces the main features of different

plant types interacting together with climate, but it does not capture the reconstructed

diversity of AHP vegetation. Especially tropical gallery forest taxa, indirectly linked

to local precipitation, are not appropriately represented. With a new model version

adjusted to AHP vegetation, I could simulate a diverse mosaic-like environment as re-

constructed from pollen, and I observed the stabilizing effect of high functional diversity

on vegetation cover and precipitation proposed by Claussen et al. (2013). Sensitivity

studies with different combinations of plant types highlighted the importance of plant

composition on system stability, and revealed the stabilizing or destabilizing potential

a single plant type may inherit. The model’s simplicity limits its application; however,

it provides a useful tool to study the roles of real plant types in an ecosystem and their

combined climate–vegetation feedback under changing precipitation regimes.

Since further complication of the conceptual model might have added relatively low gain

of understanding, I stepped for further investigations in Chapter 2 towards the more

sophisticated, comprehensive land surface model JSBACH and addressed the second

question:

How is plant diversity represented in the comprehensive land surface model JSBACH

and how do variations in plant diversity affect the vegetation response to a prescribed

precipitation decline?

The assessment of plant diversity in JSBACH illustrated that the PFT set in JSBACH

– designed for global application – is not capable to capture AHP plant types in terms

of moisture requirements, species diversity or ratios between physiognomic types after

White (1983). The model cannot depict mosaic-like environments and galley forests as

reconstructed from pollen. However, as a process-based model JSBACH offers the pos-

sibility to represent functional plant types accounting for a range of properties and sim-

ulate their competition. Offline simulations with different PFT compositions confirmed

that high PFT diversity can smooth the vegetation response to a – here prescribed lin-

ear – precipitation decline. Eventually, the steepness of vegetation decline depended on

the composition rather than on the number of PFTs. A very important player in this

context was the PFT “Raingreen Shrub” which put high competitive pressure on other

PFTs and acted as a desert promoter.
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To complete the storyline, I presented in the third chapter coupled ECHAM6/JSBACH

simulations with different degrees of PFT diversity to address the third question:

How does plant diversity in JSBACH in turn affect precipitation in coupled

ECHAM6/JSBACH simulations and what consequences result for the stability of the

“green” Sahara and the transition to the “desert” state?

In simulations with AHP boundary conditions, PFT diversity and composition signifi-

cantly affected simulated climate–vegetation interaction and thereby modified the extent

of the “green” Sahara. Remarkably, the introduction or removal of a single PFT drasti-

cally affected the vegetation extent. An unforeseenly strong influence had the marginal

PFT “Raingreen shrub” (SRG) which was previously expected to be of minor impor-

tance in PFT competition. Changes in vegetation cover in turn impinged land surface

parameters, water cycling and the surface energy budget. These changes had not only

local consequences but significantly altered large scale atmospheric circulation patterns

indicating a strong feedback between terrestrial biosphere and atmosphere. However,

at variance with the hypothesis of positive climate–vegetation feedback, higher pre-

cipitation was not necessarily associated with a higher vegetation cover fraction, but

determined by the properties of prevailing PFTs, thus PFT composition.

Towards the end of the AHP, all simulations showed a transition from a wet “green”

state to dry “desert” state depicting a time-transgressive southward shift of the tropical

rain belt from the mid-Holocene to present day. Similar to the AHP vegetation extent,

the rate and timing of transition were determined by the ratio of involved PFTs result-

ing from competition, their productivities and capabilities to suppress desert expansion.

PFT composition was more important than the total number of occurring PFTs and

an increase in plant diversity did not necessarily increase the stability of a climate–

vegetation system. The introduction or removal of a single PFT drastically affected the

simulated climate–vegetation system stability and the system response to changing ex-

ternal forcing. Therewith the presented results once more substantiated the conclusions

from Claussen et al. (2013).
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Future research perspectives

As mentioned above, the PFT set in JSBACH – designed for global application – has only

a limited applicability for detailed studies on the role of plant diversity in subtropical

semi-arid regions. In the following, I recapitulate the main shortcomings and suggest

possible solutions for further studies.

The static set of discrete PFT parameters does not cover the range of taxa categorized

as one PFT and disregards phenotypic plasticity. An elegant solution is the flexible

handling of PFT traits. Verheijen et al. (2013, 2015) allowed several plant traits to

vary within PFTs to investigated the impact of trait variability through observed trait-

climate relationships on the performance of JSBACH. Simulations with variable traits

reached a closer match with a natural vegetation map than default simulations, and

showed that including ecologically based trait variation in PFTs reduces the projected

land carbon sink. “The suggested approach, based on such data and concepts, reflects

vegetation acclimation and adaptation to the environment, and will help enable more

reliable modelling of vegetation behaviour under unknown climates”(Verheijen et al.,

2013).

Some plant types relevant in north Africa are not covered with the PFT set in JSBACH,

such as high perennial grasses and dry forest trees including gallery forest trees. Such

PFTs could be designed and implemented based on observed vegetation. For perennial

grasses, an adjustment of height and maximum leaf area index as well as the imple-

mentation of carbon storage pools would be necessary. Further, it has to be considered

that tall grasses are more competitive for light but also more dependent on disturbances

such as fire. The implementation of monsoon trees would imply an adjustment of the

phenology, namely a decoupling of leaf formation from precipitation as well as an op-

portunistic leaf shedding. Dry forest trees exhibit three different strategies to optimize

photosynthetic gain with a relatively short, wet growing season: First, leaf-exchanging

species shed old leaves during the early dry season accompanied or immediately followed

by bud break and expansion of new leaves. The timing varies considerably among con-

specific individuals depending on soil water availability and inter-annual variation in the

last major rain of rainy season (Rivera et al., 2002; Singh & Kushwaha, 2005; Elliott

et al., 2006). This strategy is represented by riparian and upland evergreens, and semi-

evergreens (De Bie et al., 1998). Second, deciduous species dehydrate strongly during
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the early dry season, remain leafless for 3 to 5 months and rapidly rehydrate with the

first wet season rainfalls of 20 to 30 mm. “The variability and patchiness of the rainfall

causes large variation in the timing of leafing between years and among trees at differ-

ent microsites in a landscape.”(Elliott et al., 2006). Third, spring-flushing species form

leaves 1 to 2 months before the first monsoon rains induced by increasing day length

(Rivera et al., 2002; Elliott et al., 2006). This strategy is highly synchronised among all

conspecific trees in a landscape and varies minimally between years.

Sub-grid heterogeneity and plant diversity such as mosaic-like assemblages or gallery

forests cannot be depicted in the JSBACH version used in the present study because most

physical surface and soil processes, including the calculation of surface fluxes, surface

temperature and soil moisture content, are modelled based on grid mean values. This

problem could be addressed with a new approach that accounts for spatial sub-grid scale

heterogeneity in ECHAM6/JSBACH. de Vrese (2015) presented the VERTEX scheme

which provides a framework for relating atmospheric spatial sub-grid scale heterogeneity

to the causative spatial sub-grid scale heterogeneity at the surface and the reference

height above ground.

The definition of bioclimatic limits prevents tropical PFTs from establishment in areas

where reconstructions indicate their presence during the AHP (Hély et al., 2014). Since

it was cooler in parts of north Africa during the AHP, temperatures of the coldest month

fall in these regions below 15.5◦C, the bioclimatic limit for tropical PFTs (TE, TD), and

thus prevent establishment. Although the definition of this limit is based on an empirical

relationship between mean temperatures of the coldest month and absolute minimum

temperature (frost occurrence) (Müller, 1982; Prentice et al., 1992), favorable microcli-

matic conditions could have allowed tropical taxa to establish. Another argument is

that there might have been taxa that were partially frost tolerant and could survive

short periods of freezing temperatures. A literature-based compilation of experimental

cold tolerance thresholds for leaves (evergreens), buds and twigs or stem illustrates that

“tropical evergreens show damage at - 1◦C or -2◦C. Many of the broad-leaved evergreens

can tolerate - 10 to -15◦C, with a few able to survive -20◦C” (Harrison et al., 2010).

Test simulations indicate that lowering this bioclimatic limit to 10◦C allows vegetation

to expand further northward under 8 ky conditions than with the standard set up (see

appendix). Consequently, tropical trees outcompete shrubs in the transition zone be-

tween desert and savanna which in turn favors the expansion of vegetation as described
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earlier in Chapter 2 and Chapter 3. With the significant increase of vegetation cover

fraction north of 20◦N, the simulation reaches a closer match to reconstructions than

previous studies. However, the final choice of this bioclimatic limits, for already existing

PFTs or for additional new PFTs, requires further investigation.

Conclusions and implications

Remarkably, despite large differences in the underlying assumptions, all considered lev-

els of model complexity led to the same conclusions: high plant diversity could stabilize

a climate–vegetation system, but plant composition is the decisive factor for the system

response to changes in orbital forcing. In the light of these findings, climate–vegetation

feedback strength would not be a universal property of a certain region but depend on

the vegetation composition. This highlights that the choice of plant types/PFTs and

their representation in models significantly affect simulated climate–vegetation interac-

tion during the AHP, the extent of the “green” Sahara, and the timing and rate of

transition to the “desert” state. From this I conclude that accounting for plant diversity

in future studies – not only on palaeo climates – could significantly improve the un-

derstanding of climate–vegetation interaction in semi-arid regions, the predictability of

the vegetation response to changing climate, and respectively, of the resulting feedback

on precipitation. A better predictability of rainfall is of particular importance in the

Sahel as this region is extremely vulnerable to climate variability, ecologically as well as

socio-economically. According to the Fifth Assessment Report of the Intergovernmental

Panel of Climate Change (IPCC, 2014), the Sahel region experienced the strongest dry-

ing trend in the 20th century, and several studies highlighted the pronounced decadal

variability of precipitation with anomalously strong rainfall in the 1950s and early 1960s,

followed by a devastating dry period since the 1970s (see e.g. Folland et al., 1986; Nichol-

son, 2005). This climatic variability threatens the society living primarily from crops

and livestock. Future projections of Sahelian climate for the 21st century in CMIP5 cli-

mate model simulations showed a large spread in temperature increase over the Sahara

and North Atlantic and in the strengthening of low and mid-level winds, while rainfall

projections even disagreed in sign of change (Monerie et al., 2017). Therefore it is all the

more important that plant diversity, in the present thesis shown to have an influential

impact on north African climate, is appropriately represented in future studies.
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Figure A1: Transient dynamics of four African Humid Period (AHP) plant types in-
teracting individually (a–c) and together (d–f) with climate for DB = 0 mm yr-1. The
effective leaf areas Li and the corresponding precipitation amounts Pi are shown for the
Saharan type (red), Sahelian type (green), Sudanian type (blue) and Guineo–Congolian
type (light blue). Mean effective leaf area LS and the corresponding precipitation P
are calculated with the niche approach (black) (see Eq. 1.9). Simulations without back-
ground noise (a, e) include forward simulations (solid lines) and simulations backward
in time (dashed lines). Simulations with background noise are depicted in (b, e) for
Li and LS , and for precipitation P in (c, f). Thin lines show annual mean values and

thick lines show a 100-year running mean.
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Figure A2: Transient dynamics of four African Humid Period (AHP) plant types
interacting individually (a–c) and together (d–f) with climate forDB = 50 mm yr-1. The
effective leaf areas Li and the corresponding precipitation amounts Pi are shown for the
Saharan type (red), Sahelian type (green), Sudanian type (blue) and Guineo–Congolian
type (light blue). Mean effective leaf area LS and the corresponding precipitation P are
calculated with the niche approach (black) (see Eq. 9). Simulations without background
noise (a, e) include forward simulations (solid lines) and simulations backward in time
(dashed lines). Simulations with background noise are depicted in (b, e) for Li and LS ,
and for precipitation P in (c, f). Thin lines show annual mean values and thick lines

show a 100-year running mean.
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Figure A3: Transient dynamics of four African Humid Period (AHP) plant types in-
teracting individually (a–c) and together (d–f) with climate for DB = 100 mm yr-1. The
effective leaf areas Li and the corresponding precipitation amounts Pi are shown for the
Saharan type (red), Sahelian type (green), Sudanian type (blue) and Guineo–Congolian
type (light blue). Mean effective leaf area LS and the corresponding precipitation P
are calculated with the niche approach (black) (see Eq. 9). Simulations without back-
ground noise (a, e) include forward simulations (solid lines) and simulations backward
in time (dashed lines). Simulations with background noise are depicted in (b, e) for
Li and LS , and for precipitation P in (c, f). Thin lines show annual mean values and

thick lines show a 100-year running mean.
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Figure A4: Transient dynamics of four African Humid Period (AHP) plant types in-
teracting individually (a–c) and together (d–f) with climate for DB = 150 mm yr-1. The
effective leaf areas Li and the corresponding precipitation amounts Pi are shown for the
Saharan type (red), Sahelian type (green), Sudanian type (blue) and Guineo–Congolian
type (light blue). Mean effective leaf area LS and the corresponding precipitation P
are calculated with the niche approach (black) (see Eq. 9). Simulations without back-
ground noise (a, e) include forward simulations (solid lines) and simulations backward
in time (dashed lines). Simulations with background noise are depicted in (b, e) for
Li and LS , and for precipitation P in (c, f). Thin lines show annual mean values and

thick lines show a 100-year running mean.
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Figure A5: Transient dynamics of mean effective leaf area LS of four African Humid
Period (AHP) plant types interacting together with climate, and the corresponding
precipitation P for different feedback sensitivity coefficients DB . Simulations with
background noise are depicted in (a–d) for LS , and for mean annual precipitation P
in (e–h) for DB = 0 mm yr-1 (red), DB = 50 mm yr-1 (green), DB = 100 mm yr-1

(blue), and DB = 150 mm yr-1(black). Without feedback between vegetation and
precipitation (a, e), LS and corresponding P decrease almost linearly. Low feedback
coefficients (b, f) result in a non-linear but gradual decline of LS and corresponding P
with small fluctuations. The higher DB , the stronger the amplitude of fluctuations and

the steeper the decline of LS and corresponding P .
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Figure A6: Mean effective leaf area LS of four African Humid Period (AHP) plant
types i interacting together with climate with different sets of specific climate feedback
coefficients DB

i . 30 simulations with different variations of DB
i in the range from 0 to

150 mm yr-1 are shown in gray, the ensemble mean is shown in black.
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Figure A7: Rates of transition from the “green” Sahara to the “desert” state for
precipitation P (left column) and vegetation cover fraction vegmax,i (right column) of

a simulation with C4 grass only (EXPC4).
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Figure A8: Rates of transition from the “green” Sahara to the “desert” state for
precipitation P (left column) and vegetation cover fraction vegmax,i (right column) of

a simulation with tropical evergreen tree (TE) and C4 grass (EXPTE,C4).
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Figure A9: Rates of transition from the “green” Sahara to the “desert” state for
precipitation P (left column) and vegetation cover fraction vegmax,i (right column) of

a simulation with Raingreen shrub (SRG) and C4 grass (EXPSRG,C4).
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Figure A10: Effects of the implementation of a tropical tree with modified bioclimatic
limits EXPTD,cold (minimum temperature of the coldest month reduced from 15.5 to
10◦C) at 8 ky. Plots show the difference between EXPTD,cold and the experiment
with the standard PFT set up (EXPALL) for vegetation cover fraction vegmax (a),
tree cover fraction (b), shrub cover fraction (c), grass cover fraction (d), precipitation
P (e), and horizontal wind fields in the monsoon layer (925 hPa, f). The comparison
illustrates that TDcold establishes in the transition zone between desert and savanna
at the expense of SRG. As the bioclimatic limit can be overcome, the tropical PFT
can establish and outcompete SRG due to its higher productivity. Consequently, C4
experiences less competitive pressure on short time scale which favors its expansion.
The “greening” of the transition zone results in a northward shift of the ITCZ (f) and

enhanced P in the whole study domain (e).
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Table A1: Plant functional types in the high plant diversity set up of JSBACH,
their woodiness type, associated time constants for establishment/mortality τ (in years)
(Reick et al., 2013), maximum carboxylation capacities Vmax,0 and electron transport
capacities Jmax,0 at 25 ◦C (in µmol (CO2) m-2 s-1) (Kattge et al., 2011). Photosynthe-
sis parameter are not available for C4 grasses since their photosynthesis is calculated

differently.

Plant Functional Type ID type τ Vmax,0 Jmax,0

Tropical evergreen tree 1 TE1 woody 10 20 38

Tropical evergreen tree 2 TE2 woody 20 20 38

Tropical evergreen tree 3 TE3 woody 30 20 38

Tropical evergreen tree 4 TE6 woody 10 30 57

Tropical evergreen tree 5 TE7 woody 20 30 57

Tropical evergreen tree 6 TE8 woody 30 30 57

Tropical evergreen tree 7 TE11 woody 10 40 76

Tropical evergreen tree 8 TE12 woody 20 40 76

Tropical evergreen tree 9 TE13 woody 30 40 76

Tropical evergreen tree 10 TE16 woody 10 50 95

Tropical evergreen tree 11 TE17 woody 20 50 95

Tropical evergreen tree 12 TE18 woody 30 50 95

Tropical evergreen tree 13 TE21 woody 10 60 114

Tropical evergreen tree 14 TE22 woody 20 60 114

Tropical evergreen tree 15 TE23 woody 30 60 114

raingreen shrub 1 SRG1 woody 5 30 57

raingreen shrub 2 SRG2 woody 10 30 57

raingreen shrub 3 SRG3 woody 15 30 57

raingreen shrub 4 SRG6 woody 5 50 95

raingreen shrub 5 SRG7 woody 10 50 95

raingreen shrub 6 SRG8 woody 15 50 95

raingreen shrub 7 SRG11 woody 5 70 133

raingreen shrub 8 SRG12 woody 10 70 133

raingreen shrub 9 SRG13 woody 15 70 133

raingreen shrub 10 SRG16 woody 5 90 171

raingreen shrub 11 SRG17 woody 10 90 171

raingreen shrub 12 SRG18 woody 15 90 171

raingreen shrub 13 SRG21 woody 5 110 209
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raingreen shrub 14 SRG22 woody 10 110 209

raingreen shrub 15 SRG23 woody 15 110 209

C3 grass 1 C31 non-woody 1 30 57

C3 grass 2 C32 non-woody 1 40 76

C3 grass 3 C33 non-woody 1 50 95

C3 grass 4 C34 non-woody 1 60 114

C3 grass 5 C35 non-woody 1 70 133

C3 grass 6 C36 non-woody 1 80 152

C3 grass 7 C37 non-woody 1 90 171

C3 grass 8 C38 non-woody 1 100 190

C3 grass 9 C39 non-woody 1 110 209

C3 grass 10 C310 non-woody 1 120 228

C4 grass 1 C41 non-woody 1 5 50

C4 grass 2 C42 non-woody 1 10 100

C4 grass 3 C43 non-woody 1 15 150

C4 grass 4 C44 non-woody 1 20 200

C4 grass 5 C45 non-woody 1 25 250

C4 grass 6 C46 non-woody 1 30 300

C4 grass 7 C47 non-woody 1 35 350

C4 grass 8 C48 non-woody 1 40 400

C4 grass 9 C49 non-woody 1 45 450

C4 grass 10 C410 non-woody 1 50 500

Tropical evergreen tree TE woody 30 39 74.1

Tropical deciduous tree TD woody 30 31 59.8

extra-tropical evergreen tree eTE woody 60 44 83.6

extra-tropical deciduous tree eTD woody 60 66 125.4

raingreen shrub SRG woody 12 61.7 117.2

deciduous shrub SD woody 24 54 102.6

C3 grass C3 non-woody 1 78.2 148.6

C4 grass C4 non-woody 1 8 140
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