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ABSTRACT: In this paper, the overturning responses to wind stress changes of an eddying ocean and a non-eddying ocean

are compared. Differences are found in the deep overturning cell in the low-latitude North Atlantic Ocean with substantial

implications for the deep western boundary current (DWBC). In an ocean-only twin experiment with one eddying and one

non-eddying configuration of the MPI ocean model, two different forcings are being applied: the standard NCEP forcing and

theNCEP forcingwith 23 surfacewind stress. The response to the wind stress doubling in theAtlanticmeridional overturning

circulation is similar in the eddying and the non-eddying configuration, showing an increase by about 4 Sv (;25%; 1 Sv [
106m3 s21). In contrast, the DWBC responds with a speedup in the non-eddying configuration and a slowdown in the eddying

configuration. This paper demonstrates that the DWBC slowdown in the eddying configuration is largely balanced by eddy

vorticity fluxes. Because those fluxes are not resolved and also not captured by an eddy parameterization in the non-eddying

configuration, such a DWBC slowdown is likely not to occur in non-eddying ocean models, which therefore might not capture

the whole range of overturning responses. Furthermore, evidence is provided that the balancing effect of the eddies is not a

passive reaction to a remotely triggeredDWBC slowdown. Instead, deep eddies that are sourced from the upper ocean provide

an excess input of relative vorticity that then actively forces the DWBC mean flow to slow down.
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1. Introduction

Modifications to Earth’s surface wind field due to climate

change have been observed (Thompson and Solomon 2002;

Marshall 2003; Rintoul 2018), and further changes are likely in

the future (e.g., Bracegirdle et al. 2013; Gillett and Fyfe 2013;

Farneti et al. 2015). In particular for the Southern Ocean

westerlies, which are anticipated to strengthen and shift

southward, we expect these changes to have considerable in-

fluence on the ocean mean state. The strength and shape of the

Atlantic meridional overturning circulation (AMOC), which is

responsible for large parts of the global oceanic meridional

heat transport, might be significantly affected by changes in

the Southern Ocean winds. A detailed understanding of the

AMOC response to surface wind changes is required in the

light of climate change.

Previous studies about the overturning’s wind sensitivity

mostly focused on the direct response of the upper overturning

cell, which we usually refer to asAMOC cell. It was expected to

strengthen linearly with increasing SouthernOcean wind stress

(‘‘Drake passage effect’’; Toggweiler and Samuels 1995, 1998)

until Henning and Vallis (2005) and Hallberg and Gnanadesikan

(2006) detected a reduction in the overturning wind sensi-

tivity when switching from non-eddying to more realistic

eddy-permitting oceanmodels [seeGent (2016) for a review on

this process, named ‘‘eddy compensation’’]. Nevertheless, the

vital role of the wind stress in controlling the Southern Ocean

pathway for dense water toward the surface and thus its role for

the AMOC remains undisputed (Marshall and Speer 2012).

Besides this direct link between wind stress and AMOC, the

concept of the ‘‘ocean seesaw’’ (Broecker 1998) provides a

possible second, indirect link. Patara and Böning (2014) re-

cently demonstrated how a weakening of the bottom over-

turning cell induced by reduced Antarctic bottom water

(AABW) formation may lead to a stronger upper AMOC cell.

While the AABW reduction in their experiment was initiated

by perturbations in the Southern Ocean buoyancy, AABW

formation can also be influenced by Southern Ocean winds

(e.g., Brix and Gerdes 2003; Poulsen et al. 2018). Hence, the

ocean seesaw opens up a second route for the Southern Ocean

wind stress to affect the AMOC strength.

In this paper, we present wind sensitivity experiments con-

ducted with one eddying and one non-eddying configuration of

the same realistic-geometry Max Planck Institute ocean model

(MPIOM). It turns out that the response to a wind stress dou-

bling is a seesaw characterized by a strengthening of the upper

(AMOC) cell and a weakening of the bottom (AABW) cell in

both configurations. However, the extent of the bottom-cell

weakening differs strongly between the two configurations. This

also implies a response difference of the DWBC, which com-

prises both the lower limb of the AMOC cell and the upper limb

of the bottom cell. Therefore, a more detailed inspection of the

deep circulation response and the role of eddies there is needed.

As far as we know, this deep response has not yet been studied in

eddy-resolving setups and so it will be investigated here.
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Based on the described outcome of our sensitivity experi-

ments, we formulate the following guiding research questions:

(i) Can we relate the response differences in the DWBC to

whether eddies are resolved or not? (ii) And if yes, what are the

implications for our understanding of the ocean seesaw in the real

(eddying) ocean? By answering these questions, we provide a

new perspective on what role mesoscale eddies may play for the

AMOC response to forcing changes: besides dampening the

above discussed direct impact of Southern Ocean wind stress on

AMOC (eddy compensation), eddies might also control the re-

sponse of the DWBC to forcing changes and in doing so exert an

indirect control over the overturning response.

The design of our wind sensitivity experiment is not guided

by the most likely future state of the wind field. We choose to

double the wind stress in order to provoke a large signal in the

ocean response. Our aim is rather to gain a conceptual under-

standing of the processes involved than to quantify the actual

strength of the overturning response to changes in the surface

winds. Because of the high computational costs of the STORM

configuration, we could run the sensitivity experiments for only

31 years from 1980 to 2010, and thuswewill focus on the decadal

scale response. Nevertheless, we find significant modifications of

the ocean mean state within that period and thus consider our

results meaningful. Other high-resolution sensitivity studies

analyze simulations of comparable length (e.g., Bishop et al.

2016; Hogg et al. 2017; Poulsen et al. 2018).

The paper begins with a description of our experimental

setup (section 2), before illustrating the quasi-steady-state

overturning response. It shows a substantial DWBC slow-

down in the eddying STORM configuration (section 3). In

section 4, we show that a link exists between this DWBC

slowdown and eddy vorticity fluxes (EVF). We then analyze in

detail the evolution of the response signal and suggest a po-

tential response mechanism that caused the DWBC slowdown

(section 5). Section 6 contains a discussion and conclusions.

2. Experiment design

We use two different configurations of the global ocean

model MPIOM. One was developed within the German con-

sortium project STORM with a tripolar grid at 0.18 horizontal
resolution (hereinafter STORM), which we assume to be ed-

dying. The other is a standard MPIOM version and utilizes a

bipolar grid with an effective resolution of about 1.58 (here-
inafter GR15), which we assume to be non-eddying. Driving

each model configuration (eddying and non-eddying) with

three different surface wind stress scenarios enables us to test

whether the ocean’s response to changes in the surface wind

stress depends on whether mesoscale eddies are resolved.

In the control scenario, we apply the standard NCEP–

NCAR Reanalysis-1 forcing (Kalnay et al. 1996) and run it

from 1948 to 2010, after a 25-yr spinup with Ocean Model

Intercomparison Project (OMIP) forcing (Röske 2006). These

runs will be referred to as S1X for the eddying STORM and

G1X for the non-eddying GR15 configuration. Note also the

gray table in Fig. 1 for the experiment labeling. Two sensitivity

scenarios are branched off in the year 1980: In the first one, we

double the zonal and meridional wind stress by adding their

monthly climatology to the original NCEP wind stress (experi-

ments referred to as S2X for STORMandG2X forGR15; Fig. 1).

In the second sensitivity scenario, we double the wind stress only

over the Southern Ocean by adding to the standard NCEP wind

stress the monthly climatology multiplied by a sine function. This

sine function is centered around the maximum negative wind

stress at 488S and declines to zero at the equator and at the South

Pole (S2Xso for STORMandG2Xso forGR15; Fig. 1). Although

not strictly oriented at anticipated future wind stress conditions,

the second scenario is more realistic than the first one.

Thus, in total we analyze six different experiments, three of

which resolve mesoscale eddies (S1X, S2X, and S2Xso) and

three that do not (G1X, G2X, and G2Xso). Running one set of

experiments with winds enhanced globally and one set with

winds enhanced only over the Southern Ocean makes it pos-

sible to distinguish between local and remote wind effects.

However, the quasi-steady-state response in the mean AMOC

and DWBC transport as well as their vertical response struc-

ture is quite similar in the experiments S2X and S2Xso on the

one hand as well as G2X and G2Xso on the other hand.

Therefore, in this paper we mainly focus on the two scenarios

S2X and G2X with globally doubled wind stress.

The STORM configuration with its tripolar grid has two co-

ordinate poles in the Northern Hemisphere over Asia and North

America, ensuring an essentially uniform resolution. STORM’s

ability to represent large parts of the mesoscale eddy field was

demonstrated for mesoscale eddies in general (e.g., von Storch

et al. 2012; Li and von Storch 2013; von Storch et al. 2016) and also

for deep eddies in particular (Lüschow et al. 2019). The GR15

configuration uses a bipolar gridwith a resolution of about 180km

in our region of interest at low latitudes, rendering itmostly free of

eddies. Consequently, the Gent–McWilliams eddy parameteri-

zation (Gent et al. 1995) is switched off in STORMwhile switched

FIG. 1. Three different zonal mean zonal wind stress fields that we

use for this paper, averaged in the period between 1948 and 2016:

standard NCEP wind stress (1X NCEP; light red), doubled NCEP

wind stress (2XNCEP; dark red), andNCEPwind stress doubled only

over the SouthernOcean (2XNCEPover SO; dashed black). The gray

table gives an overview over the experiments that we ran (3 different

wind stresses 3 2 different model configurations 5 6 experiments).
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on in GR15. The strength of the parameterization in GR15 is

controlled via the Gent–McWilliams thickness diffusivity that is

defined as a value scaled with the grid size in MPIOM. In these

experiments, we use the GR15 standard of 94m2 s21 per 100km

grid size. Thus, the parameterized effect ofmesoscale eddies in the

GR15 runs is negligibly small (von Storch et al. 2016). A discus-

sion of the role of themagnitude of the thickness diffusivity for the

outcome of our sensitivity experiments can be found in appendix

A. Both configurations have 80 vertical levels that range from 10-

m level thickness at the surface to about 250m at the ocean bot-

tom. Furthermore, both configurations are coupled to a sea ice

model that includes the thermodynamics and dynamics of sea ice

as well as sea ice growth and melt implying brine injection. The

surface freshwater forcing is a net of precipitation provided by the

NCEP–NCAR reanalysis, the OMIP river runoff, and evapora-

tion derived from latent heat flux. Additionally, we apply at the

surface a salinity restoring with a time scale of 35 days. Latent and

sensible heat fluxes are computed using bulk formula (Marsland

et al. 2003). Further model details as well as more results inferred

from the STORM configuration of MPIOM can be found in von

Storch et al. (2012, 2016). Details on the GR15 configuration are

available in Jungclaus et al. (2006, 2013).

3. Quasi-steady-state overturning response to the wind
stress doubling

The eddying STORM and the non-eddying GR15 configu-

ration both show signatures of the ocean seesaw with a

strengthening of the upper (AMOC) and a weakening of the

bottom (AABW) overturning cell as response to the wind

stress doubling. In this section, we portray the quasi steady

state of this response, in which the AMOC and AABW

transports stay relatively constant. The quasi-steady-state re-

sponse arises after about 15–20 years and lasts for at least the

last 10 years of the simulation from 2001 to 2010. Asmentioned

in the introduction, running a longer simulation was not fea-

sible for us with the STORM configuration because of its high

computational costs. However, we extended for the non-

eddying GR15 configuration the control run (G1X) as well as

the run with globally doubled wind stress (G2X) until 2110.

After 2010, we applied in cycles of 30 years the forcing that we

used between 1980 and 2010 in G1X and G2X, respectively. It

turns out that the overturning response does not change

qualitatively after 2010 and furthermore that the largest part of

the total response that we see until 2110 indeed occurs in the

first 30 years between 1980 and 2010 (see appendix B for a time

series of the extended run as well as a more detailed discussing

on the length of the experiments). Our conclusion is that the

chosen period between 2001 and 2010 is meaningful for the

non-eddying GR15 configuration and based on this, we assume

that the same is largely true also for the eddying STORM

configuration. For the remainder of this and the next section,

we use data that were time averaged between 2001 and 2010.

Figure 2 visualizes the overturning streamfunctions for this

period; numbers indicate the transport averaged between 58
and 208N in the upper (AMOC) cell and the bottom (AABW)

FIG. 2. AMOC streamfunctions for the four experiments with standard NCEP wind stress (top left) S1X and (top

right) G1X and with doubled NCEP wind stress (bottom left) S2X and (bottom right) G2X. Streamfunctions are

computed from data averaged between 2001 and 2010. Red numbers and arrows belong to the upper (AMOC)

overturning cell. They are diagnosed at 1000-m depth and averaged between 58 and 208N. Blue numbers and arrows

belong to the bottom (AABW) cell, diagnosed at 4000-m depth and likewise averaged between 58 and 208N. Black

numbers and arrows show the total southward DWBC transport.
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cell, as well as the DWBC transport. AMOC’s quasi-steady-

state response is characterized by a 25% increase in G2X and

S2X. Both configurations also share a weakening of the

AABW cell. Yet, we find significant differences in the extent of

this weakening. In the following, we will see that this has

consequences for the DWBC.

Doubling the wind stress leads to an increase in the north-

ward surface transport of about 4.5 Sv (1 Sv [ 106m3 s21) in

STORM and 4.0 Sv in GR15. Necessarily, the southward re-

turn flow of North Atlantic Deep Water (NADW) has to in-

crease, too. However, the relatively strong AABW cell in S1X

(8.8 Sv) significantly weakens in S2X (0.9 Sv). This means that,

although the upper overturning cell strengthens when the wind

stress is doubled, the DWBC transport, consisting of NADW

from the upper cell and AABW from the lower cell, decreases

from S1X (25.3 Sv) to S2X (21.9 Sv). The bottom cell in G1X is

already comparatively weak (3.5 Sv), and it further decreases

in G2X (1.1 Sv). Nevertheless, this implies a net increase in the

DWBC transport from G1X (20.3 Sv) to G2X (21.9 Sv). In

addition to different response signs in S2X and G2X, the

DWBC response magnitude differs by a factor of 2 (23.4 Sv in

S2X and 11.6 Sv in G2X). We want to note that the AMOC

streamfunctions shown in Fig. 2 represent the zonally averaged

flow and not necessarily the boundary flow such as the DWBC.

However, zonal sections of the meridional flow show that the

described changes in the AMOC streamfunctions originate in

changes in the boundary flow. This means that the DWBC

slows down in the eddying S2X (see also the left panel in Fig. 3)

and speeds up in the non-eddying G2X (not shown).

The response difference between STORM and GR15 might

be caused entirely by their different basic states. In particular,

the bottom overturning cell in S1X is more than twice as strong

as in G1X (see Fig. 2). To get a better understanding of what

role the basic state plays for the response, we conduct twomore

runs with the non-eddying GR15 configuration that we call

G1X* and G2X*. In the new runs, we increase the surface

salinity restoring south of 658S by 1 psu. In agreement with Brix

and Gerdes (2003), such a tuning leads to more AABW for-

mation and hence a stronger bottom overturning cell without

significantly affecting the upper cell; G1X* now shows 4.9-Sv

bottom overturning, whereas G2X* has 1.5 Sv. The response of

the bottom cell in G2X* (23.4 Sv) is of similar magnitude as in

G2X (22.4 Sv) but is significantly lower than in S2X (27.9 Sv).

Also, analogous to G2X, the DWBC in G2X* speeds up as

compared with the control run G1X*. Despite the tuning, the

bottom cell in G1X* is still significantly weaker than in S1X.

Nonetheless, the similarity in the response of G2X and G2X*

together with the fact that they both differ considerably from

S2X suggests that the basic state is less important than the

question if eddies are resolved or not. In the next section, we

will provide further evidence for the resolution dependence of

the response by showing that a link exists between the DWBC

slowdown in the STORM configuration and mesoscale

eddy fluxes.

FIG. 3. Response S2X-S1X (see text) to global wind stress doubling in the DWBC vorticity budget in the order in which they appear in

Eq. (4) in a depth-vs-across-stream view. Color shadings show the (left) advection of planetary vorticity (term I), (left center) mean

advection of relative vorticity (term II), (right center) vortex stretching (term III), and (right) EVF convergence (term IV). For

comparison, black contour lines show the advection of planetary vorticity from term I (the left panel) with a contour interval of 1.5 3
10213. The dominant balance is between terms I and IV, whereas II and III have the wrong sign, magnitude, and pattern to balance I.

All data are time averaged (2001–10) and averaged along the DWBC path (208–58N), and we apply a Gaussian filter in the across-

stream direction with a half-width of 10 km. The x axis shows the across-stream distance from the continental shelf. The ‘‘e’’ in the units

of the color shading here and in subsequent figures indicates that the preceding number should be multiplied by 10 raised to the

following sign and number.
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4. Quasi-steady-state response: DWBC slowdown and
eddies in the STORM configuration

Rhines and Holland (1979) and Holland and Rhines (1980)

provide one of the first detailed descriptions of how mesoscale

eddy fluxes can drive a mean flow. In their two-layer quasi-

geostrophic model, eddy potential vorticity fluxes u0q0 drive a

flow u via the time-averaged potential vorticity equation,

u � =q52= � (u0q0). In this equation and hereinafter, primed

quantities denote temporal fluctuations that arise due to me-

soscale eddies and overbars indicate mean fields, q is potential

vorticity. Van Sebille et al. (2012) only recently used a high-

resolution primitive equation ocean model to link the pathway

of the eastward going branch of the DWBC to upper ocean

eddies (the famousAgulhas rings). Like in Rhines andHolland

(1979) and Holland and Rhines (1980), this link functions via

eddy potential vorticity fluxes and now a 3D version of the

mentioned potential vorticity equation.

Within the quasigeostrophic framework that applies to the

boundary current setting we are interested in, the eddy potential

vorticity flux u0q0 consists of two parts: On the one hand, we have

the EVF, u0z0, where z5 ›y/›x2 ›u/›y is the z component of the

relative vorticity. The EVF roots in the Reynolds-averaged mo-

mentum equation. On the other hand, we have the eddy thickness

flux (ETF), ›( fu0r0/rz)/›z, that contains eddy fluxes of density

r (e.g., Olbers et al. 2012). In both of the examples mentioned

earlier, eddies are primarily generated in the upper ocean (the

upper layer, respectively) and drive, via the ETF component, a

mean flow u in the layer underneath (Holland and Rhines 1980;

Van Sebille et al. 2012). In contrast, the EVF component is con-

sidered less important in both cases. However, Spall (1994)

speculates that also the EVF might play a significant role near

the DWBC.

a. Eddy vorticity fluxes and DWBC slowdown

By analyzing the response vorticity budget of the eddying

STORM configuration, we now show that the DWBC slow-

down is indeed closely linked to the EVF. Our starting point is

the Reynolds-averaged, quasigeostrophic version of the vor-

ticity equation

D
H

Dt
(z1by)5 f

›w

›z
2=

H
� u0z0 (1)

(e.g., Olbers et al. 2012), where b 5 ›f/›y is the meridional gra-

dient of the Coriolis parameter f.We describe the vertical velocity

by w; the material derivative DH /Dt5 ›/›t1 u›/›x1 y›/›y

contains only the horizontal advection by the mean flow.

Furthermore, we transformEq. (1) into an along/across-stream

coordinate system in which one horizontal axis points into the

negative along-stream direction xk (xk is directed approxi-

mately northward) and the other in the across-stream direction

x? (x? is directed approximately westward toward the shore).

Averaging along the DWBC (in the xk direction) from 208 to
58N and after some rearrangement, we are left with

hbuk sinai1 hbu? cosai

52hu
H
� =

H
zi1

�
f
›w

›z

�
1

›2

›x2?
hu0

ku
0
?i , (2)

where angle brackets denote along-stream averages and uH is

the horizontal part of the velocity vector. Please note that the

convergence of the EVF [last term on the right-hand side of

Eq. (1)] simplifies when taking the along-stream average (e.g.,

Olbers et al. 2012). Furthermore, the DWBC is directed ap-

proximately southward so that the angle a between the zonal

(x) axis and the negative DWBC is close to 908 and thus

jsinaj . jcosaj. Given the fact that by definition, the along-

streamflow uk is stronger than the across-streamflow u?, we
assume the second term on the left-hand side of Eq. (2) to be

much smaller than the first one. In other words, the across-

stream advection of planetary vorticity is negligible when

compared with the along-stream advection. This yields

hbuk sinai52hu
H
� =

H
zi1

�
f
›w

›z

�
1

›2

›x2?
hu0

ku
0
?i . (3)

Because we are interested in what causes the DWBC slow-

down, that is, the difference in the along-streamflow uk be-

tween S1X and S2X, we formulate Eq. (3) for both scenarios

and form their difference (hereinafter ‘‘S2X-S1X’’):

b sinaDuk|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
I

52D u
H
� =

H
z

� �
|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}

II

1 f
›Dw

›z|fflfflffl{zfflfflffl}
III

1
›2

›x2?
D u0

ku
0
?

h i
|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

IV

. (4)

The symbol D denotes the difference of a quantity between

S2X and S1X, D[] 5 ()S2X 2 ()S1X; it is an expression for the

response to the wind stress doubling. Note that we omitted the

angle brackets from the along-stream averaging. The resulting

relation provides a possible link between the response in the

advection of planetary vorticity [term I in Eq. (4)], which

contains the response in the DWBC mean flow Duk, and the

convergence of the EVF (term IV). For this link to be mean-

ingful, the responses in the remaining terms, mean advection of

relative vorticity (term II) and vortex stretching (term III),

need to be small either because the respective terms are small

in both S1X and S2X or because they are similar in S1X and

S2X and therefore their difference is negligible.

We show in Fig. 3 the terms from the response in the vor-

ticity budget in the order in which they appear in Eq. (4). Term

I depicts the response in the advection of planetary vorticity,

i.e., the response in the DWBCmean flowmultiplied by b sina.

The DWBC slowdown is reflected in the dominant positive

(red) patch between about 100 and 250 km away from the

continental shelf (the DWBC is going southward, and hence a

slowdown shows up as Duk . 0). Because we plot an average

between 208 and 58N, we expect the DWBC slowdown in the

left panel in Fig. 3 (I) to be representative for most of the co-

herent part of the DWBC in the Northern Hemisphere that

ranges from south of the Bahamas (258N) to the equator (e.g.,

Rhein et al. 2015; Buckley and Marshall 2016).

Among the three terms on the right-hand side of Eq. (4)

(II–IV in Fig. 3), by far the best match for the response in the

advection of planetary vorticity (term I) and hence the DWBC

slowdown is the EVF convergence (term IV). It resembles the

sign, shape, and magnitude of the response in the advection of

planetary vorticity reasonably well in the depth range of the

DWBC (between about 1000- and 4000-m depth). In contrast,
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the magnitude and sign of the response in the vortex stretching

(term III) does not match the response in the advection of

planetary vorticity. Likewise, the response in the mean ad-

vection of relative vorticity (term II) is of smaller magnitude

and with the wrong sign as compared with the advection of

planetary vorticity response.

The residual I–IV of the advection of planetary vorticity and

EVF convergence (Fig. 4) corroborates the close link between

the two contributions in the DWBC response vorticity budget.

The residual in the DWBC depth range is slightly weaker in

magnitude than the remaining contributions II and III. In

comparing the residual with term II, we see that the advection

of relative vorticity by the mean flow helps to balance the re-

sponse in the advection of planetary vorticity. However, the

dominant balance in Eq. (4) is between terms I and IV:

b sinaDuk ’
›2

›x2?
D u0

ku
0
?

h i
. (5)

Because b and sina are independent of the wind stress, we

conclude that the DWBC slowdown in the STORM configu-

ration, Duk . 0, is primarily balanced by the EVF convergence.

By providing an additional input of relative vorticity to the

DWBC, eddies compensate for the reduction of planetary

vorticity influx due to the slowdown of the DWBC mean flow.

In the coarse-resolution configurationGR15, eddy fluxes are

in general very weak (von Storch et al. 2016), and thus the EVF

convergence can be considered nonexistent. Furthermore, the

EVF consists of horizontal eddy momentum fluxes, which are

also not captured by the Gent–McWilliams parameterization

for mesoscale eddies (see also appendix A for a discussion of

the role of the Gent–McWilliams parameterization on the re-

sponse difference between STORM and GR15). The balance

in Eq. (5) that we diagnosed from the eddying STORM con-

figuration therefore provides an explanation for why the

DWBC slows down in S2X but cannot slow down in G2X be-

cause here, the necessary balance by the EVF convergence is

missing.

This work focuses on the response vorticity budget, in which

the advection of planetary vorticity is largely balanced by the

EVF convergence. However, we find that the latter also con-

tributes significantly to the individual vorticity budgets of S1X

and S2X, helping to balance the advection of planetary vor-

ticity by the mostly southward directed DWBC [we show each

term from the vorticity budget in the order in which they ap-

pear in Eq. (3) for S1X and for S2X in appendix C]. This in

itself is a remarkable finding because, in the classic Stommel

and Arons model of the abyssal circulation (Stommel and

Arons 1959), planetary vorticity advection is balanced by the

vortex stretching resulting from uniform upwelling in the in-

terior (f›w0/›z ’ by). In the western boundary region (i.e., in

the DWBC), mainly boundary friction (e.g., Olbers et al. 2012)

or the mean advection of relative vorticity (e.g., Edwards and

Pedlosky 1998; Johnson et al. 2019) has been discussed as a

candidate to balance the advection of planetary vorticity, while

the EVF has been mostly ignored.

b. Eddy thickness fluxes

We have shown that the DWBC slowdown (Duk . 0), oc-

curring as a response to a doubling of the surface wind stress, is

directly related to the convergence of the EVF. But what about

the second contribution in the eddy potential vorticity flux, the

ETF (see introduction to section 4)? We said earlier that its

magnitude is usually assumed to be larger than that of the EVF

(Hogg 1983; Holland and Rhines 1980; Van Sebille et al. 2012).

Eliminating w between Eq. (3) and the time averaged den-

sity budget, which has been found to be reasonably approxi-

mated by u � =r’2= � u0r0 near the DWBC (Lüschow et al.

2019), yields the along-stream averaged potential vorticity

equation

�
u

H
� =

H

�
z1 f

›r

›z

��
1 hbuk sinai

52
›

›z

�
f
= � u0

?r0

›r/›z

�
1

›

›x?

�
›

›x?
hu0

ku
0
?i
�
. (6)

It allows a direct comparison of the ETF contribution (first

term on the right-hand side) and the EVF convergence (second

term on the right-hand side). The response S2X-S1X of the

ETF contribution in Eq. (6), ›/›zD[f= � u0
?r0/›r], is shown in

Fig. 5. Its magnitude is significantly smaller, and its spatial

distribution does not resemble the response in the advection of

planetary vorticity and hence theDWBC slowdown [Fig. 3, left

panel (I)]. However, the vertically oriented dipole in the re-

sidual I–IV (positive between 1300 and 2700m and negative

below 2700m, Fig. 4) can also be found in the response of the

FIG. 4. Residual I–IV of the response S2X-S1X in the advection

of planetary vorticity (I) and EVF convergence (IV) from Eq. (4).

The two terms I and IV are also shown in Fig. 3. Black contour lines

show the response in the advection of planetary vorticity, as in

Fig. 3. The residual is of similar magnitude as terms II and III in

Fig. 3 but is smaller than term I and IV, supporting the idea that the

main balance in the response vorticity budget [Eq. (4)] is between

the terms I and IV.
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ETF contribution (Fig. 5). The ETF thus might be involved in

setting the details of the vertical structure of the response. Yet,

we conclude that compared to the EVF convergence, the ETF

contribution plays a minor role for the DWBC slowdown.

This seems reasonable when considering the magnitude ra-

tio R of the EVF and ETF (the expression for the two fluxes

can be found at the beginning of section 4),

R5

V 02

dx
V 0r0f
r

5
V 0

r0
r

dxf
. (7)

When going down in the water column, R increases for strong

and deep eddies because the eddy swirl speed V0 stays more or

less constant with depth (Lüschow et al. 2019) while variations

in density r0 decrease with depth like the surrounding stratifi-

cation does. Thus, the relative importance of the EVF can be

expected to increase with depth for vertically coherent eddies

such as those in the DWBC (Lüschow et al. 2019).

c. Causes of the DWBC slowdown

The relation between the response in the advection of

planetary vorticity (which reflects the DWBC slowdown) and

the EVF convergence [Fig. 3, right panel (IV)] is an empirical

statement about a balance. By itself, it does not answer the

question whether the eddy fluxes play an active or passive role

for the slowdown.With passive, we mean that eddies only react

to a remotely caused DWBC slowdown by providing the vor-

ticity input that is necessary to compensate for the change in

the advection of planetary vorticity. With active on the other

hand, we refer to a scenario in which the eddy field actively

slows down the DWBC. If the eddies play an active role, the

question arises what causes them to do so and hence what

triggers the DWBC slowdown. This section and the following

section provide arguments as to why we think that eddies might

indeed play a rather active role for the DWBC slowdown and

that the trigger is the response to the wind stress doubling in the

northward mean flow above the DWBC.

The response of the EVF convergence is not confined to the

depth range of the DWBC between 1000 and 4000m but in-

stead extends over the whole water column [Fig. 3, right panel

(IV)]. Furthermore, the response in eddy kinetic energy (EKE)

shows a strong increase not only in the upper ocean but also

near the DWBC (see Fig. 6). In a DWBC that slows down, the

generation of mesoscale eddies likewise declines. Hence, the

increase in EKE near the DWBC implies that the additional

EKE originates not in the DWBC but is generated nonlocally,

most likely in the upper ocean northward flow. Both the re-

sponse structure of EKE and EVF convergence suggest that

changes of the DWBC eddy field originate not in the DWBC

depth range but are caused above the DWBC where the

northward branch of AMOC lies.

FIG. 6. Color shadings show the response S2X-S1X in EKE,

black contours, again, show the response in the advection of

planetary vorticity from Fig. 3 [left panel (I)]. The strongest in-

crease in EKE occurs above 1000m and therefore above the

DWBC depth range. Yet, EKE near the DWBC also rises. Like

before, the data are time averaged (2001–10) and averaged along

the DWBC path (208–58N), and we apply a Gaussian filter in the

across-stream direction with a half-width of 10 km.

FIG. 5. Same depth-vs-across-stream view of the DWBC as in

Fig. 3, but now we show in color shadings the response S2X-S1X in

the ETF contribution, ›/›zD[ f= � u0
?r0/›r]. The ETF response

cannot balance the response in the advection of planetary vorticity

[Fig. 3, left panel (I)], but may help to balance the vertical dipole in

the residual between the advection of planetary vorticity and the

EVF convergence (I–IV; Fig. 4). Like before, the data are time

averaged (2001–10) and averaged along the DWBC path (208–58N),

and we apply a Gaussian filter in the across-stream direction with a

half-width of 10 km.
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At this point, we use the second sensitivity experiment,

S2Xso, in which we double the wind stress only over the

Southern Ocean. This experiment allows a distinction between

remote and local effects of the wind stress doubling. In general,

the DWBC slowdown in S2Xso has a similar structure and

magnitude as that of S2X [cf. the black contour lines in Fig. 7

with that of the right panel in Fig. 3 (IV)]. This implies that

both scenarios show a very similar response in their over-

turning streamfunctions (not shown). Only the maximum in

the DWBC slowdown is slightly deeper in S2Xso as compared

with S2X. Also, the response in the EVF convergence [term IV

from (4)] is very similar in S2X and S2Xso [cf. the color

shadings in Fig. 7 and the right panel in Fig. 3 (IV)]. This means

that the Northern Hemisphere response in the eddy field near

the DWBC, in particular in the EVF convergence, cannot be

due to the doubling of the local Northern Hemisphere wind

forcing. Instead, it must be caused by the wind stress doubling

over the Southern Ocean. However, changes in the Northern

Hemisphere eddy field need to be triggered by changes in the

local Northern Hemisphere mean flow. In the next section, we

investigate the response chronology and find evidence that a

potential candidate for such a mean flow change is the

strengthening of the northward surface flow occurring right

before the DWBC transport declines.

5. Time evolution of the response in the STORM runs
S2X and S2Xso

The top panel of Fig. 8 shows the response time series for the

meridional transport at 138N. This latitude is one example

within the domain studied; however, the qualitative be-

havior is similar everywhere between 58 and 208N. Following

Shakespeare and Hogg (2012), we split the transport into three

layers: UPPER (northward) transport between 0- and 1000-m

depth (Fig. 8), DWBC (southward) transport between 1000-

and 4000-m depth, and BOTTOM (northward) transport be-

tween 4000m and the ocean bottom. Please note that the three

quantities reflect the zonally averaged flow. In particular

‘‘DWBC’’ contains not only the flow in the DWBC. We chose

this name because almost all of the response in the layer be-

tween 1000 and 4000m happens in the actual DWBC.

The quasi-steady-state response of S2X was already dis-

cussed via the time-averaged overturning streamfunctions

(Fig. 2); it emerges in its final form around 1995. The decrease

inDWBC (Fig. 8) is linked to the strong decrease in BOTTOM

and partly counteracted by a milder increase in UPPER.

However, how does the wind induced signal propagate from

the surface where the wind stress is doubled toward the deep

ocean where the bottom overturning cell declines?

The most obvious propagation route would be via the

Southern Ocean where the wind stress potentially affects the

rate of AABW formation that feeds the bottom overturning

(e.g., Brix and Gerdes 2003; Shakespeare and Hogg 2012;

Poulsen et al. 2018; Rahmstorf and England 1997). However,

previous studies expect the cross-equatorial propagation of

AABW signals from the Southern Ocean toward the Northern

Hemisphere to take at least a decade (e.g., Masuda et al. 2010;

Zanowski and Hallberg 2017). In contrast, the S2X response at

138N occurs after only 2 years in 1982. This suggests that the

response mechanism is rather local in the Northern Hemisphere.

A potential trigger for this local response is the upper ocean

northward transport: It shows a strong increase within a short

time period (positive values of S2X-S1X in UPPER) right

before BOTTOM and DWBC begin to decay. This increase in

the northward mean flow right above the DWBC probably is

responsible for the EKE increase near the DWBC (Fig. 6) and

also the strong positive response in the EVF convergence

[Fig. 3, right panel (IV)].

Again, it is informative to compare the responses of S2Xso

(dashed lines in Fig. 8) and S2X (solid lines). Their quasi-

steady-state overturning response is similar, implying that on

decadal time scale, the response is mainly controlled by the

Southern Ocean wind stress. However, all of the time series in

Fig. 8 show that the response in S2Xso is delayed by about 4

years as compared with S2X. Like in S2X, we note in S2Xso a

short increase in UPPER right before BOTTOM and DWBC

decline. If the abovementioned eddy-based interaction be-

tween the surface northward flow (UPPER) and the DWBC

exists, it provides a potential explanation for the response

delay in S2Xso. Because while in S2X, the initial peak in

UPPER is caused by the local Northern Hemisphere wind

stress doubling, UPPER at 138N in S2Xso can increase only

as a result of the remote effect of the Southern Ocean wind

FIG. 7. As in the right panel of Fig. 3 (IV), but now we show the

response to a wind stress doubling only over the Southern Ocean

(S2Xso-S1X) in the EVF convergence [color shadings; term IV in

Eq. (4)] and the advection of planetary vorticity containing the

DWBC slowdown (black contour lines; term I). The response in the

advection of planetary vorticity in general has a similar shape and

magnitude as in the scenario with globally doubled wind stress

[right panel in Fig. 3 (IV)] but with a deeper maximum. Like be-

fore, the EVF convergence is the main balance for the advection of

planetary vorticity.
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stress doubling, that is, via the Drake Passage effect. This,

however, happens on interannual to decadal time scales (e.g.,

Klinger and Cruz 2009) and thus serves as an explanation for

the 4-year response delay of S2Xso.

One further piece of evidence comes from the time series of

AABW formation shown in the lower panel of Fig. 8 (indexed

by the mixed layer depth in the Atlantic sector of the Southern

Ocean). Apparently, the amount of AABW formation de-

creases after the DWBC and BOTTOM cell transport at 138N
decline. Such an order of events is in contrast to previous

studies that report perturbations in the AABW formation to

precede changes in the bottom overturning cell (e.g., Purkey

and Johnson 2012; Patara and Böning 2014).

In summary, we learn three things from the response chro-

nology in Fig. 8 that suggest a new, local Northern Hemisphere

response mechanism acting to slow down the DWBC via

eddy fluxes:

1) A decline of the bottom overturning cell rooted in a

reduction of AABW formation, as was used as an explana-

tion in previous studies, can be ruled out. The bottom

overturning declines before the AABW formation goes

down. Furthermore, 2 years response time in S2X is not

enough time for a signal induced in the Southern Ocean to

travel to 138N.

2) In both S2X and S2Xso, the rapid decline in the southward

DWBC transport is preceded by a strengthening of the

overlying northward transport. This strengthening leads to

an intensification of the upper ocean eddy field that then

also fuels the eddy field near the DWBC and thereby causes

the response in the EVF convergence [Fig. 3, right panel

(IV)], which then slows down the DWBC.

3) Such an interaction between the surface flow and the

DWBC could explain the response delay in S2Xso: whereas

the northward flow strengthens more or less immediately in

S2X as a result of the local impact of the Northern

Hemisphere wind stress doubling, it takes a couple of years

longer in S2Xso because here it happens via the Drake

passage effect in the Southern Ocean.

6. Summary and conclusions

We analyze a set of wind sensitivity experiments in one

eddying (‘‘STORM’’; 0.18 resolution) and one non-eddying

(‘‘GR15’’; 1.58 resolution) configuration of the same realistic-

geometry ocean model MPIOM.

a. Differences in the quasi-steady-state response

In both STORM and the GR15, the response is in principal

agreement with the ocean seesaw concept; the upper (AMOC)

cell strengthens whereas the bottom (AABW) cell weakens.

Yet, the two configurations strongly disagree with regard to the

magnitude of the bottom-cell response, which implies opposing

responses in the deep western boundary current (DWBC,

speedup in GR15 and slowdown in STORM). We provide

FIG. 8. The 12-months running mean response at 138N of (top) total meridional transport

between the surface and 1000-m depth (‘‘UPPER’’; purple), between 1000- and 4000-m depth

(DWBC; turquoise), and between 4000- and 6000-m depth (‘‘BOTTOM’’; yellow) and (bot-

tom)AABW formation indexed by themixed layer depth in theAtlantic sector in the Southern

Ocean, 508–178W, 668–738S (MLD SO; black). All solid lines refer to the response of the sce-

nario with globally doubled wind stress, S2X-S1X . All dashed lines refer to the response of the

scenario with the wind stress doubled only over the Southern Ocean, S2Xso-S1X. The wind

stress doubling in S2X and S2Xso was executed in the year 1980.
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strong evidence that the response differences are rooted in the

fact that STORM explicitly resolves mesoscale eddies

whereas GR15 does not: between 58 and 208N, eddy fluxes

of relative vorticity essentially balance the DWBC slow-

down in the time-averaged vorticity budget of STORM

[right panel of Fig. 3 (IV) and section 4]. We conclude that

without the explicit representation of eddies (as in GR15),

the observed slowdown would be balanced differently and

hence, is likely not to occur in non-eddying ocean models.

Therefore, our vorticity budget analysis has implications

for the ocean seesaw concept.

In the non-eddying GR15 experiments, both cells change by

roughly the same magnitude, and this agrees with expectations

inferred from previous non-eddying setups (e.g., Patara and

Böning 2014). However, the DWBC slowdown in STORM,

which we argue is dependent on resolved eddy fluxes, allows

for larger differences in the response magnitude between up-

per and bottom cells. We interpret this as a decoupling of the

two overturning cells and hence conclude that the seesaw effect

might be weaker in the real (eddying) ocean than was observed

in non-eddying ocean models.

b. An eddy-based response mechanism

In contrast to previous sensitivity experiments that find

the bottom-cell response to be controlled by Southern

Ocean processes, mainly changes in AABW formation (Brix

and Gerdes 2003; Swingedouw et al. 2009; Patara and

Böning 2014), the bottom-cell weakening in our eddying

STORM configuration cannot be caused by the reduction of

AABW formation because it happens before the AABW

ceases. Also, the very fast bottom-cell response in the

Northern Hemisphere conflicts with a remote (Southern

Ocean induced) trigger for the bottom-cell response (see

section 5).

Instead, we provide evidence that a local Northern

Hemisphere interaction between the DWBC and the upper-

ocean flow viamesoscale eddy fluxes causes theDWBC to slow

down and in turn the bottom overturning cell to weaken. In this

scenario, the interaction is triggered by a short strengthening of

the surface flow right before theDWBCdeclines. This stronger

surface flow leads to increased upper-ocean eddy activity and

this also fuels the deep EKE (see Fig. 6). As a consequence of

this full-depth eddy response, the response in the eddy vor-

ticity flux (EVF) convergence likewise extends from the

surface ocean down to 4000-m depth [Fig. 3 (right panel; IV)

and Fig. 7]. In the DWBC depth range, the resulting excess

input of relative vorticity by the EVF convergence is bal-

anced by the advection of planetary vorticity, which implies

that the DWBCmean flow has to slow down. Future research

should further investigate this response mechanism, for ex-

ample, by using an idealized layer model such as the one from

Jayne et al. (1996) that was recently used by LeBras et al. (2018)

for a similar purpose.

c. Conclusions

The slowdown of the DWBC as response to a wind stress

doubling is dependent on resolved mesoscale eddies and

therefore can only occur in eddying but not in non-eddying

ocean models. This indicates that the tight link between the

upper and bottom overturning cells (ocean seesaw) might in

part be an artifact of non-eddying ocean models; only with

resolved eddies is it possible to capture the DWBC slowdown

and hence to allow for the two cells to develop more inde-

pendently. We suggest that the DWBC slowdown is activated

through a response in the DWBC eddy field causing an excess

input of relative vorticity to the DWBC. Via a reduction of the

influx of planetary vorticity from the North–the slowdown of

the DWBC mean flow–this excess input can be balanced. Not

only is it noteworthy that, in general and also more specifically

when compared with eddy fluxes of thickness, eddy vorticity

fluxes seem to be crucial for the (deep) overturning response

behavior. We also think that when interpreting the deep

overturning response, we should in the future, in addition to

looking for Southern Ocean processes, also consider the pro-

posed new local response mechanism.
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APPENDIX A

Dependence of the GR15 Response on the
Gent–McWilliams Thickness Diffusivity

The standard GR15 configuration of MPIOM (Jungclaus

et al. 2006) uses a fairly low Gent–McWilliams thickness dif-

fusivity kGM of 94m2 s21, as compared with other ocean

models with similar resolution. Hence, in to rule out that this

low value of kGM is responsible for the response difference

between STORM and GR15, we perform two more sensitivity

experiments in GR15: One with kGM5 400m2 s21 and another

one with kGM 5 1000m2 s21. The results are shown in Fig. A1,

which depicts the response of the AMOC streamfunctions for

the GR15 configuration using three different values of kGM as

well as the response of the eddying STORM configuration. As

compared with the response in STORM, the GR15 responses

for the three different kGM show only minor differences. In

particular, between about 08 and 308N we find a significantly

stronger response in STORM than in all GR15 experiments.

Stating that the dependence of the GR15-AMOC response on

kGM is small as compared with the STORM response, we note

that the AMOC itself in GR15 does depend on kGM. As ex-

pected, AMOCweakens with increasing kGM. This, however, is

not the focus of this paper; more information on the kGM
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dependence of the GR15 configuration of MPIOM can be

found in von Storch et al. (2016).

We use the Gent–McWilliams parameterization in its most

basic form with spatially constant thickness diffusivity kGM.

Several more-sophisticated formulations are available (e.g.,

Visbeck et al. 1997; Eden and Greatbatch 2008), and it was

reported that a spatially nonconstant kGM might improve the

representation of the overturning response to different surface

wind stresses (e.g., Viebahn and Eden 2010). However, we

show in section 4 that the DWBC slowdown in STORM,

which is the most obvious manifestation of the response

difference between the eddying STORM and the non-

eddying GR15 configuration, is mostly balanced by hori-

zontal eddy fluxes of relative vorticity (see Fig. 3). Those

fluxes are not represented in the Gent–McWilliams eddy

parameterization (Gent et al. 1995). Therefore, we assume

that the response difference we find between STORM and

GR15 is independent of the way in which Gent–McWilliams

is implemented in GR15. Having shown that using different

magnitudes of kGM does not bring the response of GR15 any

closer to the response of STORM supports this assumption.

On the basis of the previous discussion we think that using

nonconstant kGM in GR15 would not produce a DWBC

slowdown in the non-eddying GR15 configuration and thus

would not remove the response difference between the ed-

dying and the non-eddying configuration.

APPENDIX B

Is the Analyzed Response Period Long Enough?

In the above sensitivity experiments, we focus on the period

from 2001 to 2010, corresponding to years 22–31 after the wind

stress doubling in 1980. However, in particular the deep ocean

needs up to several thousand years to fully equilibrate ther-

modynamically after a strong perturbation (e.g., Li et al. 2013).

Thus, we cannot aim at understanding the equilibrium re-

sponse to the wind stress doubling. Nonetheless, we consider

our relatively short, decadal-scale experiments meaningful

because (i) on Earth, the strengthening of the surface wind

forcing is anticipated to happen on a decadal scale (Rintoul

2018), and so we think that studying the decadal-scale response

of the ocean as part of the climate system is relevant in itself,

and (ii) from an extension of the non-eddying GR15 sensitivity

run by another 100 years, we find that indeed the largest part of

the response in GR15 occurs within the first 30 years (see

Fig. B1 for a time series of the overturning response). The

strengthening of the upper overturning cell as well as the

FIG. A1. Response of the AMOC to a wind stress doubling (2xWindstress-1xWindstress) for the non-

eddying GR15 configuration with three different Gent–McWilliams thickness diffusivities [(a) kGM 5
94 m2 s21 (this value of kGM was used in the main part of the paper), (b) kGM 5 400 m2 s21, and (c) kGM 5
1000 m2 s21] as well as for (d) the eddying STORM configuration that uses no Gent–McWilliams parame-

terization. As above, all data are time averaged between 2001 and 2010. The AMOC response is similar for all

GR15 simulations and thus is largely independent of the magnitude of kGM, but it differs strongly in the

eddying STORM configuration.
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speed-up of the DWBC (a negative DWBC response indicates

an increase in transport in the southward directed DWBC) do

intensify outside the blue-shaded region, that is, outside the

time period that we analyze in the paper. Yet, the largest part

of the response obviously happens within the blue-shaded re-

gion, and thus our analysis is also valid for the centennial-scale

response. This, of course, only applies to the non-eddying

GR15 and cannot be directly transferred to the eddying

STORM configuration. However, because signal propaga-

tion across the ocean is faster (and more realistic) in ed-

dying models than in non-eddying models, we do not expect

the response in STORM to be slower than in GR15. Thus,

as in GR15, the main part of the centennial-scale response

of STORM should lie within the period that we analyze

above. Further support for the assumption that STORM

has adjusted dynamically to a new quasi steady state under

the doubled wind stress within the analyzed period is pro-

vided by the temporal evolution of EKE in the deep ocean;

EKE strongly increases within the first 5 years after the

forcing change and then quickly stabilizes at a higher level

(not shown).

APPENDIX C

Vorticity Budgets for S1X and S2X

In the main text, we show only the differences S2X-S1X of

the individual terms in the vorticity budget because we were

interested in the DWBC slowdown Duk 5uk,S2X 2uk,S1X. The
individual terms from Eq. (3) can be found in Fig. C1 for S1X

FIG. B1. Overturning response at 138Nof the non-eddyingGR15:We show the response of the

UPPER cell (purple), the DWBC (turquoise), and the BOTTOM cell (yellow) to a wind stress

doubling. The blue-shaded region is the time periodwe analyze in the paper.Minor changes in the

three overturning components occur outside the shaded region (after 2010); however, the overall

response direction is largely set in the first 30 years after the wind stress doubling.

FIG. C1. Contributions to the DWBC vorticity budget for scenario S1X, averaged between 208 and 58N, in the order in which they appear

in Eq. (3).
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and in Fig. C2 for S2X in the order in which they appear

in Eq. (3).
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