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ABSTRACT
Since the dawn of functioning numerical dynamical atmosphere- and ocean models, 
their resolution has steadily increased, fed by an exponential growth in computational 
capabilities. However, because resolution of models is at all times limited by 
computational power a number of mostly small-scale or micro-scale processes have to 
be parameterised. Particularly those of atmospheric moist convection and ocean eddies 
are problematic when scientists seek to interpret output from model experiments. Here 
we present the first coupled ocean-atmosphere model experiments with sufficient 
resolution to dispose of moist convection and ocean eddy parameterisations. We 
describe the early development and discuss the challenges associated with conducting 
the simulations with a focus on tuning the global mean radiation balance in order to 
limit drifts. A four-month experiment with quadrupled CO2 is then compared with a 
ten-member ensemble of low-resolution simulations using MPI-ESM1.2-LR. We find 
broad similarities of the response, albeit with a more diversified spatial pattern with 
both stronger and weaker regional warming, as well as a sharpening of precipitation in 
the inter tropical convergence zone. These early results demonstrate that it is already 
now possible to learn from such coupled model experiments, even if short by nature.
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1 INTRODUCTION

Modern coupled ocean-atmosphere climate modeling 
has its roots in the idea that one can simulate the 
motion of the atmosphere and oceans using the laws of 
physics. This idea dates back more than a century when 
Bjerknes (1904) first proposed weather forecasting as an 
initial value problem. His idea was quickly followed up by 
Richardson (1922) in his seminal attempt to calculate 
a short weather forecast by hand. With the advent of 
computers such simulations became applicable to both 
weather forecasting and climate modeling in the 1950’s 
and 1960’s (Charney et al., 1950; Bolin, 1955; Phillips, 
1956; Manabe et al., 1965; Manabe and Bryan, 1969). 
A limitation of climate modeling is that important small 
scale motions, not resolved by the computational grid, 
must be parameterised which is a leading source of 
uncertainty and a limitation to our ability to understand 
the results (Hohenegger and Stevens, 2018; Retsch et al., 
2019; Hohenegger et al., 2020; Uribe et al., 2021). In this 
paper we describe the development of a coupled climate 
model with sufficient resolution to represent atmospheric 
moist convection, gravity wave drag and ocean eddies 
and so can dispose of their parameterisations (Figure 1).

Climate modeling, as an activity on its own, has 
not come far over the past five decades in answering 
basic questions such as how much warmer the planet 
might be at the end of this century (Zelinka et al., 2020; 
Flynn and Mauritsen, 2020), and likewise progress on 
representing regional information on societally important 
quantities such as precipitation change has been close 
to non-existent (Shepherd, 2014; Fiedler et al., 2020). 
A common approach in the community is to further 
increase the complexity of models and to elaborate their 

parameterisations (Washington et al., 2008). Although 
such continual refinement may help to better fit aspects 
of the observed climate, and these types of models will 
undoubtedly remain useful tools for decades to come 
(Balaji et al., 2022), the idea that major breakthroughs are 
to be expected has been challenged (Palmer and Stevens, 
2019). Another recent idea is to replace the model 
parameterisations with machine learning algorithms 
(Schneider et al., 2017), though this approach has still 
to be demonstrated in actual experiments. Furthermore, 
testing and interpreting results from such models on the 
climate change problem may prove challenging too.

A more transparent approach, the one which we 
pursue here, is to dramatically increase the model grid 
resolution to the point where parameterisations can 
be reduced in number, and for those that inevitably 
remain, more accurate versions can be chosen. There 
is vast experience that this approach can be fruitful 
from studies of limited area simulations, or stand alone 
atmosphere or ocean models (e.g. Deardorff, 1970; 
Klemp and Wilhelmson, 1978; Smith et al., 2000; Tomita 
et al., 2005; Heinze et al., 2017; Stevens et al., 2019; 
Retsch et al., 2019; Uribe et al., 2021). In particular 
horizontal ocean eddies, moist convection and various 
forms of gravity wave drag are for the most part 
parameterised in contemporary climate models, but at 
kilometer scale resolutions the effect of these processes 
can largely be represented by resolved motion. That is 
not to say that these processes are by any means fully 
resolved when using such a grid (e.g. Radtke et al. 2021), 
rather the idea is that a distorted representation of a 
physical process, one based on the solution of the basic 
equations that govern it, is often easier to interpret and 
understand.

Figure 1 Snapshot of sea surface temperature and clouds in the coupled ICON-Sapphire experiments. Left is the North Atlantic region 
with sea surface temperatures displayed in colors from warm (red) to cold (blue) and a three-dimensional volume rendering of 
clouds. To the right is a layered display of various variables in the model. Note that several of these are defined at the surface.



348Mauritsen et al. Tellus A: Dynamic Meteorology and Oceanography DOI: 10.16993/tellusa.54

We will argue that the time to develop global cloud 
resolving climate models is now. Experimentation with 
such models is by and large limited by the number of 
years that can be simulated on computers available to 
scientists in a given amount of real time, also referred 
to as throughput, or temporal compression, typically 
measured in days per day or years per day. Today, 
practical implementations divide the problem into 
smaller pieces that are then calculated in parallel on 
individual compute cores which then exchange data to 
solve the global problem. The maximum throughput that 
can be attained at a given resolution if the number of 
cores is infinite is limited foremost by time-step length, 
the speed of individual cores, and communication 
(Amdahl, 1967). For the ICON model and a recently 
retired computer architecture we estimate the theoretical 
maximum throughput and also display a series of real 
world examples (Figure 2). The maximum throughput 
limit can be increased, although not dramatically. The 
experiments with ICON discussed in this paper were 
done at a throughput of about 17–30 days per day 

depending on configuration, although in practice only 
a fraction of this because the simulations had to queue 
on the computer, and as such these experiments were 
at the limit of what was feasible for us to do up to 
now. Nevertheless, with the rapidly decreasing cost of 
compute resources (Moore, 1965), such simulations are 
going to become more common in the coming years.

Also, technical innovation, such as the use of graphics 
processing units (GPU) can accelerate progress (Yashiro 
et al., 2016; Fuhrer et al., 2018); a current example from 
ICON is given in Figure 2. These GPU-based simulations 
will have a lower maximum throughput due to their 
inherent parallelism and low per-core performance. The 
example given is close to the maximum throughput 
at 2.5 km resolution, about a factor 4–5 below the 
theoretical maximum throughput with CPUs. To achieve 
the corresponding throughput to these 2048 GPUs, 
however, we estimate we would need about 1 million 
CPU cores. As such GPUs present an advantage over CPUs 
on these large problems that are limited by the available 
memory and computing power.

Figure 2 The maximum throughput in years per day as a function of horizontal grid spacing. Thick black line is the estimated 
maximum with recent technology, here the Intel Xeon E5-2695V4 Broadwell processor based Mistral supercomputer built 2015 at 
the Deutsches Klimarechenzentrum (DKRZ). The slope of this line is determined by the time step length at a given resolution. Dots 
and numbers along that line indicates the approximate number of compute cores needed to reach that level of performance as 
extrapolated from the low-resolution experiments. Grey line shows the approximate performance for a given number of cores at 
increasing resolutions, as can be compared with the blue symbols: Yellow and blue symbols are for ECHAM6.3 and ICON atmosphere-
only experiments carried out in 2017 without output, whereby ICON-A and ECHAM6.3 experiments were with continents and ICON-
APE is idealised aquaplanet experiments. The brown symbol is for the coupled ocean-atmosphere ICON-Sapphire configuration 
as used in this study with twice as many levels as the aquaplanet experiments and asynchronous output. This coupled model run 
contains many optimisations over the earlier ICON-APE experiments, but also dedicate compute cores to an ocean and is hampered 
by some load unbalancing. Purple symbol is an atmosphere only experiment that has been ported to using Nvidia A100 Graphics 
Processing Units (GPUs) on the Jülich JUWELS Booster supercomputer.
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Although experimentation with globally coupled 
cloud-resolving models in the 2020s will for the most part 
be limited to decades, and one must dismiss the idea of 
eliminating long term climate drifts through millennia 
long spin-ups such as is commonly applied to current 
climate models (Mauritsen et al., 2012; Hourdin et al., 
2017), there is still a wealth of interesting experiments 
that can be conducted and phenomena that can be 
studied which were not feasible before. What is more, 
due to the maximum throughput limitation, these 
simulations will probably not be able to run at more than 
a few years per day within the foreseeable future, such 
that their scope to study timescales longer than a few 
hundred years is inherently limited, i.e. that which can 
be computed in a year. Hence, we argue, the time to 
develop, apply and exploit these new tools is now.

In the following we will share our experience with 
developing ICON into a cloud- and ocean eddy resolving 
model that resulted in multiple year-long simulations, 
and thereafter we shall investigate the models surface 
temperature and precipitation response in the first 
four months following a quadrupled atmospheric CO2 
concentration, demonstrating how such models can 
already now be used to gain understanding.

2 MODEL DEVELOPMENTS

The purpose of the here described project, launched in 
the winter 2017/18, was to demonstrate that coupled 
simulations with sufficient resolution to explicitly 
represent moist deep convection and ocean eddies are 
now both feasible and useful. As such the purpose was 
not in the first place to achieve fidelity with observations 
in all respects, but first and foremost to show that already 
now it is possible to experiment with a coupled ocean-
atmosphere model at this level of resolution. To this end, 
we decided to aim for running an annual cycle simulation 
during the project, and in addition it was decided to 
explore the model response to increasing CO2. ICON is 
developed in a few different configurations, for instance 
to support numerical weather prediction (ICON-NWP), or 
as a traditional CMIP class model (ICON-ESM). The model 
version to be developed here was named ICON-Sapphire, 
with reference to the gems blue colour, signifying the 
focus on fine-scale resolution. In this publication we focus 
on describing the process of the early developments, 
whereas a complete description of the ICON-Sapphire 
modeling system and its many other capabilities, as they 
developed out of this and other projects, is given in a 
companion paper (Hohenegger et al., 2022).

2.1 STRATEGY
To achieve this goal a pragmatic approach was taken 
– something we came to refer to as “the workbench” – 
whereby existing model components were first brought 

together to a setup that could actually run, even if only 
for a few time steps before the computation would fail. 
Thereafter, problems could be identified and amended as 
they would become apparent. New developments could 
then be tested in an already working coupled setup. This 
way, the overall progress of the project did not hinge on a 
single development. Insofar that it was possible, the latest 
setup of the model was kept running on the computer 
at all times to gather information about both technical 
issues, computational performance and physical biases.

The chosen development strategy was computationally 
intensive. The coupled simulation required a minimum of 
15.000 computational cores of the total 100.000 cores 
available on the DKRZ Mistral supercomputer in order to fit 
in the systems memory. This represented a tremendous 
institutional investment as the Max Planck Institute has 
access to about half the computer, and so the development 
had to be weighed against displaced ongoing research 
also taking place on the same allocation. To hedge against 
the high development cost, both uncoupled atmosphere-
only (5 km) and lower resolution coupled (160 km) 
setups were used extensively for testing. Although these 
setups could be used for a number of purposes, some of 
the problems we faced would only show up in the high 
resolution coupled setup, and so also gaining experience 
running this more expensive setup was indispensable to 
the development.

2.2 MATCHING OCEAN AND ATMOSPHERE 
GRIDS AND THEIR COUPLING
In the spirit of keeping things simple, it was decided to 
use matching grids in the atmosphere and ocean. This 
approach eliminates the need to interpolate during 
coupling and simplifies the handling of coastlines. The 
grid of ICON is based on the icosahedron (Satoh, 2014), 
which consists of 20 triangles projected onto the sphere 
(Figure 3). The sides of the triangles are bisected to form 
smaller triangles to achieve the desired resolution. To 
save system memory the land grid points in the ocean 
model were excluded.

Several measures were taken to make the grid more 
uniform and improve the dynamics of the model. The 
triangles near the corners of the original icosahedron 
form a pentagon, rather than a hexagon (Figure 3), and 
their edges are the shortest by default. To reduce this 
grid distortion of the grid a spring dynamics optimisation 
is applied (Tomita et al., 2001, 2002), leading to reduced 
numerical errors (Weller et al., 2009; Korn and Linardakis, 
2018). Furthermore, out of experience it can cause 
numerical instabilities, resulting in model crashes, if these 
points are placed on steep orography. Therefore it was 
decided to rotate the grid by 37 degrees to move such 
a point out of the Himalayas (Figure 3). Finally, the grids 
were symmetrised with respect to the equator (Heikes 
and Randall, 1995a, b), which has been found to improve 
the modelled ocean dynamics (Korn and Linardakis, 2018) 
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and in preliminary tests with an aquaplanet setup to 
reduce the frequency of high horizontal Courant-Friedrich-
Lewy (CFL) number events in the atmosphere, thereby 
permitting a slight increase in the time step length.

The ocean and atmosphere model components run 
concurrently and perform a parallel data exchange. 
The number of compute processes for the atmosphere 
and ocean are determined independently, and as a 
consequence we do not have a one-to-one relation 
between the ocean and atmosphere processes. To handle 
the exchange at the ocean-atmosphere interface we use 
the YAC coupling library (Hanke et al., 2016; Hanke and 
Redler, 2019). The interpolation capabilities of YAC are 
not used here, as due to the matching grids a simple 
nearest-neighbor search to handle the repartitioning 
is performed during the initialisation. This search takes 
roughly 5 seconds. During the run, the coupling routines 
are called at every model time step, whereby surface 
exchange data are collected. At user-defined coupling 
events – here every 900 seconds – the data is averaged 
in time and sent to the respective receiving processes 
in the atmosphere and ocean. The resulting coupling 
performance is satisfactory and scales well.

In practice, the setup led to a substantial load 
imbalance. This happened because at a given resolution 
the ocean can take longer time steps (120s) than the 
atmosphere (30–45s), but the memory usage is similar: The 
ocean would fit in memory with 120 compute nodes, each 
containing 36 compute cores and 64 GB memory on the 
Mistral supercomputer; for the atmosphere this memory 
limitation was 150 nodes. The memory bottleneck of the 

ocean was related to the output mechanism used by the 
ocean, and this issue has later been addressed. In practice 
the size and total load on the machine meant we would 
not request more than 300 nodes for the atmosphere. 
Consequently, the ocean was waiting for the atmosphere 
at each coupling event. With a larger machine the load 
imbalance could be easily eliminated since the ICON 
atmosphere is far from scaled out at 5 km resolution 
(Figure 2, ICON-Sapphire is well below the black line).

2.3 EXPERIMENT OVERVIEW
The development of the physical model could in 
retrospect be described as having happened along major 
development steps, which were characterised by being 
run longer, complemented by shorter intermediate 
tests. As described above the strategy was to start with 
something that works, here the recently developed ICON-
ESM (Giorgetta et al., 2018; Jungclaus et al. 2021), and 
then incrementally move towards the goal of a coupled 
model with parameterisations that are suitable for cloud 
resolving simulations at kilometre or finer scales.

In defining our goal, we took inspiration from both 
large-eddy simulations (LES) and cloud resolving models 
(CRMs), which are both widely used on limited area 
domains, and we decided to aim at having an advanced 
cloud micro physics parameterisation (Baldauf et al., 
2011), combined with a three-dimensional turbulence 
mixing scheme (Dipankar et al., 2015). The latter was not 
introduced from the start since it was still in development, 
see below. Likewise, the partial cloud fraction scheme 
Sundqvist et al. (1989) was replaced with a simple binary 

Figure 3 Illustrations of the global hemispherically symmetric 5 km resolution grid used here. Left is a global view of the ocean 
bathymetry and land orography. Also shown as red lines is the first refinement of the basic icosahedral grid. Note how this version of 
the grid is stretched to be symmetric about the equator in order to minimise imprints on tropical ocean dynamics, and also how the 
nodes of the original icosahedron that are surrounded by a pentagon are shifted away from the steep orography of the Himalayas. 
On the right is shown a zoom of the details of coastlines around the Baltic Sea.
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cloud fraction. The convection (Tiedtke, 1989) and gravity 
wave drag (Lott, 1999) parameterisations were turned 
off because these processes are assumed to be resolved 
by the equations of motion. The development could be 
viewed as having had three phases:

1.	 Early experiments focused on technical coupling and 
computational performance

2.	 Replacement of cloud microphysics (dpp0001/5, 
dpp0016)

3.	 Replacement of turbulent mixing scheme 
(dpp0029/33, dpp0052, dpp0066)

Here the experiment names are “dpp” after DYAMOND++, 
named after the DYnamics of the Atmospheric general 
circulation Modeled On Non-hydrostatic Domains 
(DYAMOND) project (Stevens et al., 2019), ‘++’ referring 
to this being coupled to the oceans rather than using 
prescribed sea surface temperatures and sea ice 
distributions, followed by a number in the series of 
experiments. Each experiment is described in more detail 
in Table 1. An overview of the temperature and radiation 
imbalance evolution in the experiments is displayed 
in Figure 4, and maps of surface temperature biases in 
Figure 5.

EXPERIMENT ID  DESCRIPTION

dpp0001:  The first working model was based on existing components from ICON-ESM, but with advanced cloud micro physics, 
convection and gravity wave drag parameterisations turned off, and using a binary cloud fraction scheme. The 
model was still using the total turbulent energy mixing scheme (Pithan et al., 2015). The experiment was started 1 
August 2016 and ran with multiple numerical crashes starting in November until 19 December.

dpp0005:  In the companion experiment to dpp0001 the atmospheric CO2 was quadrupled (see Section 3).

dpp0016:  To reduce the model warming drift the average ocean surface albedo was raised from 7 to 12 percent (Section 2.5). 
Also various technical improvements were made to reduce the numerical instabilities. This permitted us to raise the 
model top from 30 to 75 km. The experiment was started on 20 January 2020, and ran for one year.

dpp0029/33:  In the third step we replaced the total turbulent energy mixing scheme with the Smagorinsky three dimensional 
turbulence scheme (Dipankar et al. 2015). Furthermore we improved the coupling between winds and ocean currents. The 
run has substantially more clouds, so the ocean albedo was again reset to its default. In addition the cloud inhomogeneity 
factor was reduced from 1 to 0.66 to reduce solar reflection. The dpp0029 simulation was started on 20 January 2020 
and after reaching one year it was extended as dpp0033 by another 9 months using more vertical resolution in the ocean.

dpp0052:  In this update a programming error in the surface sensible heat flux calculation was removed and a new ocean 
vertical coordinate whereby a bug in the ocean momentum forcing was introduced. The tuning parameters were 
kept the same as in dpp0029/33.

dpp0066:  In this update the new ocean vertical coordinate, and the associated bug, introduced in dpp0052 were removed again 
in order to separate its effect from other changes. The tuning parameters were again kept the same as in dpp0029/33.

Table 1 Overview of experiments conducted during the project.

Figure 4 Evolution of temperature and radiation balance with time in the coupled simulations. Left panel shows daily global mean 
temperature in simulations compared with the average annual cycle from HadCRUT 5.0 reconstruction averaged over the 2001–2020 
period (Morice et al. 2021). Starting dates of the experiments are marked with vertical dashed lines. The right panel shows the top of 
atmosphere radiation balance compared to monthly mean observed radiation balance from CERES-EBAF edition 4.1 averaged over 
the 2001–2020 period (Loeb et al. 2018). Note that the right panel only shows the first year of dpp0029/33, and also that dpp0005 
has quadrupled CO2 and so is therefore not expected to match observations.
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2.4 MODEL INITIALISATION
In the first experiments with the new model setup, we 
frequently experienced numerical instabilities in the early 
stages of the simulation caused by large gravity waves in 
the ocean. The ocean was initialised from a climatology 
which did not have a dynamically balanced surface 
circulation. Therefore we undertook a 10 year ocean-only 
simulation at 10 km resolution with initial conditions from 
the 30 km ORAS5 ocean reanalysis and surface boundary 
conditions from the ERA-5 atmosphere reanalysis. The 
resulting state of the ocean was then interpolated to 5 

km resolution, and the spin up continued for another 10 
years. Although costly, the method resulted in an initial 
state with balanced ocean eddies, and furthermore we 
experienced fewer model crashes after the ocean was 
coupled to the atmosphere.

The atmosphere was initialised from an ECMWF 
operational analysis on the initial time and day of the 
experiment. For dpp0001 this was 00 UTC on 1 August 
2016 as in Stevens et al. (2019), whereas in the other 
experiments a starting date of 20 January 2020 was 
chosen to match the start date of the EUREC4A field 

Figure 5 Surface temperature biases for June to August relative to HadCRUT 5.0 (Morice et al. 2021) averaged over the years 2001–2020. 
Note that panel a) shows September to November (SON), whereas the other panels are June to August (JJA). Panels c) and d) shows 
the bias in the first and second year of the dpp0029/33 experiment.
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campaign (Bony et al., 2017; Stevens et al., 2021). The 
initial data for land soil moisture and temperature of the 
5 soil layers as well as snow cover are the same as used 
in the MPI-ESM1.2 model and were simply interpolated to 
the ICON grid. The procedure was refined in simulations 
subsequent to dpp0029/33 to instead use soil moisture, 
soil temperature and snow fields from the same ECMWF 
analysis with which the atmospheric state is initialised. 
It is not obvious which approach is better, though, since 
in both cases these are modelled fields from modeling 
systems likely to exhibit different snow and soil moisture 
climates to that of ICON-Sapphire. Thus a drift in these 
fields during the first years of simulation is inevitable.

2.5 TUNING EXPERIENCE, DRIFTS AND BIASES
Drifts in the global mean temperature of coupled 
climate models is commonly controlled by tuning the 
radiation balance followed by long spin-ups of typically 
several thousands of years (Hourdin et al., 2017). If the 
radiation balance is not tuned the surface temperature 
will drift away from the observed, thereby making it more 
challenging to exploit the model for scientific purposes. 
Tuning is typically done by adjusting various model 
parameters, mostly pertaining to cloud processes which 
tend to be effective in controlling the radiation balance. 
Furthermore, this tuning can also be used to compensate 
energy leakages in climate models, sometimes on 
the order of 5 Wm–2, by maintaining a correspondingly 
compensating top of atmosphere radiation imbalance 
(Mauritsen et al., 2012). There are, however, particular 
issues to consider when minimising drift in a global cloud 
resolving model. Here we provide our experience, in the 
hope that other groups pursuing global coupled cloud 
resolving models may benefit.

2.5.1 Tuning parameters
The parameters used in climate model tuning are usually 
considered uncertain due to issues with representing 
small scale cloud processes at grid spacing of the order 
of hundred kilometers, and thereby justified as tunable 
parameters. At kilometer scale resolutions, however, these 
uncertainties are substantially reduced such that one 
might question the justification. Furthermore, because 
we turn off the convection scheme in order to instead 
explicitly resolve convection, a number of parameters that 
are typically used for tuning are consequently lacking. 
With fewer and less uncertain parameters at disposal, 
we may have to resort to using parameters outside their 
respective ranges of uncertainty, or parameters not 
usually used for tuning in order to compensate for model 
structural errors. As an example we used ocean surface 
albedo to tune dpp0016 colder relative to the warm-
biased dpp0001. Although such measures are not justified 
by an imperfect knowledge of the ocean surface albedo, 
it may still be justified to do such tuning in order to limit 
model drift, here caused be a lack of low-level clouds.

Tuning parameters may not always work the way 
they used to do at lower resolutions. We encountered 
such an example during the pre-dpp0001 phase with the 
relative humidity based fractional cloud cover scheme. 
In this scheme a critical relative humidity profile, usually 
70–90 percent, determines at which large-scale relative 
humidity clouds start to form; a lower value means more 
clouds and usually has a cooling effect. We initially set 
this to 100 percent in our experiments to yield an all-or-
nothing scheme, but when we were faced with too few 
low level clouds in early versions (Phase 1, Section 2.3), we 
tried to lower the value. To our surprise instead this lead 
to even fewer clouds. Since this route was anyway not 
aligned with our long term vision we did not investigate 
the cause further. We speculate, however, that lowering 
the threshold for cloud formation could cause resolved 
convection to trigger more easily, leading to a drying of 
the atmosphere.

2.5.2 Informative short runs
To gain experience with the tuning parameters we found 
it useful to analyse short initialised atmosphere only 
runs. Usually, when tuning the contemporary climate 
model MPI-ESM1.2 we run the model in atmosphere only 
configuration for years or decades to get a good estimate 
of the parameters effects while averaging over internal 
variability. An alternative is to use short initialised runs, 
wherein weather events are nearly the same (Williams 
et al., 2013; Wan et al., 2014). These runs need to be 
shorter than the weather prediction limit of about 
two weeks (Lorenz, 1969), so we decided to use 5-day 
simulations which ensures similar synoptic scale weather.

We primarily used such short runs to determine how 
strong the effect of a certain parameter change is on the 
global mean radiation balance. Since the parameters we 
used for tuning were either related to cloud processes, 
or the ocean surface albedo, which have either fast or 
instantaneous effects our experience was that we were 
able to obtain a reasonable estimate of their longer term 
effects based on 5-day simulations.

However, the short runs were also useful in a more 
qualitative sense. In Figure 6 we compare a satellite 
image of the longwave brightness temperature, 
estimated by combining multiple channels, with that 
which the satellite would have seen in two versions of the 
ICON model. First, we note a striking similarity: convective 
clouds are in roughly the right places. But both model 
versions exhibit smaller convective clouds with less of the 
thin anvil seen as a light gray veil over central Africa in the 
satellite image. This was more pronounced in the ICON 
version shown in panel b) which still used the diagnostic 
cloud micro physics. The comparison motivated the 
move to the prognostic scheme used in the numerical 
weather prediction version, ICON-NWP (panel c). We also 
noted the box-shaped anomaly near Morocco which was 
caused by an error in the surface boundary conditions.
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2.5.3 Controlling drift
Contemporary climate models are typically spun up to 
reach a stationary state before experimentation starts, 
however, it is not practical to make such long spin up runs 
with coupled cloud resolving models. Even if eventually 
it will no longer be nearly as computationally expensive 
to run these models, they are still going to be inherently 
slow, and so it will take years of real time to perform a 
spin up anywhere nearly long enough to eliminate drifts. 
Consequently, in addition to limit drifts caused by a 
biased radiation balance, the development should aim at 
also reducing initial model drifts which is perhaps a more 
challenging task.

If we assume that the model conserves energy, then 
we can combine the modelled global mean temperature 
and radiation balance (Figure 4) to estimate how it will 
drift. For instance, dpp0001 absorbs more radiation than 
observed, and consequently it will warm up with time, 
whereas dpp0029/33 cools due to negative radiation 
balances. The tuned radiation balance of dpp0016 meant 
that it did not drift much. An interesting counter example 
is dpp0052 which has a negatively biased radiation 
balance, yet is warmer than observed; a case we shall 
discuss further below.

Estimating at which global mean temperature a model 
will drift towards is difficult based on short experiments. 
Here focus is often on the evolution of daily or monthly 
means (e.g. Figure 4), but biases and drifts in these may 
result also from an erroneous representation of the 
annual cycle. From the longer dpp0029/33 experiment 
we can investigate this in more detail by plotting monthly 
mean radiation balance against surface temperature 
(Figure 7). First we notice the observed evolution is shaped 
as an eight, presumably as surface temperature lags 
behind the radiation balance due to the heat capacity. 
The dpp0029/33 run, however, starts at lower radiation 
balance and hence drifts to colder temperatures, 
exhibiting a less obvious eight-shaped loop. Comparing 

the same months between the first and second year we 
see that the model drifts on a negative slope, consistent 
with an overall negative feedback (Mauritsen et al., 2012) 
which will eventually bring the model into balance at a 
lower temperature. Based on these slopes we estimate 
the model will reach such balance for present day 
boundary conditions approximately 1.5 degrees below 
observed temperatures.

However, the ICON model versions used here did not 
conserve energy to varying extents. When there is an 
artificial energy leakage a model will reach equilibrium 
when the radiation balance equals the leakage (Mauritsen 
et al., 2012). Incidentally, we conducted an illustrative 
pair of 10 year long runs, with 10 km resolution, using 
the two different turbulence mixing schemes (Figure 8): 
Smagorinski (ngc2012) and total turbulent energy 
(ngc2013). Using the latter results in fewer clouds, and 
hence a substantially more positive radiation balance. 
The ngc2013 run is practically stable with temperatures 
close to the observed, but at the same time the radiation 
balance average is close to 5 Wm–2. This suggests that 
this version of the model leaks energy by the same 
amount. The other simulation instead exhibits an initial 
negative radiation balance, which combines with the 
energy leakage to cause a strong cooling drift. It has 
proven difficult to locate where in the model this happens, 
although it is clear that energy is lost in the dynamical 
core, and also the cloud micro physics contains errors. 
Work is currently ongoing to remove these bugs.

We encountered an interesting example wherein 
the radiation imbalance did not cause an immediate 
temperature drift in the experiment dpp0052 (Figure 4); 
although the radiation balance is well below that observed 
by 5–10 Wm–2, the global mean surface temperature 
is about 0.5–1 K above the observed throughout the 
simulation. We were able to isolate this behavior to a 
bug in the momentum forcing which was introduced 
inadvertently along with an updated vertical coordinate 

Figure 6 Comparison of infrared brightness temperature observed from the Seviri weather satellite (a), with 12-hour initialised runs 
from an early version of ICON-Sapphire with diagnostic cloud micro physics (b), and with the numerical weather prediction (NWP) 
physics package that includes prognostic cloud micro physics used by the German Weather Service (DWD) (c).
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Figure 7 Evolution of temperature versus radiation balance in the two longest coupled simulations. Shown is the monthly mean 
temperature versus radiation balance for the two longer simulations and observations. Shown as thin orange lines are the 20 
individual cycles of observations. Dashed orange lines are means of the observations, and as described within the figure we estimate 
the equilibrium temperature of dpp0029/33 from the drift between the two simulated years.

Figure 8 Two 10 year long simulations with ICON-Sapphire at 10 km resolution, as well as observations that are also shown in 
Figure 7. The ngc2012 simulation drifts to colder temperatures with time.
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system in the ocean, by reverting only this change 
in dpp0066 (Table 1). The problem permitted strong 
stratification in the uppermost meters of the ocean to 
develop in summer. The result is very large positive surface 
temperature biases in the summer hemisphere (Figure 5e), 
explaining the unexpected evolution of the global mean 
temperature. Eventually, though, the oceans would have 
to cool in response to the negative radiation balance.

All in all, there are many new challenges associated 
with tuning the radiation balance and global mean 
temperature in global coupled cloud resolving models. 
But they are not insurmountable. Key to this will be to 
both build up an understanding of the role of the tunable 
parameters – here we have yet to familiarise ourselves 
with the new turbulence and cloud micro physics 
schemes – but also to eliminate structural problems 
such as energy conservation and other issues such as 
that encountered here with the ocean vertical mixing. 
Drifts can, however, not be eliminated entirely and users 
should be aware of this and take it into account in their 
analyses. Nevertheless, as the spin ups are short due to 
computational limitations, so are also the experiments 
that can be done with the model. Therefore the drifts that 
can be tolerated are much larger than with contemporary 
climate models.

2.5.4 Strikingly familiar sea surface temperature 
biases
Whereas the above has focused mostly on global mean 
temperature, we would like to also point attention to the 
distribution of surface temperature biases (Figure 5). First, 
one can can distinguish phase 2 runs with prognostic 
cloud micro physics which were dominated by warm 
biased tropical sea surface temperatures (panels a and 
b), from phase 3 runs with the Smagorinsky turbulence 
mixing scheme which instead are dominated by cold 
biased lands (panels c-f). Here dpp0052 (panel e) stands  
out due to the ocean momentum forcing bug as 
discussed in the previous section.

Nevertheless, there are also interesting commonalities 
among the simulations: the warm bias in the tropical 
eastern boundary up-welling stratocumulus dominated 
regions, the warm bias in the Southern Ocean and the 
cold bias in the North Atlantic south of Greenland. All 
three regions are also commonly biased in contemporary 
climate models. The warm bias in the stratocumulus 
regions off the coasts of California, Peru, Namibia and 
Australia are thought to be a complex problem combining 
too few clouds with erroneous coastal winds and ocean 
currents, some of which might be helped by higher 
resolutions (Zuidema et al., 2016). Apparently, however, 
they persist at 5 km grid spacing: presumably the coastal 
jets and ocean currents are well-resolved suggesting 
that instead the poor representation of stratocumulus 
clouds which involve finer scales of motion is the main 
source of error. The Southern Ocean warm bias is mostly 

due to issues with clouds being insufficiently reflective 
(Hyder et al., 2018). The Southern Ocean warm bias is not 
evident in dpp0001, but since it is analysed in September 
to November, which is austral spring, it may be tied to sea 
ice melt in a way that the other runs are not. The other 
simulations exhibit a clear warm bias, although it should 
be noted this appears in the southern hemisphere winter 
months. The North Atlantic cold bias is commonly found 
in coupled climate models and thought to be related to 
poorly represented ocean currents (Wang et al., 2014).

It is intriguing that these three long standing climate 
model biases remain at high resolutions, at least in the 
case of these early ICON-Sapphire runs, suggesting that 
either even higher resolutions are necessary or that the 
remaining physics parameterisations are the culprit. As 
such the results can help narrow down the causes of 
biases also in contemporary climate models.

3 RESPONSE TO INCREASING CO2

It is of particular interest to see how the response to 
increased atmospheric carbon dioxide (CO2) of the less 
parameterised ICON-Sapphire model compares to 
contemporary climate models. Although the available 
run is insufficient to use the long-term response to probe 
the model’s climate sensitivity, it is possible to look at 
the fast response to CO2. The fast precipitation response 
is a major part of the long term response (Bony et al., 
2013), and hence it is interesting whether the modeling 
approach taken here leads to a different response. 
Furthermore, sea surface temperature patterns arising 
from ocean heat uptake are thought to play an important 
role in setting the transient warming rate (Winton et al., 
2010; Held et al., 2010; Armour et al., 2013). Studies have 
suggested that contemporary coupled climate models 
underestimate the strength of these patterns, and hence 
their dampening effect, in particular by warming too fast 
in the East Pacific (Zhou et al., 2016). If this bias is related 
to an inability of contemporary climate models to resolve 
ocean up-welling in the East Pacific, then the response in 
the ICON-Sapphire runs should exhibit less warming in 
that region.

To investigate these ideas a four month simulation with 
ICON-Sapphire with quadrupled CO2 starting on 1 August 
(dpp0005) is compared to an ensemble of simulations 
conducted with MPI-ESM1.2-LR (Mauritsen et al., 2019). 
This ensemble consists of 10 runs with quadrupled 
CO2 also started on 1 August with initial conditions 
sampled from different years of a pre-industrial control 
simulation to sample internal variability. The response is 
then calculated as the difference relative to the control 
simulation over the corresponding period and/or region. 
As a result internal variability in both the quadrupled CO2 
experiment and the control impacts the result, compared 
to common practice where a long control simulation is 
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averaged to eliminate internal variability. In our case, 
though, this effect is the same in both the ICON-Sapphire 
and the MPI-ESM1.2-LR experiments.

Scattering global means of surface temperature 
against top-of-atmosphere radiation balance is a 
common way to estimate forcing and feedback in 
climate models (Gregory et al., 2004). In the four months 
simulated here, both ICON-Sapphire and MPI-ESM1.2-
LR warm by about 1 K and they exhibit similar radiation 
balances (Figure 9), as most of the daily means of ICON-
Sapphire are within the ten member ensemble. The 
ensemble mean exhibits a short adjustment with rising 
radiation imbalance for a couple of weeks, as primarily 
the stratosphere cools, followed by a slow decline with 
further warming in line with the expected feedback as 
estimated by a linear fit to the first 20 years of a longer 
simulation. Thus, the high resolution ICON-Sapphire 
simulation global mean fast response is indistinguishable 
from that of the contemporary MPI-ESM1.2-LR climate 
model, and potentially the decadal feedback could be 
studied with just a few years of simulation.

Inspecting next the zonal mean surface temperature 
and precipitation response reveals a temperature 
response that is surprisingly similar between the two 
models (Figure 10). The ICON-Sapphire model is within 
the ensemble at most latitudes, albeit towards the least 
warming end in the tropics and sub-tropics south of the 
Equator and in the northern hemisphere mid-latitudes, 
and it warms the more than any ensemble member over 
part of the Antarctic. Zonal mean precipitation change is 
more variable among the ten MPI-ESM1.2-LR ensemble 
members, and also here ICON-Sapphire lies mostly within 

the spread. Nevertheless, there is a systematic pattern with 
stronger increase of precipitation in the ITCZ region and 
strong decreases in the sub-tropics in the ICON-Sapphire 
simulation suggestive of a narrowing of the tropical rain 
band, even if the model is not an obvious outlier.

Returning to the surface temperature change, also 
the spatial structure of warming is similar between the 
MPI-ESM1.2-LR ensemble mean and the ICON-Sapphire 
response to quadrupled CO

2 (Figure 11). There are regions 
where the response is different, for example cooling in 
the North Atlantic, in terms of the east-west gradient of 
warming in the tropical Pacific or generally less warming 
on land, however, it is to be expected that a single 
realisation contains more noise than an ensemble mean 
due to internal variability. To investigate this we calculate 
in each gridpoint the rank of ICON-Sapphire within the 
MPI-ESM1.2-LR ensemble: if ICON-Sapphire is coldest 
it is assigned rank 0, if it is the warmest rank 10. This 
confirms the impression from before, but also the tropical 
Atlantic stands out with ICON-Sapphire ranking generally 
the highest. The corresponding rank histogram further 
shows that the surface temperature pattern of ICON-
Sapphire is stronger than that of MPI-ESM1.2-LR with an 
over representation of ranks 0,1 and 10 (Figure 12). The 
map of precipitation rank is too noisy to be informative, 
nevertheless the rank histogram of precipitation shows 
an over representation foremost of rank 10, which is 
points with more precipitation in ICON-Sapphire than any 
of the MPI-ESM1.2-LR ensemble members.

All in all, the general response of radiation, tem
perature and precipitation to CO2 in an early version 
of ICON-Sapphire is to first order surprisingly similar 

Figure 9 Top of atmosphere radiation balance versus global surface temperature in response to an abrupt quadrupling of 
atmospheric CO2. Shown as stars and circles are daily means from 4-month simulations starting 1 August in a single realisation with 
ICON-Sapphire and ten realisations with MPI-ESM1.2-LR, as well as the ensemble mean of the latter. Triangles shows yearly means 
from a 150-year run. The dashed line is a linear fit to the latter run years 1–20.
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to that in MPI-ESM1.2-LR, given the different nature of 
the models. There are however intriguing differences 
such as the stronger surface temperature patterns 
are interesting in that they could explain some biases 
common to contemporary climate models (e.g. Zhou 
et al., 2016), and the results for precipitation suggestive 
of a sharpening of the ITCZ in a warming world. The use 
of an ensemble for the lower resolution model appears 
promising, and suggests that already with a few years 
simulations with CO2 forcing in ICON-Sapphire more firm 
conclusions regarding feedback mechanisms and other 
possible differences can be drawn.

4 CONCLUDING REMARKS

The advances demonstrated here in both developing and 
utilising a coupled cloud- and ocean eddy-resolving Earth 
system model represents an important step towards 

leveraging exascale computing systems that will emerge 
in the coming years for weather and climate studies. 
As we have shown, super computing systems are at 
the verge of being able to run global simulations at the 
kilometre scale with a throughput of several months up 
to nearly a year per day. Thereafter, such simulations will 
become cheaper, but not much faster. Hence, we argue, 
the time to develop these models is now.

Unlike previous incremental improvements from 
climate model resolution increases, the move to 
kilometre scale resolutions represents a step change. 
By simulating, rather than parameterising, moist 
convection, gravity waves and ocean eddies using the 
equations of motion we are able to make the model 
codes simpler and the results easier to understand, 
thereby injecting us with a genuine hope of gaining new 
insights. Beyond advances in scientific understanding, 
the implementation of kilometre resolution models at 
scale can bring climate science much closer to users 

Figure 10 Zonal mean temperature and precipitation change in the first four months following a quadrupling of atmospheric CO2.
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of climate change information by acting as so-called 
digital twins to Earths weather and climate. For instance 
the local impacts of climate change, such as extremes 
of precipitation, storms and droughts which are hardly 
represented in a meaningful way by current climate 
models can be simulated directly with such models.

Another way in which these models can be useful is by 
testing whether they provide results that are out of sample 
relative to contemporary climate models. We provided 
such an example with the fast response to quadrupled 
CO2, whereby a single expensive experiment with ICON-
Sapphire was compared to a computationally inexpensive 

Figure 11 Mean temperature response during first four months following a quadrupling of atmospheric CO2. The upper left panel 
shows the 10-member ensemble mean from the MPI-ESM1.2-LR model and the right panel is from the ICON-Sapphire model, 
interpolated to the same T63 grid. The lower panel shows the rank of ICON-Sapphire in the MPI-ESM1.2-LR ensemble, whereby zero 
means it is the coldest and 10 means it is the warmest.

Figure 12 Rank histogram of temperature (left) and precipitation change (right) in ICON-Sapphire relative to the MPI-ESM1.2-LR 
ensemble in the first four months following a quadrupling of atmospheric CO2, whereby zero means it is the coldest or driest and 10 
means it is the warmest or wettest.
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ensemble with the CMIP6 class model MPI-ESM1.2-LR. The 
purpose of the ensemble is to assess whether the single 
ICON-Sapphire experiment is within the range of internal 
variability of MPI-ESM1.2-LR. Our initial investigations, 
based on an early version of ICON-Sapphire, did not 
provide strong evidence of out of sample behavior relative 
to MPI-ESM1.2-LR despite the vast difference in resolution 
and parameterisation. What we do find is different 
is that the fast response of surface temperature and 
precipitation is more diverse in ICON-Sapphire, with a 
larger representation of both weak and strong warming, 
as well as increases in strong precipitation.

An important challenge is to limit model drifts to 
levels that are acceptable for the envisioned purposes of 
the model, something which is usually done by tuning 
the radiation balance using parameters related to cloud 
processes. However, at kilometre scale resolutions the 
convection parameterisation can be turned off, reducing 
the number of parameters, and at the same time the 
parameters which remain are less uncertain. Therefore 
model developers may face situations where they have 
to work with parameters outside their estimated range 
of uncertainty. In our case, fortunately, the radiation 
balance was already quite close to the observed, and 
minimal tuning was necessary. Instead, we found in 
several instances that model physics changes, such 
as the turbulence mixing schemes in both the ocean 
and atmosphere, and model energy leakages had 
large impacts on model drifts. It is our hope that other 
institutes that are also pursuing global cloud resolving 
models can benefit from some of our experiences.
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