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ABSTRACT: The trade wind subcloud layer is an important structural component of the atmosphere. Its thermodynamic
variability has long been characterized using simple frameworks, of which mixed-layer theory is the simplest kind. Past studies
qualitatively support such a description, yet the adequacy of mixed-layer theory as a quantitative description has not been
tested. Here we use observations collected during the Elucidating the Role of Clouds–Circulation Coupling in Climate
(EUREC4A) field campaign to test this framework and evaluate our understanding of the trade wind subcloud layer. We
find evidence for a transition layer separating the mixed-layer and subcloud-layer tops. The presence of such a finitely thick
transition layer with vertical gradients complicates the application of mixed-layer theory, which assumes an abrupt gradient,
or “jump” at the subcloud-layer top. This ambiguity introduces effective parameters and motivates their estimation through a
Bayesian methodology. Results from this Bayesian inversion further reflect a finite-depth entrainment zone. We find that
subcloud-layer moisture and heat budgets close for synoptic variability and a monthly campaign mean, yielding a campaign-
mean residual of 3.6 W m22 for moisture and 2.9 W m22 for heat. Surface wind speed variability influences the subcloud-layer
depth and fluxes, yet thermodynamic variability above the subcloud-layer top emerges as the primary control on subcloud-layer
moisture and heat variability. Given that this simple theoretical framework can explain observed variability, it offers an appeal-
ing framework for evaluating larger-scale models that must parameterize the processes regulating this fundamental part of the
atmosphere.

KEYWORDS: Marine boundary layer; Heat budgets/fluxes; Surface fluxes; In situ atmospheric observations; Bayesian
methods; Idealized models; Atmosphere; Atlantic Ocean; Field experiments; Wind effects; Buoyancy; Boundary layer

1. Introduction

The trade wind subcloud layer is an important component of
the tropical atmosphere. Typically defined as extending from the
top of the surface layer (at approximately 50 m) to cloud base
(e.g., Malkus 1958; Stevens et al. 2017), it couples the surface to
the trade wind cloud layer and, in so doing, regulates the import
of heat and moisture from the ocean to the atmosphere above
(e.g., Malkus 1958; LeMone and Pennell 1976; Stevens 2007).
Clouds are influenced by subcloud-layer properties, as subcloud
moisture variability controls moist static energy variability,
which influences convective potential and cloudiness (e.g.,
Emanuel 1986, 1993). Clouds also influence the subcloud
layer, as they introduce variability in surface fluxes and radia-
tion, influence wind shear, and mix down dry air from aloft that
can then be entrained into the subcloud layer (e.g., Stevens
2006). This subtle interplay between the subcloud and cloud
layers ultimately governs the magnitude of latent heat transport
from the trades to the equator (e.g., Malkus 1958). The trade

wind subcloud layer thus forms an important link in the global
thermodynamic budget, transporting latent heat to the equatorial
belt where it influences large-scale circulations and the global
hydrological cycle (Riehl 1954; Heckley 1985; Tiedtke 1989).

To the extent that the subcloud layer influences the cloud
layer, the clouds of the trades provide an additional motivation
to study the trade wind subcloud layer. By virtue of their large
spatial extent and thus statistical weight, trade wind cloud
regimes have a large influence on the global energy budget
and global dynamics (e.g., Bony et al. 2004). Differences in the
response of trade wind cumulus to warming explain large differ-
ences in climate sensitivity estimates (e.g., Bony and Dufresne
2005; Webb et al. 2006; Vial et al. 2013; Myers et al. 2021), some
of which have been shown to relate to how efficiently moisture
is exported out of the trade wind subcloud layer (Sherwood
et al. 2014).

Given the importance of the trade wind subcloud layer, it is
useful to understand what controls its properties. To aid this un-
derstanding, the subcloud layer has long been characterized using
simple frameworks. Turbulence is expected to homogenize
subcloud-layer thermodynamic variables in the vertical (e.g.,
Mahrt 1976; Stull 2012). Such a well-mixed vertical structure
allows for simplification by solving for the vertically integrated,
or bulk, properties of the subcloud layer. Among these the verti-
cally integrated, or bulk models, the mixed-layer model is the
simplest case, representing the subcloud layer by a single verti-
cally averaged value. As reviewed by Stevens (2006), mixed-layer
models have formed a basis for representing the subcloud layer
in larger-scale models (Deardorff 1972; Arakawa and Schubert
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1974), thermodynamic models of the tropics (Betts and Ridgway
1989; Miller 1997), diagnostic studies of surface winds over tropi-
cal oceans (Stevens et al. 2002; McGauley et al. 2004), and diag-
nostic studies of specific regions, including trade wind regimes
(Betts 1976; Betts and Albrecht 1987; Neggers et al. 2006), deep
convective regions (Emanuel 1993; Raymond 1995), or stratocu-
mulus regimes (Kraus 1963; Lilly 1968; Wood and Bretherton
2004). Mixed-layer models allow for quantifying the magnitude
of different processes that control subcloud-layer variability and
attributing this variability to changes in the environment.

The adequacy of this mixed-layer description of the subcloud
layer has, however, only been assessed from relatively few
measurements and large-eddy simulations often performed for
idealized conditions over small (and usually homogeneous) do-
mains. Past observational studies typically used approximately
100 dropsondes and fixed certain parameters, such as the sea
surface temperature and vertical thermodynamic structure
above the subcloud layer (Betts 1976; Betts and Albrecht
1987; Betts and Ridgway 1989). Other studies examining
large-scale heat and moisture budgets (Augstein et al. 1973;
Yanai et al. 1973; Holland and Rasmusson 1973; Nitta and
Esbensen 1974) considered the layer up to the trade wind
inversion, therefore focusing on different vertical transports
than our budgets for the subcloud layer. Augmenting subcloud-
layer thermodynamic analyses with passive remote sensing
remains challenging, in particular regarding the boundary layer
height, entrainment flux, and vertical motions (e.g., Kalmus et al.
2014). Indeed, tropical moisture variability is poorly quanti-
fied by passive remote sensing, especially in the lowest three
kilometers, because observed moisture profile features are
at scales much finer than the typical weighting functions of
even hyperspectral instruments (e.g., Maddy and Barnet 2008;
Chazette et al. 2014; Stevens et al. 2017; Pincus et al. 2017). Out-
put from large-eddy simulations could, conceivably, be used to
evaluate mixed-layer theory, and mixed-layer models have
been used to interpret large-eddy simulations (e.g., Neggers
et al. 2006; Bellon and Stevens 2012, 2013; Schalkwijk et al.
2013). Indeed, the apparent realism of large-eddy simulations
can suggest a trustworthy representation of nature, yet these
simulations use idealized boundary conditions, employ a range of
domain sizes and resolutions, and rarely represent the diversity
of mesoscale patterns of convection observed in nature, all of
which introduce uncertainty into the resultant thermodynamic
fields (e.g., Bony et al. 2017). The limitations of both passive
remote sensing and large-eddy simulation output render in situ
observations especially important for testing mixed-layer theory
as a description of the trade wind subcloud layer.

As part of the Elucidating the Role of Clouds–Circulation
Coupling in Climate (EUREC4A) field campaign (Bony et al.
2017; Stevens et al. 2021), we collected the necessary data to in-
vestigate the structure and variability of the trade wind subcloud
layer. These data allow us to test whether mixed-layer theory is a
reasonable and useful theoretical framework for studying the
trade wind subcloud layer. After verifying that the assumptions
of mixed-layer theory are reasonable relative to observational
constraints, we test whether this simple framework is useful
for diagnosing the balance of physical processes controlling
subcloud-layer thermodynamic variability and its large-scale

environmental controls. A primary motivation for the EUREC4A
campaign was to make the first process-based constraint on
the trade cumulus feedback, which is undertaken in Vogel
et al. (2022, manuscript submitted to Nature). The process-
based approach in Vogel et al. (2022, manuscript submitted
to Nature) makes use of the mixed-layer framework, albeit
for the subcloud-layer mass budget. Another motivation for
the present paper is therefore to evaluate the adequacy of the
mixed-layer framework for subcloud-layer moisture and
heat, in order to assess whether it can be applied to the sub-
cloud-layer mass budget and thus the evaluation of trade cu-
mulus feedbacks.

To this end, section 2 presents the EUREC4A observations,
and section 3 defines subcloud-layer variability in terms of five
parameters}its height, as well as its means and gradients in
specific humidity and potential temperature}and quantifies
how each parameter contributes to variability across measure-
ment periods separated by hours to weeks. Section 4 introduces
the mixed-layer theory framework and a Bayesian methodology
that is used to jointly constrain uncertain parameters related to
entrainment. Section 5 then evaluates whether this simple theo-
retical framework, applied to in situ observations, can explain
observed synoptic variability and the monthly campaign-mean
for moisture and heat. Section 6 examines the relationships
among subcloud-layer properties and large-scale meteorological
conditions, and section 7 presents discussion and conclusions.

2. EUREC4A field campaign data

EUREC4A field study measurements were made in January
and February 2020 in the North Atlantic trade wind regions, east
of Barbados, to study the couplings among clouds, circulations,
and their large-scale environment. In both models and observa-
tions, clouds and the large-scale environment around Barbados
were found to be representative of the Atlantic and Pacific trades
(Medeiros and Nuijens 2016; Rasp et al. 2020), suggesting that
many inferences from EUREC4A observations are informative
of trade wind regions globally. EUREC4A sets itself apart from
previous field campaign that are, for instance, reviewed by
Garstang et al. (2019), through the intense and unbiased sam-
pling; the use of novel observing strategies combined with im-
proved and novel instrumentation; and the coincidence of
satellite measurements with very high spatial resolution and
temporal sampling (Bony et al. 2017; Stevens et al. 2021).

Figure 1 shows the geographic distribution of the measure-
ments used in this study. Our core data are 810 dropsondes from
the German High Altitude and Long Range Research Aircraft
(HALO) launched between 22 January and 15 February 2020
(George et al. 2021; Konow et al. 2021). These dropsondes yield
vertical profiles of pressure, temperature, and relative humidity
with a manufacturer-stated accuracy of 0.4 hPa, 0.18C, and 2%,
respectively (Vaisala 2022). We employ level-3 and level-4 drop-
sonde data, which have been processed and interpolated into a
common altitude grid with 10 m vertical resolution (George et al.
2021). We note that George et al. (2021) identify a dry bias in the
HALO dropsondes, which they correct with a multiplicative fac-
tor of 1.06 applied to relative humidity and all associated mois-
ture quantities from these sondes. We use these corrected data.
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One unique aspect of EUREC4A is the sampling strategy
that provides aggregated, statistical estimates of a larger-scale
signal, compared to individual point-wise measurements. During
EUREC4A, dropsonde measurements were distributed along a
fixed flight pattern, the “EUREC4A circle”}the EUREC4A
circle is a circular flight pattern with an approximately 220-km
diameter, centered at 13.38N, 57.78W, and at 9.5 km altitude
(Fig. 1). The spatial scale of the EUREC4A circle characterizes
the large-scale environment and corresponds to the size of a
typical general circulation model grid box, or what Orlanski
(1975) called the meso-b scale (20–200 km). Given that meas-
urements did not target specific meteorological conditions (e.g.,
no “cloud-chasing”), they provide unbiased sampling of the
large-scale environment.

Following Stevens et al. (2021), one circle-mean refers to the
mean of typically 12 dropsondes launched over 1 h along the
EUREC4A circle (due to operator and instrument errors, on
some circles fewer sondes were launched, but never fewer than
seven). A dropsonde is launched for every 308 change in head-
ing. Typically each flight incorporated two}temporally well
separated}periods of “circling.” A circling-mean is defined as
the mean of three consecutive circle-means (or in two cases, two
circle-means), corresponding to 30–36 consecutive soundings
aggregated over 210 min. Variability on the circling-mean scale
captures how the large-scale environment varies across about
3.5-hourly periods, and we refer to variability measured on the
circling-mean scale as synoptic variability. The campaign-
mean refers to the mean of 810 dropsondes launched from the
HALO aircraft between 22 January and 15 February 2020,
or approximately a monthly mean. In total, the dropsonde
data are aggregated to 69 circle-means, 24 circling-means, and
1 campaign-mean.

The French ATR-42 aircraft made thermodynamic measure-
ments during 18 flights from 26 January to 13 February 2020.

The ATR-42 flew coincident rectangular patterns inside the
EUREC4A circle (see Fig. 1), therefore also providing unbiased
measurements of the large-scale environment. Its thermody-
namic measurements show good agreement with the HALO
dropsonde measurements (Bony et al. 2022). We also make
use of smaller-scale thermodynamic measurements between
24 January and 15 February 2020 below 1 km from a remotely
piloted aircraft CU-RAAVEN (de Boer et al. 2022). Sea sur-
face temperatures are from the R/V Meteor, with these values
extrapolated from the R/V Meteor location to the respective
dropsonde location based on fixed zonal and meridional sea
surface temperature gradients of 20.14 K degree21 of latitude
or longitude Vogel et al. (2022, manuscript submitted to
Nature). These gradients are estimated from two satellite
products (GOES-16 ABI and CLS) and ECMWF Reanalysis
of Meteorological data (ERA5, Hersbach et al. 2020), which
agree well over the same spatiotemporal domain. To a lesser
extent and solely for purposes of comparison with our obser-
vations, we use ERA5 data at 0.258 spatial and hourly tempo-
ral resolution for January and February 2020, for surface
sensible and latent heat fluxes and vertical profiles of specific
humidity and potential temperature.

3. Describing the subcloud-layer structure and its
variability

To conceptualize the subcloud layer we first consider a repre-
sentation in terms of five scalar variables: height or depth (h),
mean potential temperature (u), mean specific humidity (q), as
well as vertical gradients in potential temperature (­u/­z) and
specific humidity (­q/­z). We hypothesize that knowing these
five variables is sufficient to characterize the subcloud layer and
how it varies thermodynamically.

a. Defining the subcloud-layer height

We first ask to what extent the subcloud-layer height h can
be defined from observed thermodynamic profiles. Despite its
role as a key vertical length scale, there is no consensus on
how to define this height (e.g., Seibert et al. 2000). Different
methods applied to a single dataset have been shown to yield a
wide range of heights (e.g., Liu and Liang 2010; Beyrich and
Leps 2012; Dai et al. 2014), leading to ambiguity in the fun-
damental question of the depth of the trade wind subcloud
layer.

To estimate h, we use three subcloud height methods, as
described here and in greater detail in appendix A. Results
are summarized in Table 1. The first method estimates the
depth over which there is no vertical gradient in a conserved
variable within a threshold following Canut et al. (2012). This
“gradient method” selects the height where a thermodynamic
variable exceeds its mean, averaged over the levels below, by
a certain threshold �}that is, that height at which the variable
is no longer well-mixed vertically. For instance, for specific
humidity, the depth is chosen where |q(z)2 qr|# �q, where
qr � (1/z)[�z100 q(z)dz] is updated at each vertical level and
computed as the density-weighted mean from 100 m to a
depth z. We apply this method to q, u, and virtual potential
temperature uv, a proxy for buoyancy. Empirically, we choose

FIG. 1. Data employed in this study include dropsondes launched
in the EUREC4A circle (white; 810 HALO dropsonde soundings),
subcloud-layer thermodynamic measurements from the ATR-42 air-
craft (red tracks), and sea surface temperature and surface flux
measurements from the R/VMeteor (navy tracks). We also use data
from the Barbados Cloud Observatory (green) and subcloud-layer
thermodynamic measurements from the remotely piloted aircraft
CU-RAAVEN (orange). For illustrative purposes, background sea
surface temperatures are ERA5 data at 0.258 resolution, averaged
over January and February 2020.
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a threshold � that is one-third of small-scale variability, esti-
mated as within-day variability from 50 to 550 m depth. These
threshold values for q, u, and uv are 0.35 g kg21, 0.15 and
0.20 K, respectively. The second method, following Holzworth
(1964), estimates the level at which a hypothetical rising parcel
of near-surface air, representing a thermal, reaches its level of
neutral buoyancy, based on a cloud-layer uv profile, without
any overshoot. The third definition finds the peak in the rela-
tive humidity profile, given that relative humidity is expected
to maximize at the subcloud-layer top if specific humidity is
constant and temperature decreases with height.

From this analysis, a conceptual picture emerges of two dis-
tinct vertical layers. The first layer is a well-mixed layer in q and
u (Fig. 2, Fig. B1), which also corresponds to the distribution of
relative humidity maxima. Averaging these three height methods
gives a mean depth of 555 m (Figs. 2a,c). A layer that is well-
mixed vertically in q and u has previously been called the mixed-
layer (e.g., Malkus 1958; Augstein et al. 1974), and we adopt this
same terminology. The buoyancy variable, uv, however, remains
better-mixed over a deeper layer, to a mean depth of 708 m aver-
aged between the uv-gradient and parcel methods. Such a layer
that is better-mixed deeper in uv than q and u individually was
observed previously (e.g., Malkus 1958; Augstein et al. 1974;

Nicholls and Lemone 1980; Yin and Albrecht 2000). This depth
also coincides with the mean lifting condensation level (LCL) of
708 m. Each LCL value is the mean of LCL values calculated for
air masses from 50 to 300 m. Note that the LCL is calculated
from circle- or circling-mean air, which averages subcloud-layer
air from areas that are in regions of clear skies and in regions
where clouds form above. If the LCL is, however, calculated from
individual dropsonde soundings, the distribution shifts lower, with
the moistest parcels having LCL values that align with the mixed-
layer top (not shown). Historically, the layer that is better-mixed
in uv and corresponds to the environmental-mean cloud base or
LCL level is often called the subcloud layer (e.g., Malkus 1958;
Augstein et al. 1974; Nicholls and Lemone 1980; Yin and Albrecht
2000). Although this naming can be confusing, because clouds
already start to form below the subcloud-layer top, we retain
this terminology. This height analysis suggests that there is some
ambiguity in the determination of the boundary layer depth.

We associate this ambiguous region between the mixed-layer
top and subcloud-layer top with the transition layer (Malkus
1958). Such a layer is often found in observations (Augstein et al.
1974; Yin and Albrecht 2000), is used in simple theoretical
modeling approaches (e.g., Albrecht et al. 1979), and emerges in
simulations (Stevens et al. 2001), yet the processes that give rise
to its structure remain little investigated. Here defined as the dif-
ference between the subcloud-layer top (uv-gradient method)
and mixed-layer top (q-gradient method), the transition layer
has thickness 1516 77 m in circle-mean data and 1526 50 m in
circling-mean data. The mixed-layer top and subcloud-layer top
heights, moreover, vary coherently, with a Pearson correlation
coefficient of r = 0.86. Over this interfacial transition layer, q and
u begin to exhibit vertical gradients, albeit in ways that have
compensating effects on buoyancy, so that uv gradients are less
pronounced (e.g., Nicholls and Lemone 1980; Betts and
Albrecht 1987; Yin and Albrecht 2000), as illustrated schemat-
ically in Fig. 2b). The differing vertical structures of the mixed
layer and transition layer suggests that they may be controlled by
different physical processes, which is the subject of a future study
(Albright et al. 2022, manuscript submitted to J. Atmos. Sci.).

In simple modeling studies, an interpretation arose that the
transition layer could be modeled as an infinitely thin layer with
“jumps,” or abrupt discontinuities, in analogy with the cloud-
free convective boundary layer (e.g., Lilly 1968; Tennekes 1973;
Arakawa and Schubert 1974; Albrecht et al. 1979; Stevens 2006).
EUREC4A measurements do not, however, show the subcloud
layer to be a layer defined by a sharp jump or discontinuity at its
top, either in aggregated soundings (Fig. 2c) or most individual
soundings (see one example in Fig. 2d). Rarely, in about 10%
of cases, a profile with a sharp jump occurs, such as shown in
Fig. 2d. The presence of such sharp discontinuities, if rare,
does, however, show that smoother profiles are not an artifact
of potentially slow dropsonde moisture sensor time responses,
and they are instead a physical feature of the atmosphere. The
ability of the sondes to measure such sharp profiles is consis-
tent with the manufacturer-stated sensitivities for the Vaisala
dropsonde RD41, which have a temperature response time of
0.5 s and moisture response time of less than 0.3 s at 1000 hPa,
208C, and the fall speed of the sonde (roughly 6.5 m s21)
(Vaisala 2022). Indeed, Vömel et al. (2021) show that the new

TABLE 1. Campaign-mean and standard deviation of different
terms as calculated from the 24 circling-mean data (3-hourly
time scale) located in the “EUREC4A circle.” Various heights
are given: h(ML) is the mixed-layer top height, h(SC) is the
subcloud-layer top height, h(LCL) is the lifting condensation
level, and Dh(TL) is the thickness of the transition layer, defined
as the difference between the subcloud-layer and mixed-layer
tops. The subscript s refers to the surface, and “ML” and “SC”
refer to the mixed layer and subcloud layer, respectively. The
sea surface temperature (SST) values include the cool-skin
approximation adjustment; that is, they include the 0.25 K
subtracted from R/V Meteor SSTs. ||U|| refers to the wind speed
at 10 m. Vertical gradients are expressed per kilometer.

Units Mean St dev

h(ML) m 555 79.0
h(SC) m 708 83.6
h(LCL) m 694 105
Dh(TL) m 152 50

qs g kg21 22.59 0.189
qML g kg21 15.3 0.886
qSC g kg21 15.1 0.883
SST K 300.0 0.169
us K 299.2 0.260
uML K 298.3 0.235
uSC K 298.4 0.253
||U|| m s21 8.46 2.19

­q/­z (ML) g kg21 km21 21.06 0.293
­q/­z (TL) g kg21 km21 26.69 2.11
­u/­z (ML) K km21 0.424 0.291
­u/­z (TL) K km21 2.49 0.644
­uv /­z (ML) K km21 0.233 0.247
­uv /­z (TL) K km21 1.30 0.324
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sensors, such as in EUREC4A’s RD41 dropsondes, have rapid
time constants and do not require time-lag corrections at the
warmer temperatures in the lowest kilometers of the atmosphere.
A comparison of dropsonde moisture profiles with higher-
frequency (1 Hz) moisture measurements from the ATR-42 (not
shown) further supports this inference that smooth vertical gra-
dients are not an artifact of slow sensor response times.

The presence of a finite-thickness transition layer introduces
ambiguity in the application of the mixed-layer theory, whose
entrainment closures are based upon a canonical jump-like
structure at the subcloud-layer top. We address this uncertainty
through the introduction of effective parameters estimated
through a Bayesian approach, as described in section 4c.

b. Evidence that vertical thermodynamic gradients
are small

Another key assumption in mixed-layer theory is that
subcloud-layer thermodynamic variables can be represented

by a single vertically well-mixed value. To test this assumption,
we compare the magnitude of vertical gradients relative to vari-
ability about vertically averaged mean values across soundings.
We do this in two steps. We first calculate the root-mean-square
error (RMSE) from assuming a vertical, perfectly well-mixed
profile relative to the observed profile up to the mixed-layer
top. Second, this RMSE is compared with the standard devia-
tion s calculated for all mixed-layer mean values over the
campaign (from circle-mean data), as the fractional difference
[(s 2RMSE)/s]3 100. A perfectly well-mixed layer would
have values of 100%, and values near 100% indicate that the
vertical variability about the mean for a particular sonde is
much smaller than the variability among sondes. For q, the
fractional difference is 83% 6 3.2% across circle-mean data,
with the values denoting the mean and standard deviation.
Similarly, the fractional difference for potential temperature is
76% 6 6.0%, with the smaller value for potential temperature
resulting from its smaller variability about the mean value.

FIG. 2. (a) Probability distributions from different methods employed to estimate the mixed and subcloud-layer heights. We find that three
methods based on specific humidity q or potential temperature u and relative humidity (blue curves) correspond to the mixed-layer top. Two
methods using virtual potential temperature uv (the uv-gradient method and parcel method; orange profiles) instead correspond to a deeper
layer, called the subcloud layer, given its correspondence with the lifting condensation level calculated from environmental-mean air (black).
For the mixed-layer and subcloud-layer top distributions, the thicker line is the mean of distributions calculated using individual height meth-
ods. (b) A schematic showing how vertical gradients in q and u compensate to weaken the vertical gradient in uv. (c) 69 circle-mean profiles
for q, u, and uv. The black line is the campaign-mean across all profiles, and colored profiles correspond to time (dark to lighter blue over
time). Dotted lines mark the mixed-layer height and subcloud-layer height. The difference between the subcloud-layer top and mixed-layer
top heights indicates the transition layer. (d) Two individual dropsonde profiles: one at 1606 UTC 31 Jan 2020 exhibiting a rare “jump-like”
structure (black) and another at 1618 UTC 31 Jan 2020 exhibiting a more typical structure with smoother vertical gradient at the subcloud-
layer top (gray).
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[In appendix B, Fig. B1 also illustrates that what we call the
mixed layer is indeed well-mixed vertically}with notable ex-
ceptions on 24 January (Figs. B1c,d), and 7 February 2020
(Figs. B1o,p), identified as having many cold pools (Touzé-
Peiffer et al. 2022), which are expected to cause deviations away
from a well-mixed profile.] On this basis, we infer that vertical
gradients are small and provide initial justification for their omis-
sion from the mixed-layer description. A posteriori support for
this conclusion is provided by additional analysis in section 5.

Beyond the magnitude of vertical gradients, another question
is the extent to which variability in vertical gradients encodes
differences in variability among subcloud layers. We find that
rank correlations (Kendall and Spearman) and Pearson correla-
tions of ­u/­z and ­q/­z with h, u, and q are below 0.3, suggest-
ing that the strength of vertical gradients does not strongly
differentiate subcloud layers.

c. Moisture variability is the primary mode of subcloud-layer
thermodynamic variability

We find that the subcloud layer varies thermodynamically
primarily through variability in q, and this moisture variability
controls nearly all variability in subcloud-layer moist static en-
ergy (MSE), with a correlation coefficient r = 0.99 between q
andmean subcloud-layerMSE. MSE is defined as cpT 1 ‘vq1 gz
where cp is the specific heat at constant pressure, T is the absolute
pressure in Kelvin, ‘v is the specific enthalpy of vaporization, q is
the water vapor specific humidity, g is the gravitational constant,
and z is height above the surface. The height of the subcloud
layer is defined using the uv-gradient method, and subcloud-layer
means, q and u, are defined as the density-weighted means from
50 m to this height.

One way to compare variability in q and u is by diagnosing
their contribution to variability in vertical length scales. In the
circle-mean aggregated data, anomalies in q relative to the cam-
paign-mean have a Pearson correlation coefficient r = 20.71
with h anomalies and r = 20.97 with anomalies in the LCL,
showing that variability in different vertical heights is strongly
associated with q variability. Anomalies in u, by contrast, have
a Pearson correlation coefficient of only20.5 with anomalies in
the LCL and 20.24 with h anomalies. Warmer temperatures
are also associated with increased humidity, which would lower
the LCL, so the weak anticorrelation with potential tempera-
ture variability could reflect the compensating effects of temper-
ature and humidity on the LCL.

Continuous ERA5 data, which are found to vary coherently
with observations despite a dry bias in moisture [see Fig. 3a and
Bock et al. (2021)], allow for estimating other modes of thermo-
dynamic variability. ERA5 assimilated EUREC4A dropsonde
and radiosondes, although ongoing analysis of winds shows that
the assimilation of local soundings did not strongly influence the
reanalysis (G. George 2022, personal communication). From
these continuous ERA5 data, we find the q signal, averaged for
the same about 220 km-diameter circular domain as the observa-
tions (Fig. 1), de-correlates after approximately 2 days, with an
auto-correlation coefficient that decreases from 0.98 after 1 h to
0.19 after 48 h (Fig. 3d). That moisture is mostly de-correlated
after 2 days aligns well with the mean gap of 2 days between
EUREC4A flights, indicating that the research flights sample
independent realizations of synoptic moisture variability. The
10 m wind speed is highly auto-correlated, with an auto-
correlation coefficient of 0.74 after 2 days and 0.48 after
8 days (Fig. 3d). The wind speed signal de-correlates after

FIG. 3. Evolution of (a) subcloud-layer mean specific humidity q, (b) 10 m wind speed, and (c) subcloud-layer mean
potential temperature u for circle-mean data (lighter circle) and circling-mean data (darker circle), compared with
hourly ERA5 data (light gray). Note that ERA5 moisture displays a dry bias (Bock et al. 2021), and here ERA5 specific
humidity is multiplied by a factor of 1.1. (d) The auto-correlation coefficients at various time lags calculated from hourly
ERA5 data for q and u, interpolated to the same heights as the in situ data, and the 10 m wind speed.
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10 days with r = 0.04, demonstrating the dominance of lower-
frequency surface wind speed variability.

Another way of analyzing thermodynamic variability is per-
forming fast Fourier transformations. The fast Fourier trans-
formation of u has a strong peak in the power spectral density
at a 24 h frequency, whereas a diurnal signal is not seen in q
(not shown). Variability in u is smaller in magnitude (Fig. 3c)
and appears to be largely diurnal, potentially driven by vari-
ability in shortwave radiative heating (Albright et al. 2021).

4. Mixed-layer theory for subcloud-layer moisture
and heat

We first introduce the mixed-layer theory framework (section 4a).
An important assumption in this theory is that the subcloud
layer is well-mixed, which was shown to be the case, at least
below the transition-layer base (section 4b). The existence of a
finite-depth transition layer and its vertical gradients, however,
introduces challenges into the application of mixed-layer the-
ory, particularly its assumption that the interface between the
subcloud layer and cloud layer is vanishingly thin (e.g., Lilly
1968; Stevens 2006). EUREC4A observations allow us to test
the adequacy of this interpretive framework despite the pres-
ence of the finite-thickness transition layer.

a. Theory and closure assumptions

For a subcloud-layer scalar # after performing a Reynolds de-
composition on the conservation equation (D#/Dt �Q#, where
Q# is a diabatic source term) and integrating over the depth of
the layer, the mixed-layer budget of # can be written as

hS# � w′#′
0 2 w′#′

1:
∣∣∣∣ (1)

We neglect the horizontal gradients in w′#′ , which are small
compared to the vertical gradients. Sw includes the contribution
of the mean flow to the material derivative, as well as the dia-
batic source term,Qw. This diabatic source termQw can include
radiation or precipitation and evaporation effects, but we set
Qq = 0 for moisture, neglecting the influence of evaporating
precipitation on the subcloud-layer moisture budget, but we do
account for radiation in the heat budget (Qu Þ 0). The equation
expresses that the vertical divergence of the turbulent flux bal-
ances the sum of the nonturbulent processes, denoted by S#
(e.g., Betts 1976; Stevens 2006). The thickness of the layer is h.
The subscript 0 denotes values at the lower interface of the bulk
layer (ocean-to-subcloud-layer interface), and the subscript 1
denotes values at the upper interface (the subcloud-to-cloud
layer interface), and w refers to the vertical velocity.

The flux at an interface i is given as the product of the velocity
relative to the mean flow and a “jump”:

w′#′
i � 2ViDi#,
∣∣ (2)

where Di# defines the change in # across the interface, from
top to bottom, so that D1# � #1 2 # and D0# � # 2 #0.

With this notation, we can rewrite Eq. (1) as

hS# � 2V0D0# 1 V1D1#: (3)

The first term on the right-hand side V0D0# defines a surface
flux wherein the surface exchange velocity V0 denotes the prod-
uct of the 10 m horizontal wind speed, ‖U‖ (wherein easterly is
defined as negative), and a dimensionless parameter Cd follow-
ing surface-layer similarity theory (e.g., Stevens 2006). Note
that 2V 0D0# is positive when surface values are larger than
subcloud-layer values, which is almost always the case for
potential temperature and specific humidity. The dimension-
less parameterCd depends on the surface roughness, the structure
of the surface layer, and the stability of this layer but is generally
taken to be constant and equal to 0.0011 (e.g., Deardorff 1972;
Fairall et al. 2003). In this analysis, we setCd = 0.0010. Our smaller
value compensates for the larger difference between the surface
and subcloud-layer values, compared to the typical difference
taken between the surface and 20m value (e.g., Fairall et al. 2003).

1) ENTRAINMENT CLOSURE

In Eq. (3) V1 represents the diabatic growth of the subcloud
layer into the overlying fluid and is taken to equal the entrain-
ment rate E (e.g., Stevens 2006). The fundamental processes con-
trolling entrainment remain poorly understood and represented
(e.g., Fedorovich et al. 2004; Canut et al. 2012). The most basic
approach, proposed by Lilly (1968), is to represent the turbulent
entrainment flux at the subcloud-layer top as a fixed fraction of
the surface turbulent flux:

E � 2
AV0D0uv
D1uv

: (4)

This closure is known as the “zero-order jump model” for E,
as the jump occurs over a transition layer of zero thickness. A
zero-order jump model is made in analogy with the sharp dis-
continuity seen in stratocumulus mixed layers (e.g., Lilly 1968;
Deardorff 1972) and dry convective boundary layers (e.g.,
Tennekes 1973; Stull 1976).

The constantA defines the entrainment “efficiency” and varies
between 0 and 1. The end member of A = 0 refers to total fric-
tional dissipation of the surface buoyancy flux and no entrain-
ment at the layer-top, whereas A = 1 refers to zero frictional
dissipation, and the entire surface buoyancy flux being available
for entrainment (Lilly 1968). The jump, D1uv, is positive and
models the resistance that entrainment feels when tasked with
mixing a relatively more buoyant fluid into the turbulent layer.

As discussed in section 4a, the subcloud layer is not, except
in rare cases, characterized by such a zero-order jump struc-
ture and instead exhibits vertical gradients over a finite depth.
Such vertical gradients over a finite thickness are consistent
with finite-thickness entrainment zones seen in large-eddy
simulations, in what is often called a first-order jump model
(e.g., van Zanten et al. 1999; Canut et al. 2012). The zero- and
first-order jump models are contrasted schematically in Fig. 4.

We attempt to accommodate the ambiguity from the transi-
tion layer by introducing coefficients Cq and Cu, which scale
jumps at the top of the layer and compensate for possible er-
rors in our choice of the subcloud-layer height h and uncer-
tainty in the depth over which the jumps are computed. The
scaling coefficient approach is similar to the linear mixing-line
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model that represents cloud-layer air mixing into the mixed
layer (Betts and Ridgway 1989). Whereas our formulation is
similar to the “transfer coefficient” approach in Neggers et al.
(2006) and Zheng (2019), these studies take differences be-
tween values in the free troposphere and the subcloud layer,
whereas we consider values across the transition layer. The
jumps D1q, D1u, and D1uv are formulated as

D1q � Cq(qh12 q |h2 ), (5)

D1u � Cu(uh12 u |h2 ), (6)

D1uv � D1u 1 0:61(uD1q 1 qD1u): (7)

The subscript h1 refers to the value of q or u above h, computed
as the average from h to h 1 100 m. q |h2 or u |h2 are averages
from 50 m to the mixed-layer top defined from the linearized
relative humidity method (see appendix A), though it is insensi-
tive to defining the mixed-layer top using other methods. The
choice of averaging up to the mixed-layer top, rather than up to
h, to calculate these jumps is motivated by the desire to exclude
transition-layer air in the average. Due to sub-circling variability
in h, excluding transition-layer air can best be achieved by a con-
servative (and therefore lower-altitude) choice of averaging
height. The choice of averaging from h 1 100 m is to reduce
small-scale variability associated with values at a single altitude.
The ultimate magnitude of the entrainment fluxes or residuals in
the budgets are not affected by selecting values at h, or averag-
ing up to 50, 100, or 150 m above h, though it does influence the
relative magnitudes of the entrainment rate, E, compared to the
jumps. Ultimately the budget analysis depends on the product of
E times the jump, and so defining the jump over a larger layer
increases the jump and decreases E.

2) BUDGET EQUATIONS FOR SUBCLOUD-LAYER

MOISTURE AND HEAT BALANCES

Combining these assumptions, the budget for Eq. (1) for
specific humidity q is

h
­q
­t

1 (u · =q)
[ ]

� 2Cd‖U‖D0q 2
AeV0D0uv

D1uv
D1q: (8)

The q balance is between a surface latent heat flux,2Cd‖U‖D0q,
which moistens the layer from a saturated ocean surface moisture
source, qs, wherein D0q � q 2 qs , 0; an entrainment flux,
2[(AeV0D0uv)/(D1uv)]D1q, which imports drier cloud-layer air
into the subcloud layer, wherein E is defined in Eq. (4) and
D1q , 0; and large-scale horizontal advection, u · =q and a
time derivative, ­q/­t, both of which can either moisten or dry
the subcloud layer. We neglect phase changes, such as associ-
ated with evaporating precipitation within the subcloud layer.

For subcloud-layer mean potential temperature u, the budget
equation is

h
­u

­t
1 (u · =u)

[ ]
� 2Cd‖U‖D0u 2

AeV0D0uv
D1uv

D1u 1 hQr:

(9)

Equation (9) includes a surface sensible heat flux, 2Cd‖U‖D0u,
which warms the subcloud layer given D0u � u 2 us , 0; an
entrainment flux [(2AeV0D0uv)/(D1uv)]D1u, which brings
warmer cloud-layer air into the subcloud layer; large-scale
horizontal advection u · =u, which could either warm or cool the
layer; a time-derivative ­u/­t, which is predominantly associated
with the diurnal cycle; and a clear-sky radiative heating term Qr,
another cooling term. We again neglect phase changes, such as
evaporating precipitation. This heat balance is more difficult to

FIG. 4. Schematic of subcloud-layer budgets, as described in Eqs. (8) and (9). Descriptions of the surface fluxes (V0D0#), entrainment fluxes
(ED1#), material derivatives (D#/dt), and clear-sky radiative heating term (Qr) are given in sections 4b and 4c. The height h refers to the depth
of the subcloud layer, which includes both a well-mixed layer and a transition layer. Also shown are idealized profiles of specific humidity q
and potential temperature u in keeping with the zero-order jump model (dotted lines) and the first-order model, similar to what is done in this
study (solid lines).
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constrain, both because it involves more terms and because the
magnitude of individual terms is smaller. Also note that these
kinematic fluxes can be converted to dynamic fluxes by multiplying
by the air density r and ‘v for specific humidity, and air density
and cp for potential temperature.

The processes in the q budget [Eq. (8)] and u budget [Eq. (9)]
are illustrated schematically in Fig. 4.

b. Observational estimates of terms in mixed-layer
theory budgets

Here we describe how the different terms in Eq. (8) and
Eq. (9) are calculated from observations, except for entrainment,
which is the focus of section 4c. Clear-sky, aerosol-free radiative
heating profiles for EUREC4A dropsondes and radiosonde pro-
files are calculated in Albright et al. (2021). Large-scale horizon-
tal moisture advection, u · =q, and potential temperature
advection, u · =u, are calculated in George et al. (2021) using the
regression method from Bony and Stevens (2019). We estimate
the time derivatives or storage terms, ­q/­t and ­u/­t, as the or-
dinary least squares regression slope of the three circle-means
per circling-mean. Estimating this derivative as the regression
slope for the approximately 30–36 individual soundings per
circling yields similar results (r = 0.82), yet these soundings are
more affected by small-scale variability than are circle-means.
For uncertainty estimates, we calculate the standard error of
the three circle-mean data per circling-mean for all terms in
Eqs. (8) and (9), except for uncertainty on the time derivative,
which we take to be the standard error on the regression
slope.

SURFACE FLUXES

Bulk estimates of surface fluxes are calculated as 2Cd‖U‖D0#

[Eq. (14) and Eq. (15)]. The difference D0# is taken between the
mixed-layer mean and surface value and is negative, yielding
positive surface fluxes. Estimates are 6.3 6 2.7 W m22 for the
sensible heat flux and 166 6 54 W m22 for the latent heat flux,
with the notation denoting the mean and standard deviation.
For the sensible heat fluxes, we subtract 0.25 K fromR/VMeteor
sea temperatures measured at few-meter depth to account for
the “cool skin” effect that sea surface temperatures at the sur-
face are cooler than at few-meter depth (e.g., Fairall et al. 2003).
The bulk estimates of surface sensible and latent heat fluxes
agree well, both in terms of magnitude and variability, with three
alternative, but collocated estimates of these fluxes: bulk esti-
mates from the R/V Meteor, fluxes calculated with the COARE
algorithm (Fairall et al. 2003) using HALO dropsonde data, and
ERA5 surface fluxes (Table 2). Pearson correlation coefficients
of our bulk sensible heat flux estimates are r = 0.81, 0.82,
and 0.72 with these three estimates, respectively. For the
latent heat fluxes, the correlations are r = 0.84, 0.92, and
0.95, respectively. These flux values are consistent with clima-
tological values, for instance as shown by Yu et al. (2004) and
Bigorre and Plueddemann (2021) (about 160–170 W m22 for
the latent heat flux and 6–8 W m22 for the sensible heat flux)
with differences being consistent with sampling errors associ-
ated with the observations being made for slightly different
locations or time periods.

The surface turbulent flux Fuv , which is used to compute E,
is defined as Fuv � Fu 1 0:608uFq, wherein 0.608 is a thermody-
namic constant that relates the molecular weight of water rela-
tive to that of dry air. Fuv relates to surface buoyancy flux by a
factor of g/u, which then denotes the time rate of change of
turbulent kinetic energy production. Fuv fluxes estimated from
mixed-layer theory or bulk methods are 16 6 5.2 W m22,
which agree well with the three other surface flux estimates in
magnitude and variability, with correlation coefficients around
r = 0.9.

c. Bayesian inversion of uncertain terms in
entrainment fluxes

The most uncertain terms in Eq. (8) and Eq. (9) relate to
the entrainment fluxes: the effective entrainment efficiency
(Ae) and the scaling parameters for the jumps (Cq and Cu).
The entrainment exchange velocity E [Eq. (4)] and fluxes at
the subcloud-layer top have long been challenging to measure
observationally (e.g., Lenschow et al. 1999; Kawa and Pearson

TABLE 2. Campaign-mean and standard deviation of different
terms as calculated from the 24 circling-mean data (about 3-hourly
time scale) averaged along the “EUREC4A circle” for surface
latent and sensible heat fluxes, entrainment fluxes, horizontal
advection terms, and net radiative heating. Values of Ae are from
the Bayesian inversion, and the effective jumps are calculated by
from Eqs. (5) and (6) using the mean values of Cq and Cu. For the
surface flux terms, “bulk” refers to bulk theory formulations,
“Meteor” refers to measurements from the R/V Meteor instead of
dropsondes, and “COARE” refers to the COARE algorithm.
Horizontal advection and net radiative heating are values averaged
over the subcloud-layer depth.

Units Mean St dev.

Fq bulk, dropsondes W m22 166 56
Fq bulk, Meteor W m22 165 48
Fq COARE,

dropsondes
W m22 162 45

Fq ERA5 W m22 178 49

Fu bulk, dropsondes W m22 6.3 2.7
Fu bulk, Meteor W m22 6.5 3.8
Fu COARE,

dropsondes
W m22 6.0 6.1

Fu ERA5 W m22 10 4.5

E mm s21 20.4 7.9
Ae } 0.43 0.056
Cq } 1.26 0.34
Cu } 1.15 0.31
D1q �Cq(qh1 2 q |h2 ) g kg21 22.32 0.597
D1u �Cu(uh1 2 u |h2 ) K 0.782 0.115
Duv K 0.359 0.0297
EDq W m22 2128 52.8
EDu W m22 18.0 6.47

u · =q g kg21 m s21 1.59 3 1025 2.12 3 1025

u · =u K m s21 8.51 3 1023 8.46 3 1023

Qrad,clr K day21 20.853 1.01
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1989; Stevens et al. 2003a) or estimate from simulations (e.g.,
Moeng et al. 1999; Bretherton et al. 1999; Vogel et al. 2020).

There are a lack of foregoing constraints on these jumps,
and from the trade wind observations, there are ambiguities
associated with how to define the jumps at the upper interface
(Fig. 2c). Given these uncertainties, we constrain the parameters,
Q = (Ae, Cq, Cu), using a Bayesian framework. This approach
allows for estimating a joint distribution of parameters Q that
are most likely to explain the observed data. The values of Cq,
Cu, and Ae should be physical, and synoptic variability should
be explained without having to vary these parameters.

The Bayesian approach is similar to other optimization
techniques, yet it yields joint posterior distributions and
thus provides an estimate of uncertainty for the constrained
parameters. Following Bayes rules, we invert for the joint
posterior distribution of Q:

P(Q yobs) ∝ P(yobs Q)P(Q):|∣∣ (10)

Sampled sets of parameter values, Q, are used with observed
estimates of the other terms to model subcloud-layer moisture
and temperature budgets, yobs, following Eq. (8) and Eq. (9).
We model the likelihood P(yobs|Q) such that the residuals of
the subcloud-layer moisture and heat budgets are normally
distributed around zero with standard deviations sq and su,
respectively. The likelihood P(yobs|Q) is thus formulated based
on the multivariate Gaussian distribution of the modeled sub-
cloud-layer moisture and temperature budgets:

P(yobs|Q) ∼ N[0,S2(Q)]: (11)

S
2(Q) � s2

q 0
0 s2

u

[ ]
: (12)

This likelihood expresses the probability of closing the mois-
ture and heat budgets, or jointly obtaining residuals normally
distributed around zero for both budgets given parameters Q.
We set the off-diagonal terms to zero in Eq. (12), meaning that
there is no covariance between residuals in the moisture and heat
budget. We assume a standard deviation sq of 13 1028 kg21 s21,
or 17 W m22 when converted from a kinematic to dynamic flux.
For potential temperature, the standard deviation su is chosen to
be 33 1026 K s21 or 2.5 W m22, though our results are insensi-
tive to these choices. The posterior distribution P(Q|yobs) then
represents the distribution of parameter values that are most
likely to close the budgets given observed variability.

For the prior distribution P(Q) on Ae, we choose a normal
prior with mean of 0.2 and standard deviation 0.4,N (0:2, 0:42).
A common view of Ae is the ratio of minimum to maximum
buoyancy fluxes, when assuming that the minimum buoyancy
flux occurs at the subcloud-layer top, and that the transition
from the negative, minimum to zero buoyancy flux occurs over
an infinitely thin layer. Its value is often taken to be 0.2 (Lilly
1968; Stull 1976; Tennekes and Driedonks 1981; Driedonks
1982; Pino et al. 2003), motivating our choice of normal prior
with mean 0.2. Assuming that the source of entrainment is surface
buoyancy fluxes (rather than other processes, such as radiative

cooling, or evaporative cooling by clouds as in Stevens (2007)), a
value of Ae greater than one is energetically inconsistent with our
assumptions. Obtaining a posterior distribution of Ae that does
not exceed one serves as a physical test of the model. For the scal-
ing parameters, we model the prior distributions for Cq and Cu as
a normal distribution with mean 1 and standard deviation of 0.5.

Sampling is performed using the Metropolis–Hastings algo-
rithm (Metropolis et al. 1953; Hastings 1970), and we run the
model for 60000 samples, four times (four “chains”), though re-
sults converge after 30000 samples. The first 10000 samples are
discarded for each chain, yielding 200000 samples. Results are
consistent among chains, indicating that our model is adequately
sampled.

1) BAYESIAN INVERSION RESULTS

Notably, the entrainment efficiency, Ae, is well constrained
by the Bayesian inversion and has a maximum likelihood esti-
mate (MLE) posterior value of 0.43 and a 5%–95% credible in-
terval of 0.34–0.53 (Fig. 5). Its marginal posterior distribution is
similar regardless of the prior distribution; Ae being larger than
0.2 is consistent with it being an effective parameter that reflects
the existence of a finitely thick transition layer, as previously
discussed. Using Sahelian convective boundary layer observa-
tions, Canut et al. (2012) also found evidence for an entrainment
efficiency larger than 0.2 given a finite-thickness entrainment
zone, though in their case wind shear over the entrainment zone
contributed to a larger value. Wind shear over the transition
layer is, however, small during EUREC4A (cf. Fig. B2). Whether
or not this value of Ae is consistent with direct numerical simula-
tion (Garcia and Mellado 2014) and large-eddy simulation
(Fedorovich et al. 2004) of the convective boundary layer, which
suggest values closer to 0.2, is unclear. A larger value of Ae, as in
the case of van Zanten et al. (1999), may result from how we
define the jumps and the depth of the layer, whose values are
greater than those in idealized LES (as discussed by Fedorovich
et al. (2004)).Ae . 0.2 could also be indicative of cloud processes
within the transition layer contributing to the mixing (cf. Stevens
(2007)), an idea we are exploring further in a separate study.

The mean posterior value of Cq is 1.26 with a 5%–95% cred-
ible interval of 0.74–1.89. The mean posterior value of Cu is
1.15 with a 5%–95% credible interval of 0.65–1.66 (Fig. 5). We
multiply the mean posterior values of the transfer coefficients
by the time-varying values of Dq and Du [calculated following
Eq. (5) and Eq. (6)] to obtain specific humidity and potential
temperature jumps used to calculate the entrainment flux. The
strong covariance between Cq and Cu, with a Pearson correla-
tion coefficient of r = 0.97, suggests that the same subcloud-
layer eddies mix moisture and heat, consistent with physical
expectation, and that knowing either Cq or Cu appears sufficient
for scaling the jumps. That the parameters constrained by the
Bayesian inversion are physical}namely, an 0.2 , Ae # 1 and
scaling coefficients that strongly covary}acts as a first valida-
tion of mixed-layer theory.

Our entrainment rates are 20.4 6 7.9 mm s21, with values de-
noting the mean and standard deviation (Table 2). Similar to the
surface fluxes, making a direct quantitative comparison with pre-
vious studies is difficult given that different regimes are sampled,
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such as a trade wind or stratocumulus boundary layer, as well as
different vertical levels (e.g., cloud-top versus cloud-base). There
are a number of foregoing estimates of cloud-top entrainment
rates in stratocumulus regimes: during the DYCOMS-II field
study southwest of California, Stevens et al. (2003b) find values
3.9 6 1 mm s21; also using in situ data but in the southeast
Pacific, Caldwell et al. (2005) estimate rates of 4 6 1 mm s21;
using satellite measurements for a transect from 358 to 158N,
Kalmus et al. (2014) estimate 3.5 6 1.5 mm s21; and using in
situ observations from the MAGIC field campaign between
California and Hawaii, Ghate et al. (2019) estimated cloud-top
entrainment rates of 7.83 6 5.23 mm s21 in closed cellular stra-
tocumulus cloud conditions. The larger entrainment rates during
EUREC4A are plausible considering the much weaker stability
of the capping layer compared to stratocumulus regimes. In the
Sahelian boundary layer, Canut et al. (2012) estimate a large
range of cloud-top entrainment rates from about 10–150 mm s21

(their Figs. 10, 11). In large-eddy simulations of trade wind regions,
Vogel et al. (2020) find a mean entrainment rates of 14 mm s21,
with lower values compared to observed EUREC4A values likely
due to the coarser vertical resolution leading to a larger Duv-jump.

2) JUSTIFICATION FOR LARGER ENTRAINMENT

EFFICIENCY AE FROM THEORY

Before presenting the resulting budgets, we present two expos-
itory examples that contextualize the larger effective entrainment
parameter Ae from the Bayesian inversion that accounts for a
finitely thick transition layer.

First, performing a Reynolds decomposition on the conserva-
tion equation, D#/Dt �Q#, and integrating over a layer above

and below h from h1 = h1 � to h2 = h2� for some small � yields
an expression for E, wherein uv1 is the value at h1, and dh = 2�:

E � 2AV0D0uv
D1uv

1
dh

2D1uv

duv
dt

1
duv1
dt

( )
: (13)

The derivation for Eq. (13) is given in appendix C. Setting
Eq. (4) and Eq. (13) equal for E, we consider that the second
term on the right-hand side of Eq. (13) is absorbed to increase
A in Eq. (4), which renders A as an effective parameter Ae

that accounts for jumps occurring over a finite-thickness layer.
This second term is what Garcia and Mellado (2014) called the
“distortion and shape term,” although in their study of a clear-
sky convective boundary layer, it was only a small (10%) contri-
bution to a value ofA ≈ 0.2, associated with turbulent mixing.

A second justification is obtained by specifying that Ae is
the value yielding the correct vertical flux divergence:

1) Modeling the subcloud layer with an infinitely thin transi-
tion layer (zero-order flux-jump model), the rate of warm-
ing or drying in the subcloud layer is given by the vertical
flux gradient, ­F/­z. The vertical flux divergence equals
[F0(11A)]/h if Fh � 2AF0, where subscripts 0 and h refer
to the surface and subcloud-layer top, respectively, and F
denotes the fluxes.

2) In the case of a finite-thickness transition layer, the flux mini-
mum is not at the top of the subcloud layer, but rather at
some height below h 2 dh (first-order flux-jump model; see,
for instance, Fig. 1 in Fedorovich et al. (2004) for an illustra-
tion). In this case, A is still defined as the ratio of the mini-
mum to maximum flux, and the vertical flux divergence over
the layer of depth h2 dh is [F0(11A)]/(h2 dh).

3) Setting these two vertical flux divergences equal and replac-
ing A in step (1) with Ae to introduce an effective parameter
into the zero-order flux-jump model is [F0(11Ae)]/h �
[F0(11A)]/(h2 dh), yielding Ae � [(11A)h]/(h2 dh) 2 1.
For example, if A = 0.2 as often assumed, and h = 710 m,
then Ae = 0.40 for dh = 100 m, Ae = 0.52 for dh = 150 m, and
Ae = 0.67 for dh = 200 m.

Fedorovich et al. (2004) argue that this apparent increase in A
would arise, for instance if the depth of the subcloud layer is
chosen to be above the height of the buoyancy flux minimum,
which was not measured during EUREC4A.

5. Resulting moisture and temperature budgets

Adopting the mean parameter estimates from the Bayesian
inversion, Fig. 6 shows that the bulk theory budgets close to
within 3.6 W m22 for moisture and 2.9 W m22 for potential
temperature for the campaign-mean and can largely explain
synoptic variability.

For the moisture budget, the campaign-mean residual is 2.2%
of the largest term, the surface latent heat flux. For synoptic vari-
ability, the residuals can have larger magnitude, yet uncertainty
propagated from the individual terms crosses zero for 20 out of
24 circling-means, suggesting that residuals are unbiased and
indistinguishable from zero to within uncertainty. The budgets
also close equally well for daytime or nighttime (Fig. 6a). In

FIG. 5. Joint posterior distributions for the uncertain entrainment
parameters Ae, Cq, and Cu, with lighter colors referring to more fre-
quently sampled parameter combinations. For the marginal poste-
rior distributions (black), the marginal prior distribution (gray)
and mean of the posterior distribution (red) are also shown.
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the heat balance, 14 out of 24 residuals are unbiased, with their
uncertainty estimates crossing uncertainty, and as for moisture,
the heat budget holds equally well for day and night (Fig. 6b).

Regarding the relative magnitude of physical processes, for
the moisture budget, the dominant balance is between surface
latent heat flux (166 6 56 W m22) and entrainment drying
flux (21286 53 W m22), with a secondary role for large-scale
moisture advection multiplied by h (234 6 41 W m22) and
the storage term multiplied by h (21.0 6 40 W m22). The
mean ratio between the surface latent heat flux and the entrain-
ment drying flux is 1.39. The advection terms are the product of
negative (easterly) winds and a negative difference from taking
the difference of a colder, drier value in the east minus a
warmer, moister value farther west. The net effect of this advec-
tion term on the balances is negative because it is subtracted
from the left-hand side in Eq. (8) and Eq. (9).

In the heat budget, the entrainment flux (18 6 6.5 W m22)
has roughly twice the magnitude of the other terms, which

have a similar magnitude of 6–8 W m22 (Fig. 6b). That the
entrainment warming flux has a larger magnitude than the
surface sensible heat flux is because the surface latent heat
flux contributes strongly to the buoyancy fluxes, i.e., though
the Fq contribution to Fuv . Compared to the moisture bud-
get, wherein surface fluxes balance entrainment fluxes to
first-order, there is greater variability in the magnitude of
individual terms in the heat budget. In certain cases (e.g., second
circling-mean on 31 January 2020), the time-derivative term is
larger than the entrainment flux. In the heat balance, radiative
cooling of the layer, and the time-derivative and horizontal
advection when they are cooling terms, are disproportionately
balanced by entrainment warming. In three cases, the magni-
tude of the heat budget residuals are larger than the largest-
magnitude term (second circling-mean on 2 February 2020,
second circling-mean on 7 February 2020, second circling-mean
on 13 February 2020). Note that setting h to be the mixed-layer
top, rather than the subcloud-layer top results in slightly larger

FIG. 6. Synoptic variation over time and campaign-mean moisture and heat balances, showing the surface flux (blue), entrainment flux
(orange), large-scale horizontal advection (dark blue), the time derivative (light blue), clear-sky radiative cooling (red), and the residual
term (gray). Note that time is not linear on this axis and refers to the different measurement periods. Black stars flag circling-means that
include sondes launched during the nighttime. (a) The moisture balance and (b) the heat budget balance. The black error bar represents
uncertainties in quadrature, added together for all terms: the 5%–95% Bayesian credible interval on entrainment parameters, and for the
other terms, one standard deviation calculated across the three circle-means making up one circling-mean. In the residual panels, the inter-
mediate y-axis ticks (around 30 and 10 W m22) denote the mean values of positive and negative residuals. (right) For the campaign-mean
balance, values given correspond to the mean and standard deviation of each time across the campaign.
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residuals, 6.9 W m22 for the heat budget and 9.6 W m22 for the
moisture budget.

One might be tempted to think that the flexibility afforded by
the Bayesian framework allows for closing the budgets by con-
struction. Ae, Cq, and Cu are assumed to be constant, yet vertical
profiles of moisture and potential temperature change across
days, such that there is no guarantee that a fixed combination of
Ae, Cq, and Cu allows for budgets to close. We close moisture
and heat budgets jointly, which provides a stronger constraint
than closing a single budget. That is, in the moisture budget, dry-
ing by entrainment balances moistening by surface fluxes,
whereas in the heat budget, both entrainment and surface fluxes
warm the layer, such that each budget place counteracting con-
straints on the entrainment rate.

That the budgets close to within small residuals for most cases
and the campaign-mean suggests that knowledge of the mean
state in Eqs. (8) and (9) is sufficient to close the budgets, without
knowledge of the vertical thermodynamic gradients or incorpo-
rating additional processes. The ratios of ­u/­z and ­q/­z multi-
plied by h/2 to the jumps at the upper interface are small, with a
mean value of 20% for q and 22% for u, providing further
evidence that the influence of vertical gradients on the subcloud-
layer budgets is small. The correlation of residuals with vertical
gradients, moreover, informs whether the omission of vertical
gradients from the budgets is justified. Indeed, correlations of
residuals with vertical gradients are small: the correlations of u
residuals with ­u/­z and ­q/­z are 0.21 and 20.17, respectively,
and the correlations of the q residuals with ­u/­z and ­q/­z are
0.33 and20.25, respectively.

Is the remaining structure in residuals informative of
missing processes?

Structure in the residuals is indicative of observational error,
structural issues in our formulations, or missing processes. The
entrainment efficiency (Ae) and the scaling coefficients on the
jumps (Cq and Cu) could, in principle, vary on a case-by-case
basis with the thickness of the transition layer [cf. Eq. (13)],
which we do not account for in the present analysis by assuming
these parameters are constants. That said, the thickness of
the transition layer does not strongly correlate with residuals in
the moisture (r = 0.38) or heat budgets (r = 0.20). Regarding
missing processes, we use two proxies for precipitation or
precipitation-driven downdrafts, whose influences we neglect:
cloud top height estimated from the WALES instrument on-
board HALO (Konow et al. 2021), mindful that deeper clouds
are more likely to precipitate (e.g., Stevens et al. 2016), and a
cold pool fraction per circling, wherein a cold pool sounding is
defined as having uv-gradient height less than 400 m (Touzé-
Peiffer et al. 2022). The residual structure is, however, not
correlated with these proxies. For WALES cloud top height,
correlations are r = 0.19 for q residuals and r = 0.16 for u resid-
uals. For the cold pool fraction, these correlations are also
small, r = 0.23 for q residuals and r = 0.24 for u residuals. The
weak correlations support our finding that the subcloud-layer
moisture and heat budgets can close solely by representing
small-scale entrainment mixing. These findings, that the influ-
ence of downdrafts and other coherent structures is relatively

small (at least in the trades) relative to turbulent entrainment
mixing, are consistent with Thayer-Calder and Randall (2015),
justifying assumptions in many parameterizations, dating back
to Arakawa and Schubert (1974).

6. How do these subcloud-layer properties relate to the
large-scale environment?

a. Wind speed variability

Figure 7 relates variability among ‖U‖, h, surface fluxes,
entrainment fluxes, and the clear-sky radiative cooling Qr. A
deeper subcloud layer tends to be associated with stronger ‖U‖,
r = 0.62, consistent with Nuijens and Stevens (2012), though
there are outliers with intermediate wind speeds leading to
the smallest and largest heights. Naumann et al. (2017) and
Naumann et al. (2019) suggest that stronger radiative cooling is
associated with a smaller h, while Zheng (2019) finds that stron-
ger radiative cooling deepens the subcloud layer. Unfortunately,
our observations do not allow us to resolve this discrepancy. We
do not find a simple linear relationship between clear-sky radia-
tive cooling and h (Fig. 7, bottom row) or mean thermodynamics.
During the night, the wind speed tends to increase, deepening
the subcloud layer, which could offset a decrease in the depth of
this layer due to stronger nighttime radiative cooling. This com-
pensation highlights the difficulty in disentangling the influence
of clear-sky radiative cooling on subcloud-layer properties when
its variability is aliased onto variability in other variables, such as
the surface wind speed.

Surface and entrainment fluxes are strongly associated with
‖U‖ variability, as expected, given their structural dependence on
the wind speed. Fixing other parameters at their campaign-mean
value and only allowing ‖U‖ to change recovers most variance in
surface and entrainment fluxes: 87% of the variance in Fq, 64%
of the variance in EDq, 74% of the variance in EDu, though only
22% of the variance in Fu. If we instead allow only the sea sur-
face temperature to vary, we recover 32% of the variance in Fq,
38% of the variance in EDq, 11% of the variance in Fu, and 35%
of the variance in EDu. The surface wind speed plays a larger
role in explaining variability in the fluxes except for Fu.

b. Predictive skill of mixed-layer theory

Having established that mixed-layer theory is a skillful frame-
work (section 5), we can further employ it as a physical mapping
to diagnose how boundary conditions, such as the surface wind
speed, influence q and u. Solving for q from Eq. (8) yields

q �
V0qs 1 Eq1 2 h

­q
­t

1 u · =q
( )

V0 1 E
: (14)

Similarly, solving for u from Eq. (9) yields

u �
V0us 1 Eu1 1 hQr 2 h

­u

­t
1 u · =u

( )
V0 1 E

: (15)

The velocity scale is V0 = Cd‖U‖, and q1 and u1 correspond
to values 150 m above the subcloud-layer top, h, though
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results are similar for choosing any height between 100 and 500 m
above h. The equation forE can, moreover, be rewritten as

E �
AeFuv{

u 1 0:61
[
u(q1 2 q) 1 q(u1 2 u)]} 2 uv

, (16)

as function of q1 and u1.
Predictions of q from Eq. (14) recover 85% variance in

observed q, with a correlation coefficient r = 0.92 (Fig. 8b).
This simple theoretical framework thus has significant skill for
predicting variability in mean subcloud-layer humidity. The sim-
ple framework has less skill for capturing variations in observed
u, with a correlation coefficient of r = 0.48 between observed u

and u calculated with Eq. (15). The weaker skill for potential
temperature is qualitatively consistent with larger residuals in the
heat budget. The reduced skill could result from multiple rea-
sons: the smaller magnitude of variability in u itself compared to
q (see Fig. 3), the smaller magnitude of the terms in the heat
budget, and the presence of an additional term of radiative heat-
ing in the heat budget, wherein this radiative heating is here only

calculated as clear-sky following Albright et al. (2021). At times,
there may be a substantial contribution from clouds, which is not
accounted for in our analysis.

The success of Eq. (14) in explaining variability in q, however,
allows for exploring the influence of different boundary condi-
tions on the mean subcloud-layer properties. We externalize dif-
ferent boundary conditions:‖U‖, SST, u · =q, u · =u, Qr, q1, u1,
­q/­t, and ­u/­t. The terms q1 and u1 are defined as the mean
from h to h 1 100 m – that is, air just above the subcloud layer
and within the cloud layer and may not be completely inde-
pendent of the properties of the subcloud layer. Cloud-layer
moisture variability is likely influenced by processes in the free
atmosphere, such as dry intrusions (e.g., Stevens et al. 2021;
Villiger et al. 2022).

To test the influence of these conditions, we vary one parame-
ter at a time and fix the other parameters at their campaign-
mean value to predict q or u values. Perhaps surprisingly, varying
only the surface wind speed to predict q yields a weak correlation
with observed q (r =20.2) or with predicted q when allowing all
external factors to vary (r = 20.11), not only the wind. That the
net influence of the wind speed is weak might seem to contradict

FIG. 7. Relationships among 10 m wind speed, subcloud-layer depth, surface fluxes, entrainment fluxes, and clear-sky radiative cooling.
The black line is the ordinary least squares regression, and the gray shading is the 5%–95% confidence interval on the regression. Colors
correspond to quartiles of the wind speed with increasing wind speed going from blue to red. Note that, along the diagonal, the probability
density function (pdf) smooths the four distributions corresponding to quartiles of 10 m wind speed, though these quartiles are non-
overlapping: (3.3–6.7], (6.7–9.0], (9.0–10.3], and (10.3–12] m s21. The inset shows the Pearson correlation coefficients among these variables.

J OURNAL OF THE ATMOS PHER I C S C I ENCE S VOLUME 792376

Brought to you by MAX-PLANCK-INSTITUTE FOR METEOROLOGY | Unauthenticated | Downloaded 10/14/22 06:43 AM UTC



the previous discussion, but results from its opposing influences,
both moistening the layer through surface fluxes and drying it
through entrainment. Whereas the correlation of the surface
wind speed with individual fluxes is strong (Fig. 7), the correlation
of the wind speed with the sum of the surface moistening flux and
entrainment drying flux is weak (r = 0.32). Varying only q1, which
also influences the entrainment rate through Duv, yields the high-
est correlation with predicted moisture (r = 0.55) and observed
moisture (r = 0.58, Fig. 8c). For heat, we find that u1 has a corre-
lation of r = 0.36 with predicted u and r = 0.85 with observed u.

In summary, variability in the fluxes is strongly influenced by
‖U‖ variability. Yet due to opposing influences of the surface
and entrainment fluxes on q, the surface wind speed does not
strongly influence q variability. Instead, knowing the humidity
above the subcloud layer, q1, is the most informative for recon-
structing q variability. Clouds, however, couple subcloud-layer
moisture, q and q1, in which case it is difficult to infer causality.
The strong predictive skill of q1 does point to the importance
of understanding what controls dry intrusions into the cloud
layer, such as extratropical dry intrusions discussed in Villiger
et al. (2022), which can influence the subcloud-layer moisture
by entraining relatively drier air from the layer above.

7. Conclusions

In this analysis, we quantify thermodynamic variability in the
trade wind subcloud layer and test mixed-layer theory using
extensive in situ observations from the EUREC4A campaign.

A primary question motivating our analyses is whether mixed-
layer theory, as a simple and often-employed theoretical frame-
work, is an appropriate and useful way to study how and why the
subcloud layer varies. Regarding its appropriateness, a first as-
sumption is that the subcloud layer is well-mixed vertically, and
we find that vertical gradients, at least over the mixed layer, are
small relative to variability about the mean (Fig. B1). Regarding

a second assumption about a “jump” at the subcloud-layer top,
in defining the subcloud-layer height, we find evidence for a tran-
sition layer that separates the mixed-layer top from the subcloud-
layer top (Fig. 2). The transition layer exhibits vertical gradients
over finite thickness. The presence of the transition layer and its
vertical gradients introduces ambiguity into the application of
mixed-layer theory, in particular regarding the formulation of the
entrainment rate and entrainment fluxes.

We address this uncertainty through the introduction of ef-
fective parameters related to entrainment, which are estimated
using a Bayesian methodology. The mean effective entrain-
ment efficiency, Ae = 0.43 (Fig. 5), is greater than the value of
0.2 as often assumed. Such a large value of Ae is inconsistent
with large eddy simulation (Fedorovich et al. 2004) and direct
numerical simulation studies (Garcia and Mellado 2014) of
idealized convective boundary layers. A large Ae value could
arise if other processes are contributing to the energetics of
mixing, for instance wind shear, cloud processes, or radiative
cooling, or if the depth of the layer is taken to be too deep as
compared to the height where the minimum buoyancy flux
locates (e.g., Fedorovich et al. 2004; Canut et al. 2012). Applying
our inversion technique using the shallower mixed-layer depth to
specify h does not, however, resolve this discrepancy, nor does
wind shear appear to play a role (see Fig. B2). This discrepancy
leaves a possible disagreement with idealized simulations, or
other processes, such as contributions from shallow clouds or ra-
diative cooling in the transition layers, as candidate explanations
for a larger Ae. Related to these considerations, there are other
open questions regarding the transition layer that we address in a
forthcoming publication, particularly, which physical processes
give rise to its vertical structure.

Having accounted for the challenges that the transition layer
posed for the formulation of entrainment in this theoretical
framework, we find that mixed-layer theory can explain both syn-
optic and monthly mean variability in subcloud-layer moisture

FIG. 8. (a) Schematic showing the factors influencing mean subcloud-layer specific humidity q: V0 denotes the surface velocity scale, defined
as Cd times the 10 m wind speed; h is the subcloud-layer height; qs is the surface (saturated) specific humidity; E is the entrainment rate; q1 is
defined as the mean from h to h1 100 m; andDq/dt is the total derivative of subcloud-layer mean specific humidity. (b) Scatterplot between
q predicted using Eq. (14) and observed q, with linear regression and Pearson correlation coefficient. (c) Scatterplot between q predicted using
Eq. (14), but only allowing q1 to vary and keeping all other terms fixed at their campaign mean, and observed q, with linear regression and
Pearson correlation coefficient.
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and heat budgets, with campaign-residuals of 3.6 Wm22 for mois-
ture and 2.9 W m22 for heat. For synoptic variability across the
campaign, the residuals are generally small and unbiased – that is,
with uncertainties estimates crossing zero (Fig. 6). That the budg-
ets close to within these small residuals suggests that knowledge
of the mean state through q, u, and h is generally sufficient to
close the thermodynamic budgets, without having to include verti-
cal thermodynamic gradients. We also find little evidence that
closing moisture and heat budgets requires representing addi-
tional processes, such as precipitation or coherent downdrafts,
and we can therefore not distinguish residuals from uncorrelated
observational error.

After showing that mixed-layer theory is a skillful frame-
work, we use this theory as a mapping between external con-
ditions and subcloud-layer thermodynamics. In section 3c, we
showed that q varies significantly day-to-day and de-correlates
after about 2 days, such that EUREC4A research flights sam-
ple nearly independent realizations of large-scale variability.
Anomalies in the subcloud-layer depth and LCL are, more-
over, largely associated with anomalies in q. Given its large
synoptic variability and influence on subcloud-layer vertical
length scales, the primary mode of subcloud-layer thermody-
namic variability therefore appears to be through q variability,
motivating our focus on q variability. The simple mixed-layer
theory framework is able to explain significant variability in
observed q, with a correlation r = 0.92 between observed and
predicted q (Fig. 8b). Whereas we find strong linear relationships
among variability in the surface wind speed and subcloud-layer
depth, surface fluxes, and entrainment fluxes (Fig. 7), variability
in the surface wind speed does not explain observed q variability
due to its compensating influences on both moistening the layer
through surface fluxes and drying the layer through entrainment
fluxes. Instead, only knowing moisture above the subcloud layer
(q1) has the most predictive skill for variations in observed q
(r = 0.58, Fig. 8c) because these are the air masses that are
incorporated into the subcloud layer by entrainment.

The ability of mixed-layer theory to observationally close
subcloud-layer moisture and heat budgets gives confidence in
using this approach to constrain trade cumulus feedbacks using
the subcloud-layer mass budget, which is the focus of Vogel
et al. (2022, manuscript submitted to Nature). In this work,
mixed-layer theory, combined with novel sampling strategies,
are used to perform the first process-level observational test to
constrain trade cumulus feedbacks and climate sensitivity (e.g.,
Rieck et al. 2012; Zhang et al. 2013; Sherwood et al. 2014;
Brient et al. 2016; Vial et al. 2016). Given the skill of the mixed-
layer framework, it would also be worthwhile to apply this
framework to representations of the trade wind subcloud layer
by a hierarchy of models, from general circulation to storm-
resolving models and large-eddy simulations. Variables analyzed
could include subcloud-layer moisture or heat as in this study,
momentum (e.g., Holland and Rasmusson 1973), or isotopes
(e.g., Risi et al. 2020). Quantifying the relative magnitudes of dif-
ferent processes, how well the budgets close, and how individual
terms vary according to large-scale environmental conditions
would serve as a consistent framework for evaluating and com-
paring how well models represent physical processes, such as

surface and entrainment fluxes, relative to novel observational
anchoring from the EUREC4A field campaign.
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APPENDIX A

Methodology for Various Boundary and Subcloud-Layer
Height Estimates

a. Thermodynamic variable gradient method

The vertical stratification of the tropical atmosphere occurs
in all variables, but it is most evident in moisture (Augstein
et al. 1974; Stevens et al. 2001). We first define a subcloud-
layer length scale as the depth over which there is no vertical
gradient in specific humidity within a threshold, applying the
method from Canut et al. (2012). The method selects the
height where the specific humidity becomes greater than
the density-weighted mean specific humidity of the levels
below by a certain threshold �q : q(z)2 q| |# �q, where q is
updated at each vertical level. We begin at a height of 100 m
to minimize the influence of the surface layer. This humidity-
jump approach was implicitly adopted in Malkus (1958), and
is similar to previous estimates based on discontinuities in
observed profiles (e.g., Heffter 1980; Marsik et al. 1995).

In implementing the q-gradient method, the primary uncer-
tainty is the choice of threshold �q, which should be large
enough not to be biased by small-scale vertical variability, but
precise enough to identify the humidity discontinuity at the
subcloud-layer top. To choose a threshold, we turn to inten-
sive sampling from both the CU-RAAVEN remotely piloted
aircraft and the ATR-42 and HALO aircraft. Empirically, we
choose a threshold that is one-third of turbulent, eddy-scale
variability, estimated as within-flight variability (compared with
day-to-day variability). Calculating the specific humidity stan-
dard deviation below 550 m within a 3-hourly flight of the
CU-RAAVEN suggests a threshold � = 0.3 g kg21. Calculating
the standard deviation in q below 500 m from the ATR-42
yields a threshold � = 0.35 g kg21, and for HALO sound-
ings within one flight, one-third of the standard deviation
is � = 0.27 g kg21. We use the largest value, � = 0.35 g kg21.
The maximum allowable vertical gradient in the boundary
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layer is thus 0.035 g kg21 m21, given a 10 m grid spacing.
This threshold allows for a certain moisture gradient, or devia-
tion from a perfectly well-mixed profile, noted previously for
both the trades and other environments (Malkus 1958; Mahrt
1976; Dai et al. 2014) and shown by our analyses. Across the
HALO dropsonde soundings, this 0.35 g kg21 threshold corre-
sponds to a 10% difference between mean air in the cloud and
subcloud layer, when averaging air masses between 1000–1200
and 100–300 m depths. We evaluate this height method and
empirically chosen gradient in section 3. Heights from the q-
gradient method are 546 6 82 m, with values denoting the
mean and standard deviation across the 69 circle-mean data.

An advantage of this threshold definition is its straightfor-
ward application to other thermodynamic variables like u and
uv: u(z)2 u

∣∣ ∣∣$ �u. We use thresholds 0.15 K for u and 0.20 K

for uv. The threshold of 0.2 K for uv is also employed in
Touzé-Peiffer et al. (2022). These thresholds are similarly cho-
sen from the CU-RAAVEN, ATR-42, and HALO sounding
data as one-third of one standard deviation within flights.
These thresholds correspond to 10% of differences between
cloud and boundary layer air (estimated conservatively as the
1000–1200 m minus 100–400 m layer-means) for u and uv,
respectively. Heights from the u-gradient are 549 6 97 m
and 697 6 94 m for the u-gradient, with values denoting
the mean and standard deviation across the 69 circle-mean
data.

b. Parcel method

Next, we examine the parcel method, also referred to as
the “Holzworth method,” as introduced by Holzworth (1964),

FIG. B1. The 24 circling-mean profiles (black: aggregate of about 36 dropsondes each) of (left) potential temperature u and (right) spe-
cific humidity q. Each panel also shows the three circle-mean profiles (gray) averaged to estimate each circling-mean. Blue dots corre-
spond to the mixed- layer top, estimated with the q-gradient definition, and orange dots denote the subcloud-layer top, estimated with the
uv-gradient definition. The vertical navy line denotes the mixed-layer-mean value and demonstrates that the majority of profiles have a
vertically well-mixed layer for thermodynamic variables.
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which estimates the level at which a hypothetical rising parcel
of surface air, representing a thermal, reaches its level of neu-
tral buoyancy. We compute the level of neutral buoyancy
where uv surface parcels intersect a background profile fitted
to the cloud-layer uv profile determined by linear regression.
Surface air is defined as 0–50 m values; choosing 0–90 m air
affects the height by O(1%). We calculate the cloud-layer uv
profile from 100 m above the height determined from the
q-gradient method to the first inversion-base height, defined
where the static stability first exceeds 0.1 K hPa21, similar to
a definition given in Bony and Stevens (2019).

This parcel method can be viewed as a simplification of the
Richardson-number method that neglects the shear contribution
(e.g., Seibert et al. 2000; Dai et al. 2014; Zhang et al. 2014). Al-
though theRichardson and gradientRichardson numbermethods

are related to the generation and consumption ofmixed-layer tur-
bulence and diagnose flow stability (e.g., Garratt 1994; Stull 2012),
we do not employ thismethod due to the considerable uncertainty
underlying choices in its free parameters (e.g., Zilitinkevich and
Baklanov 2002; Seidel et al. 2012). Heights from the parcel
method are 7196 85m.

c. Linearized relative humidity profile

A third type of definition involves the relative humidity pro-
files. The relative humidity increases throughout the subcloud
layer (e.g., Nuijens et al. 2015), as the specific humidity q re-
mains largely constant while temperature decreases. In practice,
spurious peaks in relative humidity in our circle-mean profiles
could arise from the spatial averaging of multiple soundings. For
instance, a circle-mean could average between profiles falling

FIG. B2. The 24 circling-mean profiles (black, aggregate of about 36 dropsondes each) of (left) virtual potential temperature uv and
(right) zonal wind speed. Each panel also shows the three circle-mean profiles (gray) averaged to estimate each circling-mean. Blue dots
correspond to the mixed-layer top, estimated with the q-gradient definition, and orange dots denote the subcloud-layer top, estimated
with the uv-gradient definition. The vertical navy line denotes the mixed-layer-mean value and demonstrates that the majority of profiles
have a vertically well-mixed layer for thermodynamic variables (but not the wind speed).
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through a cloud close to the subcloud-layer top, saturated in rela-
tive humidity, and drier profiles elsewhere along the EUREC4A
circle flight path.

To circumvent this bias, we introduce a linearization of the
relative humidity profile. We find the first local maximum in
relative humidity above 300 m and then linearize the relative
humidity profile, by ordinary least squares regression, from 50
m above the surface to 50 m above this first local relative hu-
midity maximum. We then find all local relative humidity
maxima below 1 km and choose the height that minimizes the
relative humidity difference between the observed and linear-
ized profiles. Heights from the relative humidity maximum
method are 571 6 96 m.

APPENDIX B

Vertical Thermodynamic Profiles

To further illustrate the vertical structure as described in
section 3, we show vertical profiles of potential temperature u

and specific humidity q (Fig. B1), and vertical profiles of vir-
tual potential temperature, uv, and zonal wind speed (Fig. B2).

APPENDIX C

Derivation for Entrainment Efficiency Parameter Ae

For a subcloud-layer scalar #, Eq. (13) results from inte-
grating the following equation over a thin interfacial layer
with lower and upper boundaries h2 = h 2 � and h1 = h 1 �

and layer-thickness dh = h1 2 h2 = 2�:

�h1

h2

­#

­t
dz � 2

�h1

h2

­

­z
w′#′ dz: (C1)

Applying the Leibniz integral rule for differentiation under
integration yields

d
dt

〈#〉dhdh
[ ]

2
dh1
dt

#h1 1
dh2
dt

#h2 � 2w′#′ h1 1 w′#′∣∣ ∣∣h2:
(C2)

Assuming that turbulence vanishes at h1 implies that
w′#′ h1 � 0| . Heights h1 and h2 are offset from h by a cons-
tant � such that h1 = h 1 � and h2 = h 2 �, which means that
dh1/dt � dh2/dt � dh/dt. Assuming that the layer is well-mixed
implies that qh2 � q. With these assumptions, Eq. (C2) becomes

d
dt

(〈#〉dhdh) 2 dh
dt

D# � w′#′ h2:
∣∣ (C3)

If dh is constant and #〈 〉dh is approximately equal to
(#1 #1)/2, with # equaling the mixed-layer mean value
then Eq. (C3) becomes

dh
2

d#
dt

1
d#1

dt

( )
2

dh
dt

D# � w′#′ h2:
∣∣ (C4)

Note that if assuming that the interfacial layer has zero-
thickness, e.g., dh = 0, Eq. (C4) becomes

2
dh
dt

D# � 2ED# � w′#′ h2,
∣∣ (C5)

where the growth of the layer dh/dt is considered the en-
trainment rate E.

Replacing # with uv yields Eq. (13):

dh
2

duv
dt

1
duy1
dt

[ ]
2

dh
dt

Duv � w′u′y h2:
∣∣ (C6)

Rearranging to solve for E � dh/dt yields and adopting the
formulation for the flux, w′u′y h2| , given in Eq. (2) and Eq.
(4) yields

E � 2AV0D0uv
D1uv

1
dh

2D1uv

duv
dt

1
duy1
dt

( )
: (C7)

The effective Ae can be interpreted as absorbing the second
term on the right-hand side in Eq. (C7).
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