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Overcoming the disconnect between energy system and climate modelling

Abstract

Energy system models underpin decisions by energy system planners and operators. Energy system modelling faces a transformation: accounting for changing meteorological conditions imposed by climate change. To enable that transformation, a community of practice in energy-climate modelling has started to form that aims to better integrate energy system models with weather and climate models. Here, we evaluate the disconnects between the energy system and climate modelling communities, then lay out a research agenda to bridge those disconnects. In the near-term, we propose interdisciplinary activities for expediting uptake of future climate data in energy system modelling. In the long-term, we propose a transdisciplinary approach to enable development of (1) energy-system-tailored climate datasets for historical and future meteorological conditions and (2) energy system models that can effectively leverage those datasets. This agenda increases the odds of meeting ambitious climate mitigation goals by systematically capturing and mitigating climate risk in energy sector decision making.
1 Introduction

Transforming and decarbonising energy systems is necessary to meet ambitious climate change mitigation goals. This monumental task falls on energy system planners and operators around the world, who share the same primary goal: to provide reliable, resilient, affordable, and clean energy to consumers. System transformation will increasingly couple electric power with other energy sectors [1]. Within individual sectors, system transformation will increasingly couple energy supply and demand with weather and climate. Integrated assessment models provide high-level guidance on the decarbonization needed, but poorly capture meteorological variability [2]. Higher resolution energy models are the key to capturing this variability within a strongly coupled system [3]. The resulting complexity of a strongly coupled system requires increasingly ambitious modelling efforts.

To guide their decisions, energy system planners and operators use energy system models of varying types. As wind and solar power have grown, energy system modelling has undergone a transformation to handle short- and/or long-term meteorological variability and uncertainty [4–6]. This transformation has increased our understanding of how current and future energy systems can be reliable and affordable while relying on variable and uncertain power generation from renewables. Further progress in this area holds one of the keys to successful climate change mitigation [1].

Despite the recent successes in representing the impact of present-day weather and climate, the energy system modelling community faces another transformation: accounting for the non-stationary meteorological conditions imposed by anthropogenic climate change [7–9] and long-term climate variability [10, 11]. An emerging body of literature is highlighting diverse threats that future weather might pose to reliable, resilient, affordable, and clean energy provision. Shifting meteorological and hydrological conditions can affect energy supply, e.g. from renewable [3, 8, 12–25] and thermal power generation [26–28], and energy demand [20, 24, 26, 29–32]. Many of these studies report climate change impacts on the order of ± 5-10% in long-term averages depending on the studied region, period, and part of the power system analysed [13, 15, 17, 18, 22, 24, 30–32]. Studies also report more pronounced impacts over shorter periods or smaller areas [13, 18, 22, 24, 32]. Although uncertainty surrounds climate change impacts on energy systems, ignoring climate change can be dangerous with respect to extremes and might lead to reduced system reliability [12, 33–35] and resiliency. The potential consequences of these threats are underscored by recent real-world events, like reliability failures during rolling blackouts in California and Texas in 2020 [36] and 2021 [37], respectively, and resiliency failures during wildfires in the Western United States, Australia, and elsewhere [38, 39]. While peer-reviewed climate change attribution studies [40, 41] have not been completed for these events, extreme weather driving these events (e.g., heat and drought) is projected to increase in severity and/or frequency under climate change in many parts of the world [42–45].
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In recognition of these threats, a community of practice in energy-climate modelling has started to form that aims to better coordinate two types of models: (1) energy system models and (2) weather and climate models. The community has formed around annual workshops [25, 46, 47]; monthly webinars [48]; overlapping research teams; and a virtual knowledge sharing platform enabling ongoing exchange about new research, code and data\(^1\). To expedite the development of this community, this perspective details the gaps between energy system and climate modellers, then suggests near- and long-term actions aimed at closing them. Our suggestions aim to bring the energy and climate modelling communities together to effectively and appropriately use climate information in guiding energy system design and operation.

2 The Disconnect between Energy System and Climate Modelling Communities

To highlight the gap between energy system and climate modelling communities, this section first describes the work of an illustrative member of each community. The description of the illustrative member is not meant to describe all members of each community, but is instead intended to provide a simplified representation of a typical member’s scope and priorities.

An illustrative energy system modeller uses one or more types of energy system models [4, 6] to better understand or advance the provision of reliable, affordable, and clean energy. Their energy system model is formulated to inform a particular decision, e.g. as an optimisation model to inform investment [49–51] or operational decisions [51] under various objectives or as a simulation model to investigate system behaviour under certain boundary conditions [52]. Given the scale and complexity of real-world energy systems, their model sacrifices model formulation and spatio-temporal resolution to maintain computational tractability [53–55]. Oftentimes, this means formulating a deterministic problem and simplifying meteorological data across space or time, e.g. by ignoring climate-related uncertainty, modelling a few days per year, assuming perfect foresight, or aggregating sites or time periods [56, 57]. As deterministic models, many energy system models return the optimal planning decision or operational strategy for a given set of meteorological and other inputs.

In selecting meteorological data, our representative energy system modeller looks for five key attributes in a dataset: (1) the relevant spatio-temporal resolution for the studied decision; (2) synchronous with other climate-sensitive inputs, e.g. renewable production synchronous with electricity demand; (3) convenient to process; (4) computationally manageable; and (5) a high-quality representation of meteorological phenomena relevant to energy system and technology performance (see also Figure 1). To satisfy these attributes, the status quo for meteorological data in energy system models is historical.

\(^1\)The platform is hosted on Slack, see https://join.slack.com/t/nextgenec/shared_invite/zt-15y1ctgw5-OG7aWUAPQuC7dIrZkUszvA.
data, e.g. from reanalyses [58–63] or reanalysis-derived products (e.g. Renewable.ninja [64, 65], EMHires [66, 67], WIND Toolkit [68], NSRDB [69] and the PECD [70, 71]). Historical meteorological datasets provide hourly (or even sub-hourly) data, which is the typical temporal resolution at which energy system models run when applied to planning and operational decisions [72]. Spatial resolutions in these datasets differ widely, but are generally on the order of 10 kms. With respect to synchronicity, many historical datasets include wind and solar resource data, which can be paired with historical electricity demand and hydropower time series. To process historical datasets, energy system modellers leverage widely-used, open-source code and/or tools (e.g., ECEM [73], Atlas [74], atlite [75], and SAM [76]) that convert meteorological data, e.g. wind speeds, into energy system model inputs, e.g. wind power output. To maintain computational manageability, they use sub-decadal — often even a single year — of data. Finally, to understand the quality of the dataset, our illustrative energy system modeller might review papers validating and bias-correcting relevant variables from datasets against empirical data [77–81]. They are, however, unlikely to extensively investigate the quality of the meteorological data for their specific purposes, nor to be fully aware of the in-depth meteorological literature assessing the representation of relevant meteorological processes and their vulnerability to climate change (e.g., [82] for a European perspective and [83], [84] and [77] for their connection to energy).

This selection process is much more daunting for meteorological datasets sourced from climate models seeking to represent the future (rather than historical) climate. To understand why, we first turn our attention to understanding the scope and priorities of an illustrative climate modeller.

Our illustrative climate modeller is primarily concerned with understanding and simulating long-term weather and climate change. They use general circulation models (GCMs), which employ a physics-based dynamical mathematical model of the circulation on Earth, to derive long-term climate and weather projections. They might further refine the accuracy and/or resolution of their weather projections by bias correcting and/or downscaling, which use statistical [85] or dynamical [86] models to capture the effect of geography or other factors on weather that GCMs are too coarse to account for. To them, an energy system modeller is often seen as a downstream user of climate data: the climate modeller’s primary focus is to generate high-quality meteorological data, and to provide access to the raw meteorological output for downstream users. As a result, our climate modeller has little knowledge about data needs specific to the energy sector and does not necessarily assess the climate model’s skill in the context of energy system applications. Instead, in generating and publishing data, our climate modeller has several objectives. First, while being interested in how their model performs relative to observations and other models (e.g., [87] and [88]), they likely care more about the model’s performance in purely meteorological-process terms than about energy-relevant surface climate variables (e.g., they may focus on wind-speed at 10 m — as at this level there are surface observations to validate models
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against — rather than estimating wind-power capacity factors at turbine hub-height). Second, though some surface climate variables (or “Essential Climate Variables”) are extensively evaluated in climate models, that evaluation tends to focus on static statistical properties (e.g., mean, variance, and probability distributions) of meteorological variables in isolation rather than on time series of and co-variability between energy-system-relevant variables (e.g., in a *kalte dunkelflaute* [89, 90]). Third, given the complex sources of uncertainty affecting climate models (e.g., scenario uncertainty, internal variability, and model error; [91]), our illustrative climate modeller typically views ensembles of many climate models as essential for understanding climate risk in present and future climate. Each simulation produced by them will therefore cover many decades including historical and future conditions. Ultimately, these datasets allow separation of fluctuations induced by climate change from natural climate fluctuations. Thus, overall our illustrative climate modeller might typically seek to draw conclusions from tens of model simulations (from one or more models), each of which will span 30 years or more for a historical and future climate (e.g., [92]).

The expertise, scope, and priorities of our illustrative climate modeller significantly differ from those of our illustrative energy system modeller, leading to a disconnect in information and data flows between the two. As a result, when considering using outputs from our climate modeller, our energy system modeller faces a steep challenge in satisfying their five meteorological data priorities (see Figure 1). This steep challenge could — and likely often does — deter our energy system modeller from engaging with state-of-the-art climate datasets, thus leading to an over-reliance on historical meteorology despite its increasingly poor representation of the future.

With respect to resolution, our illustrative energy system modeller wants hourly data fields at high spatial resolution. Such high-resolution data is rarely if ever available, including in the ongoing CMIP6 High Resolution Model Intercomparison Project [93], which currently provides typically no more than 3-hourly data [92]. Our illustrative energy system modeller also lacks the knowledge, expertise, and/or resources to consider, select, and run appropriate downscaling and bias adjustment methods. Finding synchronous datasets is generally easier than finding datasets with appropriate resolution, as many climate datasets include all types of meteorological variables of interest for energy systems. However, available meteorological variables in climate datasets are often deficient, as discussed below. Additionally, projecting electricity demand and hydropower generation with bottom-up models and climate model outputs is an area of active research. Diverse methods and assumptions exist to model electricity demand, e.g., as a function of surface air temperature, electrification, and societal trends, indicating substantial methodological uncertainty [94]. Providing accurate projections of hydropower generation potential given future meteorology requires complex hydrological modelling, but simpler approaches exist. Whether these simpler approaches are generalizable or remain valid in a changing climate is, however, often unclear. For
instance, profiles of hydropower generation potentials have been inferred using runoff in upstream basins [95, 96], since generation potentials have been found to be highly correlated with reservoir inflow [97]. Finding convenient to process and computationally manageable datasets poses another significant challenge for the energy system modeller, to whom the concept of and processing tools for a meteorological ensemble are largely foreign. Standard climate change datasets of long-term ensembles radically differ from the single annual meteorological time series that our illustrative energy system modeller is trained to use. Finally, to understand whether a climate data set represents relevant meteorological phenomena well, an energy system modeller has two choices: (1) parse through literature, including documentation and journal articles, to understand the model’s skill with respect to each meteorological variable of interest and their co-variability, or (2) assess them themselves. The first choice is often not possible, as such information is typically unavailable and, where available, not quantified based on energy system model needs. But more importantly, our energy system modeller does not have the training or expertise to effectively carry forward either choice. Without familiarity with fundamental concepts in climate science, large parts of the existing literature are effectively useless.

Overall, these perspectives of an illustrative energy and climate modeller highlight several disconnects between energy and climate modelling that currently hinder effective usage of climate information in energy system modelling (see Figure 1). While some of these disconnects relate to data integration challenges (e.g., mismatches in spatio-temporal resolution), others relate to deeper challenges regarding the scope, objectives, expertise, and treatment of meteorological uncertainty embedded within each community. In the next section, we offer near- and long-term actions that can help bridge these disconnects.
3 Bridging the Divide through a New Approach to Data and Research

The problems identified above currently prevent the use of the full potential of climate expertise and information in energy system modelling. To address these problems, we propose a set of near- and long-term interdisciplinary and trans-disciplinary activities among the energy and climate modelling communities. In the near-term, our proposed interdisciplinary activities aim to expedite the use of future climate data in energy system modelling, generating much-needed insights for decision-makers. In the long term, our proposed transdisciplinary activities aim to enable two developments: (i) energy-system-tailored climate datasets for historical and future meteorological conditions, and (ii) energy system models that can effectively leverage those datasets. Proposed actions will require reframing and reconsidering methods and processes currently used to create and share data and knowledge between climate and energy modelling communities.

3.1 Align Climate Model Outputs with Energy System Model Needs

First, the climate modelling community should align the resolution of their outputs with energy system model needs. In future phases of coordinated climate simulations, climate modellers should output and save the following variables at hourly resolution to match the granularity of detailed energy system models: surface radiation (direct and diffuse); wind speeds and air density at multiple levels between 80 and 200m, including 100 m for intercomparison studies; surface air temperature; surface relative humidity; precipitation; runoff; and evaporation. With these variables, energy system modellers can estimate energy demand and potential electricity generation from wind, solar and hydropower with much greater fidelity (notwithstanding challenges associated with demand and hydropower projections discussed above). We acknowledge that for many current-generation global climate models, the benefits of producing hourly model output may be modest (compared to 3-hourly) but it is likely to increase in future models with higher resolution (as may already be the case for current regional climate models). More importantly, access to hourly surface weather variables from climate models would greatly simplify the pathway to uptake of climate model data by energy-system specialists by (i) improving comparability with historical reanalysis data like ERA5; (ii) easing integration with highly non-linear energy models (e.g., wind power has a cubic dependence on wind speed); and (iii) directly matching the time-granularity of energy system models used in operations and planning. Experience from previous projects, particularly the EU H2020 PRIMAVERA project, suggests that the additional storage costs of producing a small set of single level surface weather data are modest compared to, e.g., archival of 3-D cloud physics datasets CFMIP or ISCCP [98] or Lagrangian storm track diagnostics [99]. Moreover, a greater availability of high frequency surface variables
would benefit climate impact analyses in energy system modelling and other communities. Adopting hourly surface weather data output in the ‘standard’ CMIP7 protocol would enable uptake in typical energy models and simplify comparison of system outcomes with historical versus future datasets, potentially enabling standardised energy risk assessments from CMIP7 onwards. As energy systems evolve, the suggested list of variables should be adopted, for instance, to reflect future changes in turbine hub height.

3.2 Add Climate-Related Uncertainty Analysis to Default Energy System Modelling Toolbox

Second, the energy system modelling community should add climate-related uncertainty quantification to their default toolbox. This requires accepting that there is not ‘one’ representative meteorological time series they can use. The use of a single year of meteorological data, whether historical or future, is invalidated by the pronounced inter-annual variability in surface climate [100–102]. Moreover, satellite-era reanalyses and other historical products are too short to capture multidecadal climate variability [11, 103]. Single time series of one or more years carry the risk of missing low probability extreme events. The problem is substantially exacerbated in climate change assessment because multiple potential climate realisations from single- or multi-model ensembles must be considered, along with the role of model error. Diverse sources of uncertainty accumulate in these potential future climates, and the lack of future observation makes validation infeasible by definition.

Several potential strategies exist to include climate-related uncertainty in energy system models. Sensitivity analysis [34, 104], advanced sampling procedures [53–55], and robust decision-making [105–107] can capture climate-related uncertainty without modifying energy system model formulations. Advanced sampling aims to minimise the number of energy system model runs by reducing the ensemble size while still capturing its variability. Conversely, sensitivity analysis and robust decision-making would run energy system models for individual ensemble members to identify trade-offs between objectives, e.g. between cost and reliability. Other strategies like stochastic and robust optimization [35, 108, 109] would embed climate uncertainty within the energy system model through major formulation changes. But these strategies face computational and parameterization challenges, constraining their applicability to real-world systems. With these enhanced uncertainty quantification strategies, the energy system community could begin to use ensembles of climate data [110], so the energy system community should prioritise addressing remaining conceptual and computational challenges. Distributed modelling teams that incorporate experts in uncertainty quantification and climate science could partially alleviate the challenges with implementation of these uncertainty quantification strategies [111].
3.3 Strengthen Transdisciplinary Collaborations between Energy System and Climate Modelling Communities

Third, the energy system and climate modelling communities must engage more strongly in transdisciplinary collaboration (see Figure 2). Using the full potential of climate information to guide climate change mitigation and adaptation will require coordination between the energy and climate modelling communities, taking into account uncertainties, limitations, and contexts. We acknowledge that climate services contribute to this coordination by seeking to provide useful climate information and context knowledge to impact modellers and policy makers through websites, interactive group activities and focused relationships (e.g., [112, 113]). Although these services aim to overcome the disconnect between users and providers of climate information, substantial issues persist. For instance, experts report that climate services mainly focus on delivering better data rather than advancing the needed research identified in this perspective [114]. In short, there is a need for the two communities to work together rather than merely seeking an efficient interface across which pre-packaged information is passed.

Sequential approaches that divide labour by expertise are problematic because they assume that the climate and energy steps can be separated. For example, when investigating the impacts of extreme events on an energy system, a climate modeller could try to identify the most and least extreme ensemble members which are subsequently used by the energy expert in their modelling. This approach, however, only works if the climate modeller’s expertise is sufficient to predict what the energy model will consider extreme [110]. This is unlikely given the complexity of energy models with hundreds of millions of decision variables and interactions between technologies and sectors.

Instead of a sequential approach, we propose an iterative transdisciplinary framework (see Figure 2). In this framework, climate modellers would generate climate ensembles. Climate and energy modellers would then jointly evaluate those ensemble members to identify which ensembles, variables, locations, and meteorological phenomena yield extreme energy system outcomes (e.g., non-served or peak residual demand; [89]). This identification would occur by running each ensemble member through energy system models [110]. Identified variables and phenomena that yield extreme power system outcomes, as opposed to just extreme meteorological conditions, would be fed back to the climate modelling community to enable better skill assessment and targeted model development for energy system applications. Identified variables and phenomena would also guide downscaling activities to produce energy system inputs, which would be fed back into energy system model development.

Research funders can aid this transdisciplinary collaboration if the limitations of traditional paradigms are reflected in their priorities and objectives. Emphasis on enhanced interdisciplinary training and exchange, alongside career support for early- and mid-career researchers, would support those whose research already spans this interdisciplinary space. Moreover, funding
agencies should push transdisciplinary research in energy and climate science, particularly where such research challenges the prevailing paradigms. To appropriately assess transdisciplinary proposals, funders should actively mitigate the risk that reviewers approach transdisciplinary work from the perspective of a single discipline by implementing policies that embed transdisciplinary diversity and awareness into the entire review process. Funding opportunities in this area should support fundamental scientific challenges of translating climate risk into energy systems (e.g., maintaining computational tractability and understanding the roles of, as well as mitigating against, different sources of uncertainty) alongside larger-scale ‘applied’ or ‘solutions-oriented’ programmes.

Fig. 2 Current sequential approach and the proposed transdisciplinary framework for improving coordination between energy system and climate modelling communities.

4 Conclusion

The energy system modelling community faces a transformation: accounting for the non-stationary meteorological conditions associated with climate change. Succeeding in this transformation is crucial for future energy systems to provide reliable, affordable, and clean energy under an uncertain future climate. Yet, this transformation is held back by a disconnect between energy and climate modelling communities.

To bridge this disconnect and to overcome the challenges associated with modelling energy systems under climate change, this article explored the underlying drivers, then proposed three inter- and transdisciplinary actions:
(1) the climate modelling community should align output variables and their spatio-temporal resolutions with energy system modelling needs; (2) the energy system modelling community should add climate-related uncertainty quantification to their default analytical toolbox; and (3) both communities should engage in a transdisciplinary approach that ensures the development and evaluation of climate information in line with energy sector needs. Ultimately, these actions point to the fact that effective energy system modelling in a changing climate should not continue to treat climate and energy modelling sequentially. Rather, effective energy system modelling must understand climate and energy modelling as a transdisciplinary interactive endeavour. Given intensifying climate change and rapid decarbonization of energy systems, the time for this endeavour is now.
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