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Abstract Several methods have been developed to quantify the oceanic accumulation of anthropogenic carbon dioxide (CO₂) in response to rising atmospheric CO₂. Yet, we still lack a corresponding estimate of the changes in the total oceanic dissolved inorganic carbon (DIC). In addition to the increase in anthropogenic CO₂, changes in DIC also include alterations of natural CO₂. Once integrated globally, changes in DIC reflect the net oceanic sink for atmospheric CO₂, complementary to estimates of the air-sea CO₂ exchange based on surface measurements. Here, we extend the MOBO-DIC machine learning approach by Keppler et al. (2020a, https://www.nci.noaa.gov/access/metadata/landing-page/bin/iso?id=gov.noaa.node%3A0221526) to estimate global monthly fields of DIC at 1° resolution over the top 1,500 m from 2004 through 2019. We find that over these 16 years and extrapolated to cover the whole global ocean down to 4,000 m, the oceanic DIC pool increased close to linearly at an average rate of 3.2 ± 0.7 Pg C yr⁻¹. This trend is statistically indistinguishable from current estimates of the oceanic uptake of anthropogenic CO₂ over the same period. Thus, our study implies no detectable net loss or gain of natural CO₂ by the ocean, albeit the large uncertainties could be masking it. Our reconstructions suggest substantial internal redistributions of natural oceanic CO₂, with a shift from the midlatitudes to the tropics and from the surface to below ~200 m. Such redistributions correspond with the Pacific Decadal Oscillation and the Atlantic Multidecadal Oscillation. The interannual variability of DIC is strongest in the tropical Western Pacific, consistent with the El Niño Southern Oscillation.

Plain Language Summary Human activities, such as the burning of fossil fuels, increase the amount of the greenhouse gas carbon dioxide (CO₂) in the atmosphere. A large portion of this additional CO₂ is being taken up by the ocean. Several methods have been developed to quantify how much of this anthropogenic CO₂ is taken up by the ocean. However, in addition to the anthropogenic CO₂, there can also be changes in the naturally occurring CO₂ in the ocean. Both the anthropogenic and the natural changes would be reflected in changes of the total dissolved inorganic carbon (DIC) stored in the ocean. Here, we extend a machine learning approach to estimate global monthly fields of DIC from 2004 through 2019. We find that over these 16 years, the oceanic DIC pool in the upper 4,000 m increased at an average rate of 3.2 ± 0.7 Pg C yr⁻¹. This trend is statistically indistinguishable from current estimates of the oceanic uptake of anthropogenic CO₂ over the same period. Thus, our study implies no detectable net loss or gain of natural CO₂ by the ocean, albeit the large uncertainties could be masking it. Our reconstructions suggest substantial internal redistributions of natural oceanic CO₂.

1. Introduction

The global oceanic dissolved inorganic carbon (DIC) pool is a powerful recorder of changes in the net exchange of carbon dioxide (CO₂) across the air-sea interface, that is, the strength of the net oceanic carbon sink. This net sink is the sum of a flux of natural carbon (Cₙ₉) that reflects the exchange driven by changes in solubility, ocean circulation, mixing, and biological processes, and the flux of anthropogenic carbon (Cₐ₉) that corresponds to the anomalous flux of CO₂ driven by the human-induced rise in atmospheric CO₂ (Gruber et al., 2023; McNeil & Matear, 2013). When integrated globally, the sources and sinks of natural CO₂ fluxes cancel each other out in a steady state as the ocean strives toward equilibrium with the overlaying atmosphere (Landschützer et al., 2022). On the contrary, the observed increase in the net air-sea CO₂ exchange is caused by anthropogenic CO₂ emissions (Friedlingstein et al., 2022). An important exception is residual outgassing that reflects the balance between...
the input of carbon by rivers and the deposition of carbon on the seafloor (Regnier et al., 2022; Sarmiento & Sundquist, 1992). As long as this balance is maintained, this latter (i.e., natural) component does not leave an imprint on changes in DIC, so that changes in this pool are then directly attributable to the ocean interior accumulation or loss of both natural and anthropogenic CO₂.

Knowing the magnitude of the net oceanic sink for CO₂ is crucial for closing the global carbon budget and its anthropogenic perturbation (Friedlingstein et al., 2022; Sarmiento & Gruber, 2002). The need is heightened by efforts such as the United Nations’ global stocktake efforts (https://unfccc.int/topics/science/workstreams/global-stocktake), which require a more refined estimate of the changing ocean carbon content, connecting the surface and interior ocean, and demonstrating the total changes in DIC, as well as its spatial distribution. Finally, better global-scale constraints on the changes in oceanic DIC are of great interest to better document the progression of ocean acidification and better establish the connection between changes in seawater chemistry and biological impacts (Doney et al., 2009; Feely et al., 2004; Orr et al., 2005).

In terms of observations, the net oceanic CO₂ sink is at present primarily determined using measurements of the surface ocean partial pressure of CO₂ (pCO₂), which are mapped to the globe using various data interpolation methods (Fay et al., 2021; Gregor & Gruber, 2021; Landschützer et al., 2014; Rödenbeck et al., 2015). The mapped pCO₂ is then used, in combination with the atmospheric pCO₂ and the gas transfer velocity to estimate the air-sea CO₂ flux. However, this approach is subject to various uncertainties, such as data sparsity (Fay & McKinley, 2013), an ill-constrained gas transfer coefficient (Roobaert et al., 2019; Wanninkhof et al., 2009), and a potential offset in the pCO₂ measurements as they are not directly taken at the cool skin surface (Watson & Sundquist, 1992). As long as this balance is maintained, this latter (i.e., natural) component does not leave an imprint on the ocean's accumulation of the C_{nat} component (Tanhua et al., 2007; Wallace, 1995). Under the assumption that the ocean is in a near steady state, several methods have been developed to determine the changes in C_{nat} either from single surveys of DIC (Brewer, 1978; Chen & Millero, 1979; Gruber et al., 1996) or from repeat hydrography programs (Carter et al., 2019; Clement & Gruber, 2018; Friis et al., 2005). The application of these methods has permitted the oceanographic community to quantify the increase in the C_{nat} inventory, both since preindustrial times (Gruber, 1998; Sabine et al., 1999) and for the past few decades (Carter et al., 2019; Friis et al., 2005; Wanninkhof et al., 2010), with the global studies providing invaluable constraints for the global budget of C_{nat} (Gruber et al., 2019; Sabine et al., 2004).

Although these global C_{nat} estimates have proven to be extremely valuable for constraining the global carbon budget and hence the fate of the emitted anthropogenic CO₂, they have not been able to fully address whether the steady-state assumption or the assumption of a small C_{nat} signal is justified. Questions were raised early on, especially in the context of ocean warming (Keeling, 2005; Sabine & Gruber, 2005), which many models suggest will lead to a loss of CO₂ from the ocean (Joos et al., 1999; Matear & Hirst, 1999; Sarmiento et al., 1998). Later, using a combination of different model and observation-based methods, McNeil and Matear (2013) invoked the presence of a decadal-scale outgassing signal of C_{nat}, but without being able to support this conjecture with direct observations. Dedicated modeling studies also suggest that the ocean might have lost C_{nat} in recent decades, for example, in response to the trends in the Southern Annular Mode (Hauck et al., 2013; Lentz & Matear, 2007; Le Quéré et al., 2007; Lovenduski et al., 2007, 2008; Zickfeld et al., 2007). In their global study on the increase in anthropogenic CO₂ between 1994 and 2007, Gruber et al. (2019) speculated that perhaps as much as 5 Pg C of C_{nat} might have been lost from the ocean over this period. A recent review by Gruber et al. (2023) further assessed the role of the nonsteady state and the associated potential loss of C_{nat}. Conversely, enhanced lateral transport of natural carbon from the land could yield a gain of C_{nat} in the ocean (Regnier et al., 2022). Similarly, changes in the
circulation or biological productivity could cause an anomalous uptake or release of CO₂ from the atmosphere, altering the total stock of Cₙat.

As the arguments for potential changes in Cₙat accumulate, the need to constrain the changes in the total DIC pool increases, as this permits to assess the changes in both natural and anthropogenic CO₂. When doing so, one needs to also consider that even if the global-scale changes in the natural CO₂ pool might be small, this pool is subject to strong redistributions within the ocean, associated with changes in circulation, shifts in ocean fronts, and changes in biological productivity, causing locally large changes in DIC (Clement & Gruber, 2018). Such changes are commonly seen when comparing the DIC distributions between two occupations of a particular hydrographic section (Carter et al., 2019; Wanninkhof et al., 2010). They are also expected in the context of interannual variability, especially in regions with large vertical undulations of the thermocline, and hence also the “carboline,” that is, the strong vertical gradient in DIC. Such redistributions of DIC within the ocean not only pose a challenge for the detection of global-scale changes in the DIC pool, but they also potentially threaten organisms, as spatial redistributions of DIC might cause more rapid local changes in ocean acidification and, perhaps, a more rapid reaching of critical thresholds (McNeil & Sasse, 2016).

Currently, no sensor technology exists that can operationally measure DIC in situ. Thus, we must rely on physical seawater samples collected and analyzed during ship-based surveys and programs (Bates et al., 2014; Talley et al., 2016), strongly limiting the coverage and the sampling frequency. Most of these DIC measurements and the associated ancillary data are compiled and subjected to secondary quality control by the Global Ocean Data Analysis Project (GLODAP; Key et al., 2004; Olsen et al., 2016). A recent version (GLODAPv2.2021) contains over 1 million measurements from across the global ocean, spanning measurements from 1972 to 2020 (Lauvset et al., 2021). Most of the measurements contained within GLODAP stem from repeat hydrography programs, where the same set of stations along long lines are revisited at roughly decadal intervals (Talley et al., 2016). In addition to GLODAP, some long-term time series stations provide information on the temporal variability in the interior ocean at a few locations, including the Hawaii Ocean Time series (HOT; Dore et al., 2009) and the Bermuda Atlantic Time series Study (BATS; Bates et al., 2014). More recently, Argo floats equipped with biogeochemical (BGC) sensors that measure pH, salinity, and other variables supplement the ship data. Using these float measurements and some empirical relationships to infer alkalinity, DIC can be estimated (Carter et al., 2018; van Heuven et al., 2011). However, this method has much larger uncertainties than the ship data (Bittig et al., 2018), and to date, the available BGC-Argo float data are largely limited to the Southern Ocean, as part of the Southern Ocean Carbon and Climate Observations and Modeling project (SOCCOM; Talley et al., 2019), while the global ocean BGC-Argo array is still in its early stages (Bittig et al., 2019).

In parallel to the efforts in combining and unifying carbon cycle observations (Bakker et al., 2016; Olsen et al., 2016), a second branch related to big data analysis based on machine learning has emerged. Keppler et al. (2020b) adopted a cluster-regression approach previously applied to reconstruct the air-sea CO₂ exchange (Landschützer et al., 2013, 2014) and extended it to map a monthly climatology of DIC in the upper 2,000 m of the near-global ocean, that is, Mapped Observation-Based Oceanic DIC (MOBO-DIC; Keppler et al., 2020a). Similarly, Broullón et al. (2020) developed a single-step machine learning approach to map the monthly climatology of interior DIC at a global scale. In addition, a recent study has mapped out the temporal evolution of DIC globally (Gregor & Gruber, 2021), but this approach was limited to the documentation of variations at the sea surface. These studies revealed the feasibility of reconstructing the DIC content from observations at the global scale. In addition, using CMIP6 models and synthetic Argo data, Turner et al. (2022) demonstrated very recently that interior temperature and salinity data are well suited to reconstruct interior DIC fields and their variability. However, they have not yet mapped the interior ocean DIC with real-world Argo observations. Further, Sharp et al. (2022) successfully mapped monthly fields of interior ocean dissolved oxygen at a global scale, using a machine learning approach. However, mapped estimates of interior observation-based DIC remain limited to seasonal climatologies (Broullón et al., 2020; Keppler et al., 2020b) or the surface (Gregor & Gruber, 2021), and reconstructions of the trend and interannual variability of the upper ocean total DIC at the global scale based on direct observations are still lacking.

To fill this gap, we use the MOBO-DIC approach and extend the monthly climatology of DIC by Keppler et al. (2020b) to resolve monthly global DIC fields from 2004 through 2019 (i.e., January 2004 through December 2019). The temporal extent of our reconstructions is primarily determined by the availability of temperature and salinity fields from the Argo program that we use as key predictors. Our new DIC product is mapped at a
monthly resolution on a 1° × 1° grid, from 65°N to 65°S, and reaching 80°N in the Atlantic (see Figure S1 in Supporting Information S1), extending from 2.5 to 1,500 m depth. Subsequently, we investigate the trend and interannual variability of the interior oceanic DIC at a global scale and put these changes into the context of the ongoing accumulation of anthropogenic CO2 in the ocean’s interior and from this, infer the changes in the natural CO2 pool.

2. Data and Methods

2.1. Cluster-Regression

We adopt the two-step neural network MOBO-DIC approach introduced by Keppler et al. (2020b) to map the sparse DIC observations to the (near) global ocean at monthly resolution for the period January 2004 through December 2019. Here, we present a summary of the most important features and the main changes compared to the climatological approach taken by Keppler et al. (2020b). Our approach first clusters the ocean into regions of similar properties using self-organizing maps (SOM) and then applies a feed-forward neural network (FFN) in each cluster to reconstruct a physical relationship between a set of driver variables and the target DIC data. This cluster-regression approach does not require information about the measurement location, a feature that separates it from many other mapping approaches (Bittig et al., 2018; Broullón et al., 2019, 2020; Gregor et al., 2017; Sasse et al., 2013). Thus, our regression method is solely based on the physical and biogeochemical relations between the predictor and target variables. Not using the measurement location as a predictor permits our method to benefit from information obtained in other places within each cluster, where predictor and target data are similarly related. Due to data availability (silicic acid and nitrate are only available in the upper 500 m) and the presence of different processes near the surface and below, we run the method separately for two depth slabs: from 2.5 to 500 m and from 500 to 1,500 m. We take the mean of the two estimates at 500 m to minimize boundary problems between the two depth slabs. This approach does not eliminate all discontinuities, but they are well within the uncertainty limits of the method.

In the first step, we use a SOM, that is, a type of unsupervised machine learning, to determine clusters. Following Keppler et al. (2020b), we use six clusters in the upper 500 m and four between 500 and 1,500 m. We tested various set-ups, including different numbers of clusters and found that this number of clusters leads to the smallest overall error in the DIC reconstruction. To avoid boundary problems inherent in cluster-regression approaches, we adjust the original method by creating an ensemble of SOM clusters, following the approach introduced by Gregor and Gruber (2021). To this end, we performed the SOM-step three times, where the DIC input has a different weight ranging from 2 to 4 in each run. The resulting SOM clusters vary mostly around the boundaries (see Figure S2 in Supporting Information S1). In the second step, we run an FFN for each SOM cluster. Our FFN network architecture consists of 8 neurons in the hidden layer of the FFN, as this setup results in the most robust output based on a comparison between the mapped output and the original training data.

To avoid overfitting, we use 80% of the input data to train the network and the remaining 20% for internal cross-validation. As the training and validation data are separated randomly, the output from the FFN is slightly different each time it is run. For each SOM setup, we run the FFN five times, where each time, the data are separated differently into training and validation data to create an ensemble of outputs. Thus, our ensemble comprises 15 members (three SOM setups, each with five FFN runs). The final reported data are the mean across the ensemble, and the standard deviation across the ensemble represents the uncertainty linked to the weighting of the SOM clusters and the random assignment of training and validation data (hereafter referred to as prediction uncertainty, see Figure S3 in Supporting Information S1). We smooth the ensemble mean fields at each depth level by taking the running mean with a window size of three grid cells in each horizontal direction (latitude and longitude) and the temporal dimension.

Some runs produced outputs with unlikely values, for example, considerably larger or smaller than the measured variables in GLODAP. We attribute this to the random assignment of training and validation data, where some data subsets are unsuitable for training. Such runs with unlikely values occurred both with the GLODAP training data and with synthetic data, so it cannot be attributed to noise in the observations. We have tried many different setups of the network to eliminate this issue. However, with the current training data, we were unable to resolve it. Thus, when an output results in values that are more than five standard deviations larger or smaller than the observed data in GLODAP (i.e., outside of the range 1.639–2.575 μmol kg⁻¹ and 1.898–2.629 μmol kg⁻¹ for the upper and lower depth slab, respectively), the entire ensemble member was discarded and rerun with the
same setup but with a different sub-set of training data. We trust that removing the runs with unlikely values, in addition to the bootstrapping approach, yields a robust estimate.

2.2. Data and Domain

As input to the SOM, we use monthly mapped fields of temperature and salinity based on Argo float measurements (Roemmich & Gilson, 2009) and an annual-mean climatology of DIC (Lauvset et al., 2016). We weigh the DIC input stronger than the physical predictors so that the clusters largely represent the climatological mean DIC and, to a lesser extent, the physical water masses, following Landschützer et al. (2013).

For the FFN step, we use the ship measurements of DIC from GLODAPv2.2021 between January 2004 and December 2019 (Lauvset et al., 2021) as the target data. We only retain GLODAP data with a WOCE quality control of 0 or 2 and a secondary quality control flag of 1. As predictors, we use the same Argo-based temperature and salinity fields that we used during the SOM step. In addition, we use monthly climatologies of mapped dissolved oxygen, nitrate, and silicic acid from the World Ocean Atlas 2018 (WOA18; Boyer et al., 2018). These climatologies are based on ship measurements from 1955 through 2017 and were interpolated to the global ocean using optimal interpolation. As the nitrate and silicic acid from WOA only extend until 500 m, they were not used as predictors in the deeper slab, while dissolved oxygen extends to 1,500 m in WOA and is thus a predictor variable in both depth slabs. Deviating from the approach taken to produce the monthly climatology of MOBO-DIC (Keppler et al., 2020b), we use atmospheric pCO2 as an additional predictor in the upper depth slab (0–500 m) to be able to represent the long-term trend in the atmospheric CO2 concentration. Atmospheric pCO2 at each grid cell was computed from the GlobalView marine boundary layer product of the mole fraction of CO2 (xCO2; GlobalView-CO2, 2011) and converted to pCO2 following Landschützer et al. (2013). In the deeper slab below 500 m, we use Julian days as a predictor to represent any long-term trend in the data. We tested various set-ups where we use latitude and longitude (in the form of sin(lon) and cos(lon)), and depth as input variables, and found that the inclusion of this spatial information in the predictors did not improve our DIC reconstructions. Thus, the predictors between the surface and 500 m are temperature, salinity, dissolved oxygen, nitrate, silicic acid, and atmospheric pCO2. Between 500 and 1,500 m, we use temperature, salinity, dissolved oxygen, and Julian day as predictors. A more detailed discussion on the choice of predictors can be found in Keppler et al. (2020b).

Note that we use the mapped monthly mean fields as predictors, as opposed to the comeasured data from GLODAP during the training step of the FFN. We tested both approaches but found the results were very noisy when using the comeasured data as predictors. This noisy output may be partially caused by the WOA monthly gridded fields being smoother than the point measurements in GLODAP. Furthermore, using the comeasured predictors leads to a substantial loss of training data, as in ~60,000 data points out of ~440,000 (i.e., ~14%), the training data do not have usable comeasured predictors.

The availability of the data limits the domain and resolution of our mapping approach. For example, we limit the vertical extent of the multiyear product here to 1,500 m (as opposed to 2,000 m used for the MOBO-DIC climatology) as the DIC observations are very sparse below 1,500 m and only temperature and salinity are available as physical or biogeochemical predictors there. This lack of predictors below 1,500 m prevents a robust estimate of the DIC variations and trends at these depths. Temporally and spatially, the limits tend to be set by the predictor data. The Argo-based data products used here extend from 65°N to 65°S globally, to 80°N in the Atlantic Ocean, with shallow coastal regions being masked, marking the horizontal extent of our domain. As the mapped Argo-data set starts in 2004, and GLODAPv2.2021 includes cruise data until January 2020, the temporal extent of MOBO-DIC is from January 2004 through December 2019.

All predictors have a monthly resolution on 1° × 1° grids, and we interpolate them onto 28 uneven depth levels between 2.5 and 1,500 m. Note that due to an update to the Argo data, the domain of this study is slightly larger than in the monthly climatology of MOBO-DIC (Keppler et al., 2020b); it extends further north in the Atlantic (until 80°N instead of 65°N), and some more coastal and shallow regions are included (see Figure S1 in Supporting Information S1). As the domain covers most of the global ocean, we refer to our domain as global in-text but want to note that it is technically only near-global.

2.3. Calculation of the Trend and Inventory Changes

We estimate the trend in DIC over our period based on the slope of a linear regression of the deseasonalized DIC at each grid cell. The data were deseasonalized by applying a 12-month running mean at each grid cell.
To calculate the trends in the inventories, we first normalize DIC for salinity (hereafter sDIC) to remove any effects from potential changes in the salinity, following Friis et al. (2003). For this normalization, we use the same monthly Argo-based salinity product as above (Roemmich & Gilson, 2009), using the temporal mean salinity from 2004 through 2019 at each grid cell as reference salinity. We convert sDIC from gravimetric (unit: μmol kg\(^{-1}\)) to volumetric (unit: μmol m\(^{-3}\)), and then vertically integrate the volumetric trend in the whole domain (upper 1,500 m). To estimate the uncertainty in the trend, we calculate it with each of the 15 ensemble members and take the standard deviation range as the uncertainty range. Note that the uncertainty of the trend only includes the ensemble spread (i.e., the prediction uncertainty) and does not consider other sources of error, for example, those associated with measurements or representation uncertainty. We trust that there should not be a trend in measurement or representation uncertainty in the data, yielding a robust estimate of the overall trend uncertainty.

We then conduct an upsampling to estimate the global changes in sDIC that include regions beyond our domain, that is, the high latitudes, coastal regions, and below 1,500 m (see Text S3 in Supporting Information S1).

2.4. Comparison With C\(_{\text{ant}}\)

We compare the trend in MOBO-DIC with an estimate of the change in anthropogenic CO\(_2\) (ΔC\(_{\text{ant}}\)). For this comparison, we use two estimates of C\(_{\text{ant}}\) and scale them to our study period. The two estimates are (a) the total change in C\(_{\text{ant}}\) between 1800 and 2007 and (b) the change in C\(_{\text{ant}}\) between 1994 and 2007. The former is estimated by adding the total C\(_{\text{ant}}\), up to 1994 estimated by Sabine et al. (2004) to the change in C\(_{\text{ant}}\) between 1994 and 2007 estimated by Gruber et al. (2019). For the latter, we use the ΔC\(_{\text{ant}}\) by Gruber et al. (2019).

To scale C\(_{\text{ant}}\) to our period, we apply the transient steady-state approach described by Mikaloff Fletcher et al. (2006) and Gruber et al. (2019), which relies on the assumption that the change in C\(_{\text{ant}}\) scales with the change in atmospheric CO\(_2\):

\[
\Delta C_{\text{ant}}^{t_{3}t_{2}} = \alpha(t_0, t_1, t_2, t_3) \cdot \Delta C_{\text{ant}}^{t_{1}t_{0}}
\]

where \(t_0\) and \(t_1\) are the bounds of the periods used to determine ΔC\(_{\text{ant}}\) (either 1800 through 2006 or 1994 through 2006) and \(t_2\) and \(t_3\) bound the period to which the scaling should be applied to (here: 2004 through 2019). The scaling factor \(\alpha\) is specific for each pair of periods, that is, a function of \(t_0\), \(t_1\), \(t_2\), and \(t_3\) and can be estimated from the relative changes in atmospheric CO\(_2\), also considering changes in the Revelle factor (Sarmiento et al., 1995) and the changes in the air-sea disequilibrium (Gruber et al., 1996; Matsumoto & Gruber, 2005):

\[
\alpha(t_0, t_1, t_2, t_3) = \frac{\Delta p \text{CO}_2^{\text{atm}}(t_3 - t_2)}{\Delta p \text{CO}_2^{\text{atm}}(t_1 - t_0)} \cdot \frac{\xi(t_2, t_3)}{\xi(t_0, t_1)} \cdot \frac{\gamma(t_2, t_3)}{\gamma(t_0, t_1)}
\]

where the first factor on the right-hand side is the relative change in atmospheric CO\(_2\), the second factor is the relative change in the disequilibrium \(\xi\), and the third factor is the relative change in the Revelle factor \(\gamma\).

In the first case, that is, for the base period 1800 through 2006, inserting the observed values in atmospheric CO\(_2\) in the respective years (\(t_0 = 1800, 280 \text{ ppm}\); \(t_1 = 2006, 381 \text{ ppm}\); \(t_2 = 2004, 377 \text{ ppm}\); \(t_3 = 2019, 410 \text{ ppm}\)) gives a value of 0.33 for the first factor on the right-hand side of Equation 2. For the disequilibrium, we take the same estimate Gruber et al. (2019) used when scaling from 1800 through 1993 to 1994 through 2006. They estimated a change in the disequilibrium of about 6 μatm between 1800 and 1994 and about 3 μatm between 1994 and 2007, yielding a ratio of 0.94. Similarly, we also take the estimate by Gruber et al. (2019) of 0.94 for the third factor, that is, the ratio of the Revelle factors. Entering these three ratios, we obtain an overall scaling factor \(\alpha\) of 0.29 (0.33 \cdot 0.94 \cdot 0.94) when comparing the period 1800 to 2007 with the period from 2004 through 2019.

In the second case, the base period for the scaling factor goes from 1994 (\(t_0 = 358 \text{ ppm}\)) through 2006 (\(t_1 = 381 \text{ ppm}\)), yielding a relative change in atmospheric CO\(_2\) of 1.45 compared to the period 2004 (\(t_2 = 377 \text{ ppm}\)) through 2019 (\(t_3 = 410 \text{ ppm}\)). As the two periods are largely overlapping in this case, we assume that the ratio of the disequilibrium and the ratio of the Revelle factors are very close to 1 and thus set their values to 1, yielding an overall scaling factor \(\alpha\) of 1.45 when comparing the period 1994 to 2007 with the period from 2004 through 2019.

This scaling is based on many assumptions, especially the assumption of a transient steady state. While the large-scale distribution of C\(_{\text{ant}}\) has been demonstrated to follow this prediction rather closely, Gruber et al. (2019) pointed out that the reconstructed distribution of the change in C\(_{\text{ant}}\) between 1994 and 2007 differs in a few places.
considerably from that reconstructed for the period up to 1994. In particular, they found a meridional shift in the accumulation within the Atlantic Ocean, with a reduction in the North Atlantic storage being compensated by an increase in the temperate latitudes of the South Atlantic. Using two different base periods, we attempt to quantify the potential impact of such changes on our conclusions. Direct estimates of the accumulation of $C_{\text{acc}}$ over the same period as analyzed here would be preferable to our scaling approach but are not published to date.

3. Uncertainty Assessment

Our method fills very substantial gaps in space and time (see Figure S4 in Supporting Information S1). The GLODAP observations of DIC cover even less of the ocean in horizontal space and time than the surface fCO$_2$ measurements in the SOCAT database that are used to construct surface ocean flux products (Gregor & Gruber, 2021; Landschützer et al., 2014; Rödenbeck et al., 2015), that is, SOCAT only covers approximately 3% of 1° × 1° grid cells for any given month across the surface ocean in the 2010s (Gruber et al., 2023). Although GLODAP contains more data points by containing the vertical dimension, that is, interior ocean data, we still have to fill substantial gaps at each depth level. In each year from 2004 through 2019, we have on average 30 ± 9 (mean ± 1 standard deviation) observations per depth bin. Assuming that this observation was representative of a 2° × 2° grid at each depth level would mean that only about 0.3% of the global ocean was observed for any given month, requiring that the other 99.7% are filled through our statistical gap-filling methodology. Thus, we emphasize that users keep the different uncertainties in mind when using our product and interpreting our results. Here, we summarize the different sources of uncertainty in our analysis.

3.1. Calculation of the Overall Uncertainty

We identify three main sources of uncertainties that contribute to the total uncertainty of our DIC estimate, following Gregor and Gruber (2021): the uncertainties linked to the measurements ($M$), the representation ($R$), and the prediction ($P$). The overall uncertainty of our DIC estimate ($\text{DIC}_{\text{err}}$) can then be estimated with standard error propagation:

$$\text{DIC}_{\text{err}} = \sqrt{M^2 + R^2 + P^2}$$

(3)

The uncertainty $M$ linked to the measurements stems from sampling errors and imprecisions in the measurement system. While GLODAP currently does not report measurement uncertainties, they include a measure of spatial consistency based on inter-cruise comparisons, which amounts to 2.4 μmol kg$^{-1}$ for DIC (Lauvset et al., 2021). We assume that this uncertainty is the same at all grid points, which is likely an overestimation at some points and an underestimation at others.

The representation uncertainty $R$ results from the fact that the discrete measurements in GLODAPv2.2021 that are used as target data to train the network are taken at one point in time and space and thus might not represent the true monthly mean of the 1° × 1° grid cell and the depth bin it falls in. Especially problematic are regions where the spatiotemporal variability is high and the number of observations in a grid cell and depth bin is low. It is not straightforward to quantify the representation error as this requires full knowledge of the spatiotemporal variability of DIC. Gregor and Gruber (2021) estimated the representation error of total alkalinity of about 16 μmol kg$^{-1}$ at the sea surface of the open ocean. As the density and spatial distribution of total alkalinity and DIC measurements in GLODAP are similar, and regions with high spatiotemporal variability in total alkalinity tend to be regions of high variability in DIC as well, we adopt this estimate for all grid cells and depth bins. We recognize that alkalinity tends to be less variable than DIC, especially near the surface. In addition, the representation error is expected to be larger near the coast than in the open ocean due to more variability near the coasts and is also expected to decrease with depth (Torres et al., 2021), adding some uncertainty to our uncertainty estimate. Overall, we expect that $R$ might be underestimated near the surface and the coast and overestimated at depth.

The prediction uncertainty $P$ represents how well our method can map DIC in time and space. We take the standard deviation across the 15-member ensemble of our bootstrapping approach as our estimate of the prediction error. The differences in the ensemble members are linked to both the ensemble of SOM clusters and the different subsets of training and validation data, as described in Section 2.1. We note that our approach to quantify the prediction uncertainties only considers the spread induced by variations of the method and not the inherent uncertainty of the method itself. Thus, our approach may underestimate the potential errors stemming from the very
limited time-space distribution of the available data. As this error is difficult to quantify, we rely on our evaluations with independent observations, previous mapped estimates, and synthetic data (Section 4). The global mean prediction uncertainty is 7 μmol kg⁻¹, but with a large spread. We find the highest prediction error in the northern Indian Ocean (up to ~80 μmol kg⁻¹), where the observations are particularly sparse and where our estimate is heavily extrapolated (Figure S3 in Supporting Information S1). Such large local uncertainties illustrate that our approach can reconstruct global fields, but care must be taken when evaluating regional changes, as the uncertainties on a regional level are quite high. Combining the three uncertainty contributions (Equation 3) yields an overall global mean uncertainty of 18 μmol kg⁻¹.

### 3.2. Quality of Fit

During our mapping approach, we estimate the target data at all grid points. Thus, unlike in an interpolation, there is a difference between the target data (i.e., GLODAPv2.2021) and the mapped estimate (i.e., MOBO-DIC). In Figure S4 in Supporting Information S1, we present these residuals to get a better handle on the quality of our fits. This analysis intends to examine if there are any systematic offsets in different regions or depth levels. It also highlights the magnitude of the differences between the training data and MOBO-DIC. We find that there is no systematic underestimation or overestimation compared to the training data, and the global mean bias cancels out to be 0, while the global mean root mean square difference (RMSD) is 16 μmol kg⁻¹ (see Table 1 and Figure S4 in Supporting Information S1), slightly less than our global mean uncertainty of 18 μmol kg⁻¹.

### 4. Evaluation

We evaluate the quality of the mapped MOBO-DIC product with various independent observations and using a synthetic data set derived from a model for which we know the true value. Independence means here that these data were not used for the training of MOBO-DIC (see Table 1 in the Main Text for a summary and Texts S5 and S6, Figures S5–S12 in Supporting Information S1 for a more in-depth analysis of the evaluation).

To evaluate our method with the synthetic data, we subsample the simulated DIC in the biogeochemical component of the Ocean General Circulation Model HAMOCC (Ilyina et al., 2013; Mauritsen et al., 2019) when and where we have observations in GLODAPv2.2021. These synthetic data are pseudo-observations from the HAMOCC model and not real observations. For the oxygen and nutrient fields that we use as predictors, we use the monthly climatologies of these simulated variables to be consistent with our method using real observations. We then run our MOBO-DIC method with these synthetic data to reconstruct the simulated DIC fields. We can then compare our reconstructed fields with the actual DIC in HAMOCC.

### Table 1

<table>
<thead>
<tr>
<th>Compared data set</th>
<th>Type of data</th>
<th>Bias (μmol kg⁻¹)</th>
<th>RMSD (μmol kg⁻¹)</th>
<th>MOBO-DIC uncertainty (μmol kg⁻¹)</th>
<th>Comparison uncertainty (μmol kg⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GLODAPv2.2021 Ship data, without interpolation or mapping (used to train the neural network)</td>
<td>0</td>
<td>16</td>
<td>18</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Lauvset climatology</td>
<td>Global climatology (optimal interpolation)</td>
<td>7</td>
<td>17</td>
<td>18</td>
<td>7</td>
</tr>
<tr>
<td>Broullón climatology</td>
<td>Global monthly climatology (single-step neural network)</td>
<td>10</td>
<td>17</td>
<td>18</td>
<td>N/A</td>
</tr>
<tr>
<td>MOBO-DICclim</td>
<td>Global monthly climatology (cluster-regression)</td>
<td>11</td>
<td>20</td>
<td>18</td>
<td>9</td>
</tr>
<tr>
<td>HAMOCC</td>
<td>Synthetic data</td>
<td>-1</td>
<td>12</td>
<td>18</td>
<td>N/A</td>
</tr>
<tr>
<td>BATS</td>
<td>Time series station</td>
<td>12</td>
<td>17</td>
<td>17</td>
<td>2</td>
</tr>
<tr>
<td>HOTS</td>
<td>Time series station</td>
<td>-4</td>
<td>15</td>
<td>17</td>
<td>2</td>
</tr>
<tr>
<td>Drake Passage</td>
<td>Time series station (surface)</td>
<td>16</td>
<td>42</td>
<td>18</td>
<td>1</td>
</tr>
<tr>
<td>SOCCOM floats</td>
<td>Calculated DIC from BGC floats (pH) with LIAR algorithm</td>
<td>-5</td>
<td>14</td>
<td>17</td>
<td>6</td>
</tr>
<tr>
<td>OceanSODA-ETHZ</td>
<td>Global surface estimate (cluster-regression)</td>
<td>4</td>
<td>15</td>
<td>18</td>
<td>21</td>
</tr>
</tbody>
</table>

Note. Also displayed are the mean uncertainty of MOBO-DIC at the time and location of the compared data set and the uncertainty of the comparison data sets.
For the observations, we use three different sources: First, we use a suite of mapped DIC climatologies, all of which are based on GLODAP data (Broullón et al., 2020; Keppler et al., 2020b; Lauvset et al., 2016). Second, we compare MOBO-DIC with observations from time series stations and biogeochemical Argo floats. Third, we use the mapped surface DIC product contained in OceanSODA-ETHZ (Gregor & Gruber, 2021), allowing us to compare the monthly 1° × 1° fields at the surface when and where the two data sets overlap (January 2004–December 2018).

We first evaluate the climatological mean, then the trend, and the interannual variability, for each of these evaluation data where the temporal resolution allows. Note that we use DIC and not sDIC in the evaluation with observations, as salinity is not always co-measured, and using monthly 1° gridded salinity fields could introduce errors. In contrast, our comparison of synthetic MOBO-DIC and the HAMOCC model uses sDIC, as here we have both salinity and DIC as monthly 1° gridded fields.

### 4.1. Evaluation of Climatological Mean

The evaluation of the MOBO-DIC method with the synthetic data from HAMOCC illustrates that the method is well-equipped to reconstruct the mean DIC fields in HAMOCC well (see Table 1). MOBO-DIC reconstructs the simulated climatological mean DIC fields with a negligible bias of −1 μmol kg⁻¹ and with an RMSD of 12 μmol kg⁻¹.

The evaluation with the observational climatological constraints also reveals good performance of MOBO-DIC. The mean differences relative to the Lauvset and Broullón climatologies are between 7 and 10 μmol kg⁻¹, and each has an RMSD of 17 μmol kg⁻¹. This is within the combined uncertainties of MOBO-DIC and the comparison data sets (see Table 1; Figures S5 and S6 in Supporting Information S1). It also needs to be noted that the Lauvset climatology is normalized to the year 2002, while the Broullón monthly climatology is normalized to 1995. Assuming an average surface DIC increase of ~2 μmol kg⁻¹ yr⁻¹, based on the anthropogenic perturbation, we estimate that the average surface concentration of MOBO-DIC (average year: 2012) is ~20 μmol kg⁻¹ higher than the surface Lauvset climatology (normalized to 2002) and ~34 μmol kg⁻¹ higher than the surface Broullón monthly climatology (normalized to 1995). The total differences for the Lauvset and Broullón climatologies are less than this as the reported biases in Table 1 are averages over the entire water column, but we observe surface differences on these orders in Supporting Information S1 (Figures S5 and S6).

Surprisingly, the bias and RMSD between the monthly climatology of MOBO-DIC (Keppler et al., 2020a) and this version of MOBO-DIC is larger (11 and 20 μmol kg⁻¹, respectively) than the RMSD between the other two climatologies that are based on different methods, albeit well within the combined uncertainties. The MOBO-DIC climatology is centered around the years 2010/2011, while this study is centered around the year 2012. Thus, the expected surface difference should maximally be of the order of ~4 μmol kg⁻¹. Therefore, we cannot attribute the difference to a change in the periods. Instead, we found that the monthly climatology of MOBO-DIC from Keppler et al. (2020a) contains less DIC in the subsurface equatorial Atlantic and Indian Ocean than the Lauvset climatology (see Figure S4 in Keppler et al. (2020a)), while our new version of MOBO-DIC is more consistent with the Lauvset and Broullón climatologies (see Figure S5 in Supporting Information S1). As there are very little data in the equatorial Atlantic and Indian Ocean, it is difficult to determine which of the estimates lies closer to the true value. We speculate that the true value likely lies closer to the three estimates that are close to each other (Lauvset, Broullón, and this study), than the one that differs (monthly climatology of MOBO-DIC).

The biases between MOBO-DIC and the comparison data sets from time series stations and floats ranges from −5 to 16 μmol kg⁻¹. As the biases are both positive and negative, there is no indication of MOBO-DIC having a systematic bias toward over/underestimating the global carbon content (see Table 1; Figures S9 and S10 in Supporting Information S1). The RMSD between MOBO-DIC and these data range from 14 μmol kg⁻¹ for the SOCCOM floats to 42 μmol kg⁻¹ for Drake Passage but are mostly between 15 and 20 μmol kg⁻¹, that is, comparable to the mean global uncertainty of MOBO-DIC (18 μmol kg⁻¹). In all cases except for Drake Passage, the RMSD is within the combined uncertainties of MOBO-DIC at the location of the compared data set and the uncertainty of the compared data set, using standard error propagation. The disagreement at Drake Passage, a well-observed time series station, is associated with large local variabilities that are not captured in MOBO-DIC and are further discussed in Section 4.3.

Comparing MOBO-DIC at the surface with the surface DIC from OceanSODA-ETHZ, we find that the magnitude and spatial patterns of the mean DIC agree very well, considering they are based on independent data.
The global mean RMSD between the two data sets is 15 μmol kg⁻¹, and there is a mean bias of approximately 4 μmol kg⁻¹, which is well within the uncertainties (see Table 1; Figures S11a–S11c in Supporting Information S1).

### 4.2. Evaluation of Trends

Our synthetic MOBO-DIC generally reconstructs both the spatial distribution and magnitude of the trend of sDIC in HAMOCC well, with no indication of a systemic overestimation or underestimation of the trend (see Figure S7 in Supporting Information S1). An exception is the deep eastern equatorial Pacific, where MOBO-DIC overestimates the trend. This could be the result of overfitting or of challenges of MOBO-DIC to fit the trends in a region with very large lateral gradients and where data coverage is intermittent. We do not see similar large trends in the reconstructions with observations, possibly because the observed lateral gradients are smaller than those in the model. Still, this mismatch in the synthetic data suggests that the MOBO-DIC reconstructed trends are likely somewhat less robust than the climatologies and that care must be taken to avoid an overinterpretation of the results.

The sDIC trends at the time series stations are comparable to MOBO-DIC at the times and locations of these independent observations (see Table 2; Figure S9 in Supporting Information S1). For example, we observe a mean trend in the water column at BATS of 7 μmol kg⁻¹ decade⁻¹, while the mean trend in the water column in MOBO-DIC at the grid cell closest to BATS is 5 ± 2 μmol kg⁻¹ decade⁻¹. However, some quantitative differences exist, with the largest difference in the trend found at depths between 600 and 800 m at BATS. There, MOBO-DIC, with an estimated trend of only 5 ± 2 μmol kg⁻¹ decade⁻¹ underestimates the observed trend of 16 μmol kg⁻¹ decade⁻¹ quite substantially. With BATS being one of the best-constrained time series sites, the observed trend is very robust. The trend is much better reconstructed in the shallower waters at BATS, indicating that this is not a general issue but likely an issue specifically associated with the intermediate water masses in the North Atlantic.

MOBO-DIC also underestimates the trend seen in the BGC-Argo floats in the Southern Ocean (SOCCOM floats) between 20 and 40 m (see Table 2 and Figure S10 in Supporting Information S1). The observed trend is ~20 μmol kg⁻¹ decade⁻¹, while the trend estimate in MOBO-DIC at the same grid cells is only ~9 ± 2 μmol kg⁻¹ decade⁻¹. There is a known difference between ship-based DIC measurements and DIC derived from float pH measurements (Gray et al., 2018). However, this offset is thought to be relatively steady and should not affect the trend. Nevertheless, the time series is short and spatially sparse, so it is not entirely clear whether the issue is with MOBO-DIC or with the SOCCOM-derived DIC trend.

The trend of MOBO-DIC at the surface has a similar spatial distribution but is slightly smaller than the trend of the mapped surface DIC from Gregor and Gruber (2021), with a global mean trend between January 2004 and December 2018 of 0.6 ± 0.1 and 0.8 μmol kg⁻¹ yr⁻¹, respectively (see Figures S11d–S11f in Supporting Information S1). As OceanSODA-ETHZ is based on considerably more surface measurements than MOBO-DIC, it is likely that MOBO-DIC slightly underestimates the trend of the surface DIC.
4.3. Evaluation of Interannual Variability

Similar to the trend, our synthetic MOBO-DIC reconstructs the spatial distribution and magnitude of the interannual variability, defined here as the standard deviation across the ensemble, of sDIC in HAMOCC well (see Figures S8 in Supporting Information S1). However, we also find an artifact in the deep eastern equatorial Pacific, that is, the same region where we had difficulties with the trend. There, the interannual variability is too large in the synthetic MOBO-DIC reconstruction. Again, no such artifact exists in the MOBO-DIC reconstructions with observations, but smaller artifacts cannot be ruled out.

MOBO-DIC tends to underestimate the observed interannual variability of sDIC at the time series stations and the locations of the SOCCOM floats (see Table 2; Figures S9 and S10 in Supporting Information S1). The biggest difference in the interannual variability is between 20 and 40 m at HOT, where MOBO-DIC estimates a variability of only 4 μmol kg⁻¹, while the observations suggest a value of 11 μmol kg⁻¹. As above, such differences can be at least partially explained by the observations containing a lot of noise and not necessarily being representative of the mean monthly 1° fields. At Drake Passage, the comparison data displays considerably more variability than our gridded product and may include outliers. Thus, there are instances where the discrepancies between MOBO-DIC and the comparison data sets are beyond the uncertainty limits. We expect that this is mostly due to large local variabilities that are smoothed out in the monthly mean 1° × 1° fields in MOBO-DIC.

The interannual variability of MOBO-DIC at the surface also has a similar distribution and is slightly smaller than the interannual variability of the mapped surface DIC from Gregor and Gruber (2021) (see Table 2; Figures S11g–S11i in Supporting Information S1). Here, we observe global mean standard deviations of 3 and 4 μmol kg⁻¹, respectively (see Figures S11g–S11i in Supporting Information S1). An explanation for their slightly higher variability could lie in the fact that OceanSODA-ETHZ uses satellite-based sea surface temperature (SST) as a predictor while we use float data for temperature and salinity. Satellite-based SST estimates are known to display more variability than float-based estimates (Roemmich & Gilson, 2009). Further, OceanSODA-ETHZ has less interannual variability in pCO₂ than other surface products such as SOM-FFN by Landschützer et al. (2016). Thus, the available evidence suggests that MOBO-DIC tends to underestimate the interannual variability. We suspect that if time-varying monthly fields of oxygen and nutrients were available as predictors, the interannual variability in MOBO-DIC might be larger. In addition, if we had more DIC training data available, the interannual signal could likely be captured better.

5. Results and Discussion

5.1. Global Changes in the DIC Inventory

The reconstructed (near) global sDIC inventory between 0 and 1,500 m increased steadily from 2004 through 2019, with a total increase of 42 ± 5 Pg C over this period (Figure 1). All depth ranges contribute to this trend, with ~16% of the increase in sDIC having occurred in the upper 150 m, ~18% between 150 and 300 m, ~38% between 300 and 700 m, and ~28% between 700 and 1,500 m. Superimposed onto this strong positive trend, we observe the effect of the seasonal cycle on the total inventory (order of ~2 Pg C), some interannual variations, and a weakening of the trend in the second half of the record, most strongly visible in the deepest depth slice analyzed, that is, below 700 m.

By adding an estimate of the sDIC changes in the shallow coastal regions and the high latitudes (3 ± 0.4 Pg C) and in the ocean below 1,500 m (6 ± 6 Pg C; see Text S3 in Supporting Information S1), we arrive at a global sDIC inventory change of 51 ± 11 Pg C over the 16 years of our analysis. This corresponds to an average rate of increase of 3.2 ± 0.7 Pg C yr⁻¹. We interpret this increase in sDIC to be mostly of atmospheric origin, that is, reflecting a net uptake of CO₂ from the atmosphere, although we cannot exclude a small contribution coming from other sources, such as a trend in the input from rivers and sediment sources, or an imbalance with the marine organic carbon pool.

Our interior ocean data-based net ocean uptake estimate of 3.2 ± 0.7 Pg C yr⁻¹ is comparable with surface pCO₂ observation-based estimates of the net carbon flux from the atmosphere into the ocean. The latest update of the net air-sea CO₂ flux estimate by Landschützer et al. (2016), which includes both the open and coastal ocean, suggests a global uptake of 2.1 ± 0.5 Pg C yr⁻¹ from 2004 through 2019. Adding a riverine outgassing of CO₂ of 0.6 ± 0.4 Pg C yr⁻¹ (Friedlingstein et al., 2022; Regnier et al., 2022), these surface ocean data suggest a net
uptake of 2.7 ± 0.6 Pg C yr⁻¹. Similar numbers are obtained when using an ensemble of surface pCO₂ data (Fay et al., 2021). This is 0.5 ± 0.6 Pg C yr⁻¹ less than our estimate based on the increase in ocean interior sDIC but within the uncertainty bounds. Also, a scaled estimate of the accumulation of anthropogenic CO₂ in the ocean interior over this time period suggests a global uptake on the order of close to 3 Pg C yr⁻¹ (Gruber et al., 2023). It has to be noted, as stated above, that there are still uncertainties in the surface-based estimates, due to the indirect approach that needs to incorporate the riverine flux, which has large uncertainties, and a possible skin-temperature correction (Dong et al., 2022; Watson et al., 2020). Specifically, Dong et al. (2022) suggested that the proper accounting of all temperature-related issues (e.g., skin correction) would increase the ocean uptake of the commonly used surface pCO₂ based products by +35% (0.6 Pg C yr⁻¹) for the period 1982–2020. If one was to use the skin correction of 0.6 Pg C yr⁻¹, as well as the 0.6 Pg C yr⁻¹ riverine flux, this would yield a total flux of 3.3 ± 0.6 Pg C yr⁻¹, which is remarkably close to our estimate of 3.2 ± 0.7 Pg C yr⁻¹.

Our estimate of the total increase in ocean sDIC of 51 ± 11 Pg C implies that from 2004 through 2019, the ocean sink accounted for ~31% ± 7% of the total anthropogenic CO₂ emissions (here: from fossil fuel emissions and land use change) (Gräwe et al., 2022). This uptake fraction is larger but within the uncertainties compared to the fraction reported by the Global Carbon Project based on ocean models and surface ocean pCO₂ products during the decade 2011–2020 (26% ± 4%, Friedlingstein et al., 2022). As pointed out by Friedlingstein et al. (2022), within the Global Carbon Budget estimates, it is particularly the hindcast model-based estimates that indicate a smaller uptake. Similarly, Terhaar et al. (2022) used an emergent constraint approach to demonstrate that most CMIP models tend to take up too little CO₂ from the atmosphere. Although CMIP models differ from the hindcast models used in the Global Carbon Budget, these findings further indicate that the models underestimate the oceanic carbon uptake, as also discussed by Hauck et al. (2020). Our interior ocean-based estimate thus supports the larger (mostly observation-based) estimates of the ocean carbon sink in the Global Carbon Budget, albeit within large uncertainties.

Another reference point is the oceanic accumulation of C₉⁰ between 2004 and 2020. Lacking an estimate of the C₉⁰ accumulation over the same period, we scale the estimates of Sabine et al. (2004) and Gruber et al. (2019) to this period, assuming a transient steady state (see Section 2.4). We obtain a global increase of 44 ± 6 Pg C
(2.8 ± 0.4 Pg C yr⁻¹) in C\text{\textit{ant}} (1800–2007 scaled to 2004–2019 with a scaling factor of 0.29) and 49 ± 6 Pg C
(3.1 ± 0.4 Pg C yr⁻¹) in C\text{\textit{nat}} (1994–2007, scaled to 2004–2019 with a scaling factor of 1.45). The estimates are
remarkably close to our estimate of the increase in total sDIC (51 ± 11 Pg C, i.e., 3.2 ± 0.7 Pg C yr⁻¹). This
suggests that we can largely attribute the reconstructed increase in the sDIC to the uptake of anthropogenic CO₂
from the atmosphere. Similarly, when only considering the domain of MOBO-DIC and without upscaling, we
also find that the trend in MOBO-DIC (40 ± 5 Pg C, i.e., 2.5 ± 0.3 Pg C yr⁻¹) is close to the increase in C\text{\textit{ant}} over
the same period and domain (35 ± 4 Pg C, i.e., 2.2 ± 0.2 Pg C yr⁻¹, dashed line in Figure 1) and also well within
the uncertainties. Considering the proposed outgassing signal of C\text{\textit{MOBO-DIC}} and the scaled ΔC\text{\textit{nat}}
over
the

Superimposed onto this positive long-term trend of sDIC, the reconstructions reveal substantial interannual vari-
ations and a weakening of the trend after ∼2012, especially in the deeper waters. The following sections will
further discuss these variations and the weakening trend. We also dive deeper into the differences between the
anthropogenic component and the total sDIC in the water column, revealing changes in the natural DIC pool.
Additionally, we find a strong seasonal signal, most pronounced near the surface. We do not discuss the seasonal
variations near the surface, as the seasonal cycle of DIC was explored in Keppler et al. (2020b).

5.2. Regional Distribution of Trends in sDIC, C\text{\textit{ant}}, and C\text{\textit{nat}}

The rate of the depth-integrated accumulation of sDIC is regionally strongly structured (Figure 2a), with the
highest rates of accumulation found in the North Atlantic south of Iceland, that is, the Subpolar Gyre. There,
the linear trend exceeds 1.5 mol m⁻² yr⁻¹. An additional region with elevated rates of increase can be identified
in the Southern Hemisphere between about 20°S and 45°S with typical accumulation rates of ∼1 mol m⁻² yr⁻¹.
The higher latitudes of the Southern Ocean, the tropical regions, the northern Indian, and particularly the North
Pacific have considerably weaker depth-integrated changes in sDIC, typically 0.5 mol m⁻² yr⁻¹ or less. In some
regions of the North Pacific, the depth-integrated sDIC even decreases over our study period. This vertical inte-
gral is a robust feature of our analysis as it is only weakly changing when removing trends within the water
column that are not significant (compare Figure S12 in Supporting Information S1 with Figure 2a).

At each depth level, most of the trends in sDIC are statistically significant (95% confidence interval, see Text S7
and Figure S12 in Supporting Information S1). This is also the case for the negative trends in the North Pacific.
Further support comes from the existence of a comparable negative trend in the surface DIC reconstructions of
the OceanSODA-ETHZ product (Gregor & Gruber, 2021), as demonstrated in Section 4.2 and Figure S11 in
Supporting Information S1. Thus, this negative signal in the North Pacific appears robust within our period and
is not an artifact of our method.

Next, we examine the similarity between the rate of depth-integrated accumulation of sDIC and C\text{\textit{ant}}, which
becomes even more evident when they are put side by side, irrespective of how we estimated the expected
decline in C\text{\textit{ant}} from 2004 through 2019. The patterns and magnitude of the depth-integrated accumulation of
sDIC (Figure 2a) and the two different estimates of C\text{\textit{ant}} (Figures 2b and 2c) are to the first order approximately
the same, as also evidenced by their high pattern correlation coefficient \(c = 0.56\) and 0.63, between the trend in
MOBO-DIC and the scaled ΔC\text{\textit{ant}} from the combined estimate by Sabine et al. (2004) and Gruber et al. (2019)
and the estimate by Gruber et al. (2019), respectively. For example, we observe in all fields a large increase in the
North Atlantic and a broad band of enhanced accumulation in the midlatitudes of the Southern Hemisphere. Also
present in all fields is the weaker signal in the midlatitude Southern Ocean. This further supports the conclusion
that most of the column-integrated change in sDIC can be attributed to the increase in C\text{\textit{ant}} during this period.

However, there are also several notable differences, discernible when we subtract the estimated anthropogenic
component (i.e., ΔC\text{\textit{ant}}) from the reconstructed change in sDIC (Figures 2d and 2e). This difference can be inter-
preted as the change in the natural oceanic CO₂ component of DIC, that is, ΔC\text{\textit{nat}}, although given our steady-state
assumption when estimating ΔC\text{\textit{ant}}, this difference can also contain an element of the nonsteady-state, that is,
climate variability induced, component of ΔC\text{\textit{ant}}. The North Pacific stands out as the region with the biggest
loss in C\text{\textit{ant}}. In addition, C\text{\textit{nat}} is lost in the upwelling region of the Atlantic sector of the Southern Ocean and
the Subtropical Gyre of the North Atlantic. These losses of $C_{nat}$ are counter-balanced by gains of $C_{nat}$ in the tropics and the Indo-Pacific sector of the Southern Ocean. Furthermore, in the North Atlantic Subpolar Gyre, a region of strong uptake of $C_{ant}$, we also observe an increase in $C_{nat}$. Integrating $\Delta C_{nat}$ yields a total increase of...
0.4 ± 0.8 Pg C yr⁻¹, and 0.1 ± 0.8 Pg C yr⁻¹, for \( \Delta C_{\text{nat}} \) based on the combined estimate (Gruber et al., 2019; Sabine et al., 2004) and the estimate by Gruber et al. (2019), respectively. Given the lack of statistical significance, we conclude that we cannot detect a global change in \( C_{\text{nat}} \) during our study period.

Nonetheless, the reduction of \( \Delta C_{\text{nat}} \) in the North Pacific stands out. We link this change to the phasing of the Pacific Decadal Oscillation (PDO) as it shifted between 2004 and 2019 from positive to negative. While negative PDO regimes are associated with a shallow thermocline in the Kuroshio Extension, which results in deep mixing and cooler SSTs in the North Pacific, positive PDO regimes are associated with warmer SSTs (Mantua & Hare, 2002). Thus, we speculate that during our analysis period, the shoaling of the thermocline in the North Pacific brought DIC stored at depth to the surface, allowing it to outgas, leading to an overall loss of DIC in this region. We expect that the opposite would occur during positive phases of the PDO so that the net change over multiple decades would be close to zero, and thus not impact the long-term trend. To test this hypothesis, we plotted the trend in the surface sDIC from OceanSODA-ETHZ (Gregor & Gruber, 2021) over their entire study period (1985 through 2018). Over that extended period, we do not observe negative trends in surface sDIC in the North Pacific (not shown), indicating that the observed negative trend in the North Pacific sDIC and \( C_{\text{nat}} \) between 2004 and 2019 is not a long-term signal. The loss of \( C_{\text{nat}} \) in the North Pacific during our analysis period is partially balanced by a gain in \( C_{\text{nat}} \) in most parts of the Indo-Pacific, especially in the Western tropical Pacific. We find that this signal is associated with the phasing of the El Niño Southern Oscillation (ENSO), as further discussed in Figure S13 in Supporting Information S1. We speculate that over a longer period than our 16 years, this signal of increased \( C_{\text{nat}} \) in the Western tropical Pacific would also be dampened.

Similarly, we link the changes in \( C_{\text{nat}} \) in the North Atlantic to the phasing of the Atlantic Multidecadal Oscillation (AMO; Kerr, 2000) as between 2004 and 2019, the AMO index moved from positive to negative (see https://climatedataguide.ucar.edu/climate-data/atlantic-multi-decadal-oscillation-am). Negative AMO phases are associated with increased vertical mixing in the North Atlantic Subpolar Gyre, and thus, an increase of upper ocean DIC and \( C_{\text{nat}} \) in this region (Breeden & McKinley, 2016). Concurrently, in the North Atlantic Subtropical Gyre, negative AMO phases are associated with a decrease in DIC and \( C_{\text{nat}} \) in this region due to changes in the temperature affecting the solubility of CO₂. In the tropical Atlantic, the increase in \( C_{\text{nat}} \) during our study period might be associated with teleconnections from the AMO phasing. The loss of \( C_{\text{nat}} \) in the South Atlantic is in line with the findings by Keppler and Landschützer (2019) who reported a weakening of the Southern Ocean carbon sink in the Atlantic sector since ~2012. They linked this weakening to shifts in sea level pressure and associated changes in surface winds. We note that these links between changes in \( C_{\text{nat}} \) and the PDO and the AMO are speculative at this point, as the relatively short temporal extent of MOBO-DIC (16 years) prevents us from robustly concluding on the effect of multidecadal modes of variability.

Figure 3 reveals how the trend in sDIC varies with depth at the scale of entire ocean basins split into latitude bands (black line). Near the surface, sDIC is reconstructed to have increased, on average, by about 0.6 μmol kg⁻¹ yr⁻¹, with some regions having a higher accumulation (e.g., 0.8 μmol kg⁻¹ yr⁻¹ in the North Atlantic) and other regions less (e.g., 0.3 μmol kg⁻¹ yr⁻¹ in the North Pacific). In all regions, the trend in sDIC increases between the mixed layer and the intermediate waters and then decreases with depth below that, reaching values of around 0.2 μmol kg⁻¹ yr⁻¹ at 1,500 m. We observe the largest increase in sDIC in the Atlantic between ~200 and 500 m (~0.9 μmol kg⁻¹ yr⁻¹).

Comparing the temporal trends in sDIC with the estimated changes in \( C_{\text{nat}} \) (blue and red lines in Figure 3) highlights strong similarities but also distinct differences. Near the surface, sDIC increased less than \( C_{\text{nat}} \) during our study period. This difference is significant in all regions except for the Southern Ocean and North Atlantic. In the deeper ocean, the difference between the trend in sDIC and \( \Delta C_{\text{nat}} \) is not significant in the Southern Ocean, North Pacific, tropical Indian Ocean, and the South Atlantic, while in the other regions, the trend in sDIC tends to be larger than the two estimates of \( \Delta C_{\text{nat}} \). The differences between the trends in sDIC compared to those in \( C_{\text{nat}} \) imply a loss of \( C_{\text{nat}} \) in the upper ocean and a gain of \( C_{\text{nat}} \) in the ocean’s interior below a few hundred meters depth. Combined with the lack of an overall change in \( C_{\text{nat}} \), this suggests a strong internal redistribution of oceanic \( C_{\text{nat}} \) over our analysis period.

We tested the robustness of our inferred ocean internal redistribution of \( C_{\text{nat}} \) by comparing them to data from repeat hydrographic lines obtained as part of the Global Ocean Ship-based Hydrographic Program (GO-SHIP; Talley et al., 2016). In Figure S14 in Supporting Information S1, we compare the change in DIC between different occupations of the same line with the reconstructed change in MOBO-DIC at the same locations over the same
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period, and also with the changes in $C_{\text{nat}}$ scaled to the same period. We find that the change in DIC (both at the repeated GO-SHIP tracks and in MOBO-DIC) differs substantially from the $\Delta C_{\text{nat}}$ profiles, in a similar way as demonstrated when we average over large regions in Figure 3. This adds a second line of evidence that the vertical redistributions of $C_{\text{nat}}$ that we discuss here are not artifacts from our method but are also directly visible in the ship measurements from the GO-SHIP program. We note that the magnitude of the trend in DIC is larger when only considering the grid cells of the GO-SHIP tracks (Figure S14 in Supporting Information S1) than when
averaging over large regions (Figure 3) due to a tendency for opposing trends canceling each other when the profiles are averaged over large regions.

The similarities and differences in the vertical distribution of the trends in sDIC, C$_{ant}$, and C$_{nat}$ become even more evident when analyzing zonal mean sections of these components (Figure 4). Due to methodological constraints, there are some discontinuities at 500 m in the MOBO-DIC derived sDIC (Figures 4a–4c), which are associated with boundaries generated by the depth slabs. Aside from that, the trend in sDIC and ΔC$_{ant}$ (Figures 4d–4f) are very similar, as noted above for the mean profiles. This figure again highlights the loss of C$_{nat}$ (Figures 4g–4i) at the surface, except in the North Atlantic. We also observe a loss of C$_{nat}$ in the North Pacific, extending down to 1,500 m but most pronounced in the upper ∼800 m. The northern high latitudes tend to lose C$_{nat}$ at depth, while the low latitudes tend to gain C$_{nat}$ at depth. Overall, the redistribution of C$_{nat}$ occurs both horizontally, as demonstrated in Figure 2, and vertically (Figures 3 and 4), but as pointed out above, the signal in C$_{nat}$ is within the uncertainty bounds.

We cannot identify the potential reasons for this redistribution, but the upper ocean loss of C$_{nat}$ may be at least partially driven by the warming of the ocean, which is strongest in the upper ocean (IPCC, 2021). In addition, such a redistribution pattern is reminiscent of the impact of the ocean’s biological pump, where an increased efficiency of this pump would lead to a depletion of C$_{nat}$ in the upper ocean and an accumulation at depth. As we observe this pattern most prominently in the tropics, we speculate that biology may be driving the change in sDIC here. Conversely, as we already hypothesized above, the other regions, including the North Pacific, North Atlantic, and Southern Ocean are likely driven by physical changes.

Figure 4. Zonal mean sections of the trend in sDIC from 2004 through 2019 (a–c), of ΔC$_{ant}$ from 1800 to 2007, scaled to our period (d–f), and the difference between the two, that is, ΔC$_{nat}$ (g–i), for the Indian Ocean (a, d, g), Pacific (b, e, h), and the Atlantic (c, f, i). The map at the bottom right illustrates the boundaries of the basins.
It should also be noted that the vertical profile in the trend is strongly influenced by interannual variations, such as variations in the thermocline and surface outgassing. Thus, the signal in the mixed layer is prone to large interannual to decadal variations, which are especially dominant in the Southern Ocean (Keppler & Landschützer, 2019; Landschützer et al., 2015; Le Quéré et al., 2007). Therefore, the observed trends in the mixed layer depend greatly on the start and end year and should be interpreted with care. A longer time series would yield a result more representative of the anthropogenically forced trend.

5.3. Interannual Variability at Global and Basin-Scale

The interannual variability of sDIC, defined here as the standard deviation in time (seasonal cycle and trend removed), is rather small in our product, especially when compared to the magnitude of the trend (previous section) and the amplitude of the seasonal cycle (Keppler et al., 2020b). With a global mean temporal standard deviation of 2 μmol kg\(^{-1}\) at 150 m (the depth level with the largest mean standard deviation), compared to a global mean uncertainty of 18 μmol kg\(^{-1}\) at 150 m, the interannual variability is well within the product uncertainty of MOBO-DIC in most parts of the ocean. However, as highlighted in Section 4.3, MOBO-DIC likely underestimates the interannual variability.

Nevertheless, some clear regional signals of the interannual variability emerge (Figure 5): the largest interannual signal is generally in the thermocline region (~150 m), while in the mixed layer and below 700 m, the interannual variability is minimal. The equatorial Pacific stands out as a region with the largest variance, while we observe very little interannual variability in the Southern Ocean, a region with large decadal variability in the air-sea CO\(_2\) flux estimates (Keppler & Landschützer, 2019; Landschützer et al., 2015; Le Quéré et al., 2007). A recent study has suggested that the decadal variations of the air-sea CO\(_2\) fluxes in the Southern Ocean may be overestimated in the mapped surface estimates (Gloege et al., 2021); however, the strongest variations occur around the year 2000 (see, e.g., Friedlingstein et al., 2022), that is, before the start of our time series here.

We further illustrate the nature of the mean vacillations of the vertically integrated sDIC (upper 1,500 m) for large subregions in Figure 6. The most dominant interannual variations are found in the Pacific, where we see a steep increase in sDIC between 2010 and 2014 in the tropics. The northern temperate Pacific also stands out. Here, the trend in sDIC is initially weak until 2010, increases until 2014, and then we observe a negative trend until the end of the time series in December 2019. In contrast, averaged over the whole Southern Ocean, we find very few interannual variations here. Similarly, the Indian Ocean, the South Pacific, and the tropical Atlantic all vary little interannually in the upper 1,500 m when averaging over these areas.

We link the sDIC increase in the tropical Pacific at least partially to a shift from La Niña (especially in 2008 and 2011) to El Niño (especially in 2015 and 2019, see Figure S13 in Supporting Information S1). The other ENSO-related signals during our study period are considerably weaker and seem mostly dampened when considering the whole tropical Pacific. The large variation in the North Pacific is likely to be influenced by the phasing of the PDO, but may also have an ENSO-related teleconnection. We find that the weakening of the vertically
integrated sDIC around 2012, illustrated in Figure 1, stems largely from the high latitude South Atlantic and the tropical Pacific. The weakening of the sink in the high latitude South Atlantic is in line with the findings by Keppler and Landschützer (2019), who report a weakening of the CO₂ uptake in the Atlantic sector of the Southern Ocean around 2012. While this signal is not dominant when averaging over the whole Southern Ocean, this weakening sink around 2012 is also visible in the global changes in sDIC (Figure 1), highlighting the important role of the Southern Ocean carbon uptake (here: specifically its Atlantic sector) globally. A longer time series is needed to investigate if this is a long-term decline or part of multidecadal oscillations, such as the AMO. We know from previous studies that this weakening may be due to changes in the circulation, as suggested by DeVries et al. (2017) or linked to atmospheric circulation, as proposed by Keppler and Landschützer (2019).
An alternative hypothesis for these changes is that volcanoes are the driving force for such sudden changes (McKinley et al., 2020). However, during our study period, no large volcanic eruptions occurred that may explain the observed signals.

6. Caveats and Uncertainties

Given the sparsity of DIC observations, our product fills substantial observational gaps in time and space. However, our evaluation with independent data provides confidence in the robustness of the presented numbers within the uncertainty limits. Nonetheless, there are good reasons to conclude that MOBO-DIC tends to underestimate the trend and interannual variability. Although this underestimation is within the uncertainty limits, it could be significant when integrating in the water column (see Main Text Section 4 and Texts S5 and S6 in Supporting Information S1). Further research should be conducted on this, especially as more data becomes available with future GLODAP releases and BGC Argo data.

The uncertainties of the MOBO-DIC estimated sDIC at the level of a single grid cell are relatively large (global mean of 18 μmol kg⁻¹) and are often larger than the signal in the trend or variability. As our mapping method minimizes the overall bias between the target data (i.e., the GLODAP DIC measurements) and the mapped estimate, we can assume that any local imprecisions average out when integrating or averaging over large areas. This means that MOBO-DIC is most robust when considering large areas, while analyses at single grid cells should be interpreted carefully, keeping in mind the uncertainty bounds. In this study, we present such integrals and averages over whole ocean basins.

We want to note that the linear trend analysis used to quantify and assess the long-term changes in DIC has its limitations, too. First, it is not a given that the increase in oceanic carbon is, in fact, linear. Second, the linear trends are based on a relatively short period of 16 years, and thus, the conditions of the start and end years tend to considerably affect the trend over such a short period (Fay & McKinley, 2013). Furthermore, decadal variations might also affect the linear trends. We found that, locally, some trends are not robust (see Figure S12 in Supporting Information S1) but anticipate that our global trend estimate is robust within the uncertainty, as overestimates of the trend in some regions are likely to be balanced by underestimates elsewhere.

Our comparison with C_{nat} also relies on many assumptions. First, as there is not yet a published estimate of C_{nat} for the current period, we scaled previous estimates to our period, assuming a steady state (see Section 2.4). Further, our estimate of C_{nat} is based on the difference in total sDIC and ΔC_{ant}. However, due to the steady-state assumption when estimating ΔC_{ant}, the difference may also contain an element of the nonsteady-state component of anthropogenic ΔC_{ant}. Thus, the analyses with C_{nat} and C_{ant} could be improved in the future by using a C_{ant} estimate of the same period.

7. Summary and Conclusions

This release of the Mapped Observation-Based Oceanic Dissolved Inorganic Carbon (MOBO-DIC) extends the climatological estimate by Keppler et al. (2020b) in time, thus giving insights into the spatiotemporal evolution of the ocean DIC stock at a monthly resolution from January 2004 through December 2019. With a spatial resolution of 1°, extending from 65°N to 65°S and until 80°N in the Atlantic and covering the entire upper and middle ocean (depths from 2.5 to 1,500 m on 28 uneven depth levels) this data set provides a near-global view. We conducted an in-depth validation of our new data product, which considers sources of uncertainties from the measurements, representation errors, and uncertainties stemming from our mapping method. We trust that our estimate of DIC is robust within the uncertainty ranges provided (global mean uncertainty at the individual grid cell level of 18 μmol kg⁻¹).

Our analysis of the trend in sDIC provides the first direct assessment of the changes in the total sDIC stock (natural + anthropogenic) based on observations. It should be noted that at large scales, the changes in sDIC and DIC are numerically equal because the trend in salinity is negligible once integrated vertically and over large regions (Cheng et al., 2020). Our estimate of the global increase of sDIC during our study period (3.2 ± 0.7 Pg C yr⁻¹) is approximately 31% ± 7% of the anthropogenic CO₂ emissions from fossil fuels and land use change during our study period (Friedlingstein et al., 2022). We find that this increase in sDIC is largely associated with the increase in anthropogenic carbon (C_{ant}) during this period (2.8 ± 0.4 Pg C yr⁻¹ or 3.1 ± 0.4 Pg C yr⁻¹, depending on the method).
MOBO-DIC also allows for the first assessment of changes in natural oceanic carbon ($\Delta C_{nat}$) by subtracting $\Delta C_{ant}$ from the changes in the total sDIC, yielding a statistically insignificant global mean $\Delta C_{nat}$ of $0.4 \pm 0.8$ Pg C yr$^{-1}$ or $0.1 \pm 0.8$ Pg C yr$^{-1}$, depending on the method used to estimate $C_{nat}$. Previous studies had suggested a potential outgassing of $C_{nat}$ due to elevated sea surface temperatures (McNeil & Matear, 2013), which would affect the global climate. While the large uncertainties in MOBO-DIC and $C_{nat}$ do not rule out such a net outgassing signal of $C_{nat}$, we observe no statistically detectable change in $C_{nat}$ between 2004 and 2020, in-line with the recent review by Gruber et al. (2023). Instead, our analysis reveals a redistribution of $C_{nat}$—a phenomenon that had not been previously investigated at a global scale. During our study period, the upper ocean appears to have mostly lost $C_{nat}$ while below that, large parts of the ocean increased in $C_{nat}$. The loss of $C_{nat}$ near the surface could be driven by increased ocean temperatures, as proposed by IPCC (2021). The redistributions in the Pacific correspond to the phasing of ENSO and the PDO, while the redistributions in the North Atlantic correspond to the phasing of the Multidecadal AMO. However, at this stage, our study period from 2004 through 2019 is too short to robustly conclude on (multi)decadal signals.

The interannual variability in sDIC is substantially weaker than the seasonal cycle and temporal trend in most parts of the ocean. However, it should be noted that MOBO-DIC likely underestimates the interannual variability. We find a mean standard deviation in time of detrended, deseasonalized sDIC at the depth level with the largest variability (150 m) of 2 μmol kg$^{-1}$. Our results demonstrate that most of the global-scale variations in sDIC stem from the North and tropical Pacific, in correspondence with ENSO and the PDO, and to a lesser extent from the high latitude South Atlantic. We further find a weakening of the positive trend in the high-latitude South Atlantic around the year 2012. This signal is also visible in the global integral of sDIC, and future studies should examine the continued evolution of this signal as well as its drivers. The interannual variations are comparably weak in the other sectors of the Southern Ocean and the Indian Ocean.

We can now constrain the ocean carbon sink from surface measurements in combination with riverine flux estimates (previous studies) and based on the direct DIC measurements that reflect the changes in the DIC pool at timescales from subannual to interannual (this study). While the surface-based estimates benefit from more observations, large uncertainties are associated with such an indirect approach. The interior perspective suffers from considerably less data but, due to the direct approach, does not need a riverine flux adjustment or gas transfer parametrization. The two perspectives each have their strengths and weaknesses, so having both perspectives substantially improves our understanding and the quantification of the global ocean carbon sink. The two estimates are in good agreement ($3.2 \pm 0.7$ Pg C yr$^{-1}$ and $2.7 \pm 0.6$ Pg C yr$^{-1}$ for the interior and surface perspective, respectively), despite being based on independent data (SOCAT vs. GLODAP). However, the surface-based estimates would be larger (i.e., closer to our estimate) when considering a larger riverine flux estimate (e.g., $0.8 \pm 0.4$ Pg C yr$^{-1}$ by Resplandy et al. (2018), compared to $0.6 \pm 0.4$ Pg C yr$^{-1}$ by Friedlingstein et al. (2022) used in this study). In addition, the agreement between the surface-based estimates and our interior ocean estimate would be even higher if the proposed temperature corrections were applied to the surface estimates. Specifically, Dong et al. (2022) estimated that accounting for these corrections would increase the ocean uptake of the surface pCO$_2$ based products by 0.6 Pg C yr$^{-1}$ from 1982 through 2020.

Further, within the Global Carbon Budget (Friedlingstein et al., 2022), the observation-based methods that estimate the carbon fluxes based on surface measurements are higher than the model-based estimates. Our analysis from the interior ocean perspective suggests that the true value likely lies closer to the observation-based surface estimates in the Global Carbon Budget than to the model-based estimates, as also suggested by Terhaar et al. (2022). Thus, the current approach of averaging all ocean carbon sink estimates from observations and models in the Global Carbon Budget could be revisited and improved to obtain the best estimate, for example, by weighting the observation-based estimates stronger than the models.

Our new data product is available for the scientific community and can be used to further investigate the temporal changes in DIC and its effect on marine organisms. Potential further insights into the processes and drivers could be gained by prolonging the timespan and investigating the multidecadal variations. Additionally, our product provides the basis to compare the decadal variations of observation-based DIC to the changes in the upper Meridional Overturning Circulation, which weakened in the 1980s, strengthened in the 1990s, and weakened again in the 2000s (DeVries et al., 2017). Similarly, further comparing the decadal variations of the Southern Ocean carbon sink (Keppler & Landschützer, 2019; Landschützer et al., 2015; Le Quéré et al., 2007) to the variations in the DIC pool in this region could lead to important new insights on the global carbon cycle.
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