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Abstract

The hydrological cycle plays a prominent role within the Earth system and is crucialy
important to life on Earth including the human society. Thus, the current state of the
hydrological cycle and its future development are key issues in environmental research. In
studies of globa and regiona climate change, climate models are the current operational
tools. Although the quality of climate models has considerably improved within the past
decades, gaps or large uncertainties in the representation of some specific processes still exist.
Consequently there is alot of room for improvement. In order to improve climate models the
use of observationa data is inherently necessary, and various possibilities are at hand how
observations may contribute to this task. This review presents an overview of these
possibilities and considers several of them in more detail from a hydrological perspective.






1. Introduction

The climate of the Earth is influenced by incregsgneenhouse gas (GHG) concentrations,
changing aerosol compositions and loads as wdllydand surface changes. Global climate
models are used to investigate possible trendedrpaist and future global climate. For the
future, this is done through the development ofmate change scenarios. These follow
specific assumptions for the evolution of greenkogases and aerosols, several of which
have been defined by the Intergovernmental Panellonate Change (IPCQGdoughton et
al.,, 2001) and are described in the IPCC Special Repo Emission Scenarios (SRES,
Nakicenovt et al, 2000). A classical overview on the general datan of the atmosphere is
given by Lorenz (1967). Further comprehensive overviews on thenate system are
provided, e.g. byPeixoto and Oor{1992),Hantel (2005) andBengtsson(1999). The latter
gives insights into the numerical modelling of Berth's climate.

The hydrological cycle (Figure 1) is crucially inmpent to life on Earth as water is essential
nourishment for all organisms as life on Earthasdxd on water. Humans and animals require
water to survive as well as plants as no photoggidhwould be possible without water.
Water occurs in all three states of aggregatiom, vapour, water and ice. The general
circulation of the atmosphere is driven largelythg release of latent heat due to rain and
snow formation. The hydrological cycle stronglyeaffs the global energy cycle, and it plays
also a central role in its interactions with thebca, nutrient and sediment cycles. There are
strong large-scale interconnections as, e.g. thgical rain systems drive the mid-latitude
circulations and North Eurasian snow cover modal#te South Asian monsoon. At longer
time-scales, the hydrological cycle affects the ugdwater storage, the thermohaline
circulation in the ocean and the evolution of gdagiand ice sheets. Hydrological regimes
vary dependent on local and regional climate vianat Looking towards future climate, the
projected climate change in the mean and in thelitity will in turn produce changes in
hydrological conditions. Thus, an adequate reptasien of the hydrological cycle, its future
development and associated uncertainties are leeyessin studies of global and regional
climate change (e.@ubasch et al.2000). In this context, it must be noted thatrbjabical
processes cover a wide spectrum of spatial sclasy hydrological fluxes (except from
atmospheric water vapour transport) depend on psesethat are generally several orders of
magnitude smaller than the typical grid-size usedcurrent general circulation models
(GCMs) and in current regional climate models (REM$e formation of precipitation, for
example, is controlled by a multitude of processash as cloud microphysics and particle
growth, radiative transfer, atmospheric dynamicsaovariety of space and time-scales, and
inhomogeneities of the Earth’s surface, all of whitave to be properly represented in a
GCM or RCM. Consequently the importance of the bigdyical cycle is highlighted by the
Global Energy and Water Cycle Experiment (GEWEXj. &orooshian et al 2005). The
implications of changes in the hydrological cyateluced by climate change may affect the
society more than any other changes, e.g. withrdegmaflood risks, water availability and
water quality.



Global water cycle

'3 Vapour
transport
37
. 39
iR £}
----- Precipitation Eva- 71 Trans- Eva-
m 2 poration piration poration
3 .~ 117 11 71717 Precipitation -----
/\rfaeg :
runeff
/ \i‘ it
Percolati
! D
Return 37
flow 4p
Groundwaterflow

transport in 1000 km?3 per year
red = model calculation (MPl, ECHAM4; 1979-1994)
blue = observation

Figure 1 Global water cycle with flux estimates based on@@M ECHAM4 Roeckner et all996) for the
period 1979-1994 and climatological estimateBafimgartner and Reich€1975). Unit: 1000 krita.

Increasing CQlevels and temperatures are intensifying the dlbidrological cycle, with
an overall net increase of rainfall, runoff and gaaanspiration, and will increasingly do so
(Huntington 2006). Increasing CQOlevels affect plant physiology, thereby likely uethg
evaporation, andsedney et al(2006) found some evidence that recent increases/er
runoff globally are due to this effect. The intditsition of the hydrological cycle will likely
cause an increase in extremes, i.e. floods andgttsu@rnell et al, 2001). There are
suggestions that inter-annual variability will irase in some regions — with an intensification
of the El Nifio and North Atlantic Oscillation (NAQ@)cles — leading to more droughts and
large-scale flooding events.

Due to the lack of computer power, global climatedels are generally still not able to
explicitly represent surface heterogeneities orescéess than about 100 km grid length.
However, global climate change has an influencehase local and regional scales, which
will be experienced by man-kind directiglfristensen et 312007a). Improved knowledge on
regional climate change can be achieved with tleafiglifferent regionalization techniques,
including high-resolution and variable resolutio€@s (Cubasch et al.1995,Déqué and
Piedelievre 1995), nested RCMsGjorgi and Mearns 1999), and statistical downscaling
(Wilby et al, 1998). The accuracy of all downscaling techniglazgely depends on the
ability of a GCM to represent the current weathattgrns. This is especially true for
statistical downscaling techniques as their metravdsbased on current weather correlation
patterns. For statistical downscaling applicationglimate change studies, it is inherently
assumed that these correlation patterns will nahgh in a different climate. This assumption
is considered as a weakness of this methtmighton et al.2001), and it will not necessarily
hold true in each region of the worl@g¢nzalez-Rouco et.al000).
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RCMs are used for the dynamical downscaling of glubal scale GCM simulations to
regional scales (e.dgsiorgi, 2006a). Climate simulations performed with GCMsvde a
consistent representation of the large-scale globalilation in both the atmosphere and the
ocean, while RCMs introduce more details to theosapheric simulations due to regional
features such as topography and inland sasnMmukainen et al2001). In both cases,
simulations are usually produced for a control elien representing present-day climate
conditions and for future climates representingowes emission scenario&iorgi (2006a)
gives a concise review of regional climate modglliinom its ensuing stages in the late 1980s
to the most recent developments.

In order to improve climate models the use of okas#snal data is inherently necessary.
Observations may contribute to model improvemerat wariety of different ways. The aim of
this review is to consider several of these waysare detail. Here, given the importance of
the hydrological cycle within Earth’s climate, thessibilities of climate model improvement
by the use of observational data are considered fohydrological perspective within the
framework of climate research.

Form a modeller’s perspective, the most obvioudiegipn of observational data is their
use for validation in model evaluation studies. t®ec2 discusses some of the problems
connected to climate model validation and incluales example studies for the validation of
GCMs and RCMs over hydrological regimes. The seapplication presented in Sect. 3 is
the improvement of model results by the direct afsebservations at several different places
within a climate model. Section 4 considers improeats yielded by the enhancement of
model parameterizations and evaluation methods thatt usage of observational data.
Finally, Sect. 5 will shed some light on challengfest arise when future climate changes are
considered. Here, a few burning topics of climateearch will be tackled, such as the
enhanced representation of hydrological processésinwa comprehensive Earth system
model, the uncertainty in climate simulations, demin hydrological extremes and the effect
of land use changes on the climate. Please noteetteeme events won’'t be considered
within this review except from a short look on then8ect. 5.3.



2. Model evaluation using data for validation

One of the main applications (many researchersciiais the most important application)
of observations in climate modelling is model vatidn. It is a necessary process each model
developer has to conduct. Consequently a lot afiesuexist where this is done in more or
less comprehensive ways for the different GCMs R@d/s. Integrative studies of the more
comprehensive kind comprise studies that involverssemble of climate model simulations,
either of the same model or of different modelsctfSensembles can be used to analyse
common model problems, to investigate climate Vditg issues over certain regions or to
tackle questions of uncertainty in the simulatechate.Koster et al.(2004), e.g. investigated
the land-atmosphere coupling strength of soil nnoésbn precipitation in the boreal summer
using a suite of specific ensemble simulations filbtratmospheric GCMs whose setup was
coordinated by the Global Land-Atmosphere Couplixgperiment (GLACE;Koster et al,
2006). Several model intercomparison projects (MIRave been launched to conduct
integrative studies whereas some of them are nmeadibelow.

In order to validate climate models, some basiagyies should be followed (see, e.g.
Schlinzen1997). In this respect, the validation of thengte model is considered as the
validation of the whole system of dynamical and pbgl processes. It is expected that the
internal representation of each of these sub-pseselas been tested and validated in offline
simulations and case studies beforehand. In omevoid the introduction of systematic
errors via the initial or boundary conditions (oftéenoted as forcing of the climate model), a
simulation used for validations studies shoulddredd by observations. Such simulations are
often designated as baseline simulations. For mosgheric GCM, this baseline simulation
has to be forced by observed sea surface temperg8&T) and sea ice, such as, e.g. for an
AMIP-style experiment (Atmospheric Model Intercompan Project;Gates et al 1999)
using observed monthly sea surface temperatureseatte cover for the time period 1978-
1999. For ocean models, Coordinated Ocean-ice &efer Experiments (CORES) are
proposed as a tool to explore the behaviour ofajlobean-ice models under common surface
boundary forcindGriffies et al, 2007, 2008).

In order to minimize the influence of errors in frescribed SSTs and the lateral boundary
conditions (see also Sect. 3.3) used for the buseaimulation of a RCM these should be
determined from re-analysis data, which are oftesighated as “perfect boundary
conditions” (cf. Machenhauer et gl 1998; Jacoh 2001). As no comprehensive three-
dimensional atmospheric observational datasetgxistanalyses are closest to such an ideal
dataset as they comprise many observations that katered the re-analyses via data
assimilation (see Sect. 3.4 for more details). diligon, a validation of coupled model
systems for a control climate period must also ®medacted as some model problems may
arise only in a coupled model simulation. This &slko coupled atmosphere-ocean GCM
simulations as well as to RCM simulation where ¢hesntrol climate GCM simulations are
dynamically downscaled over a specific region. Wigigard to coupled atmosphere-ocean
GCMs, three different climate model intercomparipoojects (CMIP) were launched: CMIP-
1 (Meenhl et al. 2000), the first project of its kind organizedtire mid-1990s; the follow-up
project CMIP-2 Covey et al 2003, Meehl et al. 2005); and CMIP-3 RCMDI, 2007)
representing today’s state of the art in climatedet® that were also used for the fourth
assessment report (4AR) of tHeCC (2007). For RCM control simulations, eIacob et al.
(2007) performed a model intercomparison over Eeirdpor North America, a regional
climate model intercomparison is currently beingawacted in the North American Regional



Climate Change Assessment Program (NARCCAP; hitwwW.narccap.ucar.edu/).

On a first glance the process of model validatiooks rather trivial: one has ‘just’ to
compare the simulated climate data with correspandbserved data. But a more thorough
investigation of the climate model validation taskeals that this task is connected with a lot
of problems and possible traps that may easily eadighe conclusions drawn from the
validation results. Especially the validation ofrgqmonents of the hydrological cycle is a
general problem in global climate modelling. Thenparison of climate model output to
observational data is only useful if the errorshie data are not too large. But particularly for
components of the hydrological cycle measuremant&may be large, so that the quality of
the simulation of the hydrological cycle is ofteiffidult to judge. In Sect. 2.1, the main
problems of climate model validation are summariZgect. 2.2 considers several examples
where the simulated hydrological cycle of climatedels is evaluated over hydrological
regimes so that some of the problems mentione@ah 3.1 are solved or reduced.

2.1. Common problems in climate model validation studies

Climate models are generally simulating their dat@ a model grid while many
observations exist only at point locations. A congmn of gridded climate model data to
point data is connected with several difficultidss the least well resolved wave on a
numerical grid has a wavelength ofA® (Durran, 1998), whereAx is the mesh size of the
model grid, gridded climate model data have an r@aoyuof 2AX. Therefore, one single point
measurement from an observing station must be cadpa at least 4-9 model grid boxes. In
order to pay regard to the exact location of thantfpobservation within the model grid, a
weighted averaging should be applied to the griddeth to calculate a horizontally
interpolated model value that is representativetierpoint location. Here, for many variables
a linearly weighted averaging is not sufficientteat more sophisticated methods should be
used, such as, e.g. tBarnes(1964) method. A more detailed overview of thistmod is
given in, e.gHagemann et al. (2003a)If the area under consideration has an orografiic
strongly varying structure, even more complex ag®ia methods are needed (e.g. the
amount of precipitation depends on the wind coadgi of the mountains slope\hrens
(2005), e.g. compared a statistical distance metioothe standard use of geographical
distances in the interpolation of an available searain gauge network and yielded more
robust interpolation results at sites of a densdwark with actually lacking observations,
where the performance is especially enhanced atose to mountainous terrain.

For some variables gridded observational datasestse(e.g. temperature, precipitation)
that are either interpolated from station measurgsner derived from satellite measurements.
But these gridded observations also have someseamd uncertainties. For station based
datasets these uncertainties are connected witrgemeasurement errors, inhomogeneities
of the measuring instruments, inhomogeneous statlensity, errors in the station
documentation and allocation, and the accuracyhefimterpolation algorithm. For satellite
derived datasets uncertainties depend on genersurement errors and the accuracy of the
model algorithms that are used to derive a spegif@ntity from the measured radiances. A
more detailed look onto these problems with respe@recipitation is given by, e.gudolf
and Rubel2005).

Trivially, the time period of the observations shibbe the same as the time period of the
model results, especially for shorter time periotss is absolutely necessary. But this



requirement can often not be fulfiled in data sparegions. For longer time periods,
comparisons of long-term climatological values aowg different time periods are also
feasible Hagemann und Dumenil, 1999

A further problem encountered in the comparisosiofulated and observed data is caused
by elevation differences between the model grid #nedobservational grid/station location.
This is especially important for temperature whteetemperature observations (or the model
data) need to be corrected depending on the etevdifference between the model grid box
and the observation station/grid box. Commonly @séarate of 0.65 K/100 m is used to
convert a temperature from one elevation to anogharation. This lapse rate is typical for
wet adiabatic conditions. But also for precipitatia height correction may be appropriate if
precipitation over mountainous terrain is considei&ut, here no common approach is used.
Daly et al. (1994) used a statistical-topographic model basedegression of precipitation
with orography to map climatological precipitatiorer mountainous terrairAdam et al.
(2006) describe a correction method for griddeccipiation in mountainous regions that
requires good discharge observations and is based combination of catchment water
balances and variations of evaporation estimates.

A general point of concern in climate model validaf which does not only apply to many
components of the hydrological cycle, is that mafiynate variables are not adequately
measured at larger scales. In order to evaluatethiariables on a global scale alternative
datasets have to be chosen. For many variablemaigsis datasets (see Sect. 3.4) of past
global numerical weather forecasts are good chasemany observations are entering the
numerical weather forecast system via data asgionlaBut regarding the hydrological cycle
the re-analysis data show a lot of problems, sulslown byHagemann and Dumenil
Gates (2001) andHagemann et al. (2005). For some more information on re-analysis
datasets, see Sect. 3.4.

Precipitation is the central component of the wrral hydrological cycle as it is the main
water supply for all land based creatures and glanhus, precipitation is an important
subject for climate model validation studies buttipalarly for precipitation dataLegates
and Willmott 1990) measurement errors can be large. The mgsbrtant uncertainty in
precipitation measurements is related to the commoderestimation of the amount of
precipitation due to undercatch of the measurergange. The precipitation measurements
may have an error of up to 10-50%, which dependwiod speed, air temperature and state
of aggregation (see, e.grudolf and Rubel2005). Thus, in principle, the precipitation
measurements must be corrected for this underdatithhis correction is usually not done for
most of the available precipitation datasets. A endetailed overview on available global
precipitation datasets and their problems is ginebect. 2.1.1.

Apart from precipitation and the re-analysis daigsseveral global datasets exist that may
be used for the validation of the components oftydrological cycle. But many of them are

afflicted with large uncertainties. Thus, Sect..2.tonsiders some of the more common
global hydrological datasets.

2.1.1.Global precipitation datasets

As mentioned in Sect. 2.1, global gridded precimtadata are required for the validation
of a GCM. Over land, a global network of precipaatgauges exists, which can be used to
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construct global maps of precipitation. But thetistadensity is largely varying from region
to region so that the quality of a derived preafidn map may also have large regional
differences. In order to achieve a precipitatiotugahat is representative for the whole grid
box an adequate sample of stations within the lgoil is necessary. In addition the temporal
availability of measurement data may also largelyee between regions. Thus, an
appropriate interpolation of data from neighbourgnigl boxes has to be used to obtain values
for grid boxes where little or no station data available. Also regional differences in data
guality may exist as each of the gauging instrusestafflicted with distinct systematic
errors. Especially for snowfall the underestimatdiits amount can be substantial.

Table 1: gives an overview of several currentlyilabde global datasets with long-term
monthly mean time series of gridded precipitatioeroland and ocean. A more detailed
discussion of global precipitation datasets is gmésd byRudolf and Rube{2005). In this
respect,Biemans et al(2008) compared seven global gridded precipitatiatasets at the
river basin scale and investigated the impact e€ipitation uncertainty within these datasets
on discharge simulations. Note that the GPCC-Vas aeere constructed only for the
application in studies concerning long-term aspetidimate variability. For such studies, it
has to be ensured that station data used for ggdalie as continuous and homogeneous as
possible. Therefore, only station time series witminimum of 90% data availability during
the analysed period (1951-2000) were used forpotation to a regular 0.5° x 0.5° grid in
order to minimize the risk of generating tempordildmogeneities in the gridded data due to
varying station densitie8éck et al.2005).

Table 1: Global gridded monthly precipitation datasets.

CMAP (CPC Merged Analysis of Precipitatioxie and Arkin 1997), CRU = Climate Research Uniti{chell
and Jones2005), GHCN (Global Historical Climatology Netvor
http://www.ncdc.noaa.gov/oa/climate/research/ghuerigrid.html), GPCC (Global Precipitation Climatgjo
Centre — monitoring produdRudolf et al, 2001), GPCC full (GPCC full datas€tichs et al 2007), GPCC-
Vas (GPCC Variability Analysis of Surface Climatbs@rvationsBeck et al, 2005) GPCP (Global
Precipitation Climatology Projecidler et al, 2003), HOAPS (Hamburg Ocean-Atmosphere Parametet
fluxes from Satellite dataost et al.2002), MW (Matsuura and Willmott;
http://climate.geog.udel.edu/~climate/html|_pagewfdoad.htm).

Dataset Resol.  Period Database
Land
CMAP 2.5° 1979-present Satellite data + GPCC statiao correction for sys. errors
CRUVs.2 05° 1901-2002 Up to 9000 stations witbgular coverage in time, no correction for
systematic errors

GHCN2 5° 1900-present 20590 stations with irreguaverage in time, no correction for
systematic errors
GPCC 1° 1986-present ca. 7000 stations, no coorefir systematic errors

GPCC full 0.5° 1951-2004 Up to 43000 stations wiitegular coverage in time (average: ca.
30000 stations), no correction for systematic error

GPCC-Vas 0.5° 1951-2000 9343 stations, no cornedtipsystematic errors

GPCP-V2 2.5° 1979- preserBatellite data + GPCC stations, sys. errors cadect

MW 0.5 1900-2006 4100-23300 stations including GR2Chb correction for sys. errors
Ocean
CMAP 2.5° 1979-present Satellite data

GPCP-V2 2.5° 1979-present Satellite data
HOAPS 3 0.5° 1988-2005 Satellite data

Even though the general patterns of precipitatiorrdand are relative similar as all

-7 -



datasets more or less are using the database gldbal station network, there are notable
differences for specific regions (see, etpgemann2002b). The main reasons for these
discrepancies are the diverse ensembles of usesunee@ent gauges, and whether and how
the data were corrected for systematic measuresremts. Here, the different interpolation
methods to yield gridded precipitation data frone thoint measurements are more of
secondary importance. The availability of gaugethiwia grid box and, thus, the station
density impacts the quality of gridded precipitatiespecially in data sparse regions. For
example, the station density in the CRU and MW sittais not sufficient for many regions
(spatially and temporally) to justify a resolutioof 0.5 degree (Rudolf, personal
communication, 2001).

As archived observational data may contain meteriogding or formatting errors
depending on the methods used for data retriewdimission and archiving, an adequate
quality control is necessary. Especially for GPCfadthis has been extensively conducted
(while a larger amount of data used for the CRUyais still enclosed some errors (Rudolf,
personal Communication, 2007)). The GPCP precipiias generally larger than in the other
datasets as a flat correction accordingegates and Wilmo{t1990) was used to account for
the systematic undercatch of measurement gauges, iHs known that this correction is too
large by about a factor of R(dolf and RubeR005).

As there are almost no measurement stations oeevdean, gridded precipitation data are
usually taken from satellite observations. But éhégbservations’ are based on model
algorithms used to derive precipitation amountsnfnmeasured radiances in the frequency
band of the corresponding satellite. Thus, theityaf the derived precipitation is strongly
dependent on the quality of the used model algorittConsequently, the three most
commonly used datasets (see Table 1:) partiallywdhaoge differences although the general
patterns are similar (see, e.gagemann 2002b). The largest differences between the
climatologies exist over the Tropics and the higiitudes (C. Klepp, S. Bakan, A. Andersson
et al., in preparation). Thus, there is still agamuncertainty about the ‘true’ precipitation
amounts over the ocean. ResultKtpp et al.(2003, 2005) indicate that HOAPS data show
a more realistic distribution of extreme precipdatat the east coast of North America than
CMAP and GPCP data.

2.1.2.Further global hydrological datasets

Table 2: gives an overview on common global hydymal observational datasets. Here,
the following variables are briefly considered e tfollowing: a) surface air temperature, b)
vertically integrated water vapour (IWV) within @atmospheric column, c) evaporation, d)
discharge, e) snowpack, f) soil moisture. Althotigg 2 m temperature is not a component of
the hydrological cycle it is closely linked to hwtlsgical processes so that it is often
considered in hydrological studies, too. Thus,a$ lalmost become a part of the cycle itself
and will consequently be treated as such in tHevahg.



Table 2: Global monthly observational datasets of hydrolabgguantities.

CRU = Climate Research Unit{tchell and Jones2005), GHCN = Global Historical Climatology Netwo
(http://www.ncdc.noaa.gov/oa/climate/research/ghueiigrid.htm), GRDC = Global Runoff Data Centre
(see, e.g.Dimenil Gates et 312000), GSMDB = Global Soil Moisture Data Bartopock et a).2000),
GWSP = Global Soil Wetness Projekttérnational GEWEX Project Offic2002), HOAPS = Hamburg

Ocean-Atmosphere Parameters and fluxes from Satd#ia Jost et al. 2002), ISCCP = International
Satellite Cloud Climatology ProjedRfssow et al.1996), MW = Matsuura and Willmott
(http://climate.geog.udel.edu/~climate/html_pagesifioad.htm), NVAP = National Aeronautics and Space
Administration Water Vapor ProjedRéndel et al.1996), SDC = Snow Data Climatolodyaster and Davy

1988)
Variable Dataset Resolution Period Database
Temperature CRUvs.2 0.5° 1901-2002 ~1500-910floeta with irregular coverage
in time
GHCN2 5° 1880-present 7280 stations with irregatarerage in time
MW 0.5 1900-2006 1600-12000 stations including ®2C
WV HOAPS 3 0.5° 1988-2005 Satellite data (over ocean only)
ISCCP D2 280 km 1983-2004  Satellite data in cloud free areas
NVAP 0.5° 1988-2001  Satellite data and radiosondes
Evaporation HOAPS 3 0.5° 1988-2005 Satellite and SST data (owean only)
Discharge GRDC Station Varies Stations for largielements
Snowpack SDC 1° Climatology  Stations
Soil Moisture GSMDB Station Varies >600 stations
GSWP-2 1° 1986-1995 Multi-Model derived

a) Surface air temperature

As for precipitation data (see Sect. 2.1.1), theJGRd MW gridded temperature datasets
are based on station data so that the 0.5 degsedutien is certainly not justified in data
sparse regions (spatially and temporally). But hbre problem is less severe as the large-
scale distribution of 2 m temperature is less logieneous than for precipitation. In general,
e.g. in GHCNZ2, the best spatial coverage is evidehtorth America, Europe, Australia, and
parts of Asia. Likewise, coverage in the northeemisphere is better than in the southern
hemisphere.

In gridded air temperature datasets, station measemts are usually height corrected for
the difference between the station altitude andntie@n gridbox elevation using a common
lapse rate (cf. Sect. 2.1), which might introdusms uncertainty. In MW, e.g., each average-
monthly station air temperature was first “brougdbtvn” to sea level (warmed) at an average
environmental lapse rate (6.0 deg C/km). Traditiam@rpolation then was performed on the
adjusted-to-sea-level average-monthly stationeamperatures. Finally, the gridded sea-level
air temperatures were brought up to the grid he{ghbbled) of a digital elevation model
(DEM); once again, at the average environmentaldapte. For some regions, the application
of a constant temperature lapse rate might noeakstic and might lead to biases. Results of
Prommel (2008) over the Alps suggest applying a monthlyywvey lapse rate instead of a
constant lapse rate in areas with complex orogrdphseduce biases caused by elevation
differencesPrommel(2008) also gives a good overview on problemdedl#o the validation
of gridded temperature data.

Further possible uncertainties in the data arisenfthe fact that different measurement

instruments are used in the diverse regions ofBagh, which measure temperatures in
different heights over the land surface. While, ey Germany surface air temperatures are
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measured at 2 m height, in the US the 'Stevensoee8tinstrument is used that is measuring
temperatures at a height of 1.20 m above the grquedates, personal communication,
1996). A height correction for the different measuent heights is generally not conducted.
Even though the absolute error related to the heigbmatches is difficult to quantify, it is
likely small compared to other sources of uncetyain

b) Integrated Water Vapour (IWV)

IWV is also often referred to as precipitable watentent. For atmospheric water vapour,
the most widely used techniques are 1) the absormti solar radiation, 2) the emission of
microwave radiation, 3) the emission of infrarediation, 4) the path delay of GPS radio
signals due to refraction, and 5) radiosonde measeints.

The first technique allows accurate IWV measuresieer land surfaces with a high
spatial resolution. It is based on the absorptibsatar radiation in the path sun - surface -
sensor. The disadvantage of this method, thoughts iBigh sensitivity to aerosols or thin
cirrus clouds Albert, 2005). Global data may be obtained from the Mmadigesolution
Imaging Spectrometer (MERIS) on the European Envjdatform and the Moderate
Resolution Imaging Spectroradiometer (MODIS) on th8.-American TERRA and AQUA
satellites, which became operational in the begimoif the 21 century.

Passive microwave measurements from polar-orb#gmigllites provide the possibility to
derive global gridded datasets of IW¥ymard (2001), e.g., gives an overview on the
retrieval of IWV from microwave radiometry. A disahtage is that microwave retrievals are
presently feasible only over oceanRafdel et al. 1996). Since 1989, IWV data are
commonly retrieved from the Defense MeteorologiSaltellite Program (DMSP) Special
Sensor Microwave/Imager (SSM/I) (eJackson and Stepheri995), such as it was done for
HOAPS 3 where IWV over the ocean was derived adegrish Schltissel and Emef990).

IWV retrievals from infrared measurements over lamd ocean can be obtained from the
Television and Infrared Operational Satellite (TR perational Vertical Sounders (TOVS)
(e.g. Rossow et al 1991; Wittmeyer and Vonder Haarl994). But these retrievals lack
general applicability as infrared satellite teclusig are only applicable in the absence of
significant cloud cover. The ISCCP D2 IWV is basedTOVS data, but its results are strictly
valid only for relatively cloud-free locations.

Radiosonde and GPS derived data are primarily availover land with limited spatial and
temporal coverage, even though the latter haveadkential to provide a long-term systematic
approach for monitoring atmospheric water vapoee @so Sect. 4.2). Consequently the best
approach to obtain a long-term global dataset oV IWould be the combination of all
available methods and data sources. This approashbleen partially followed in the
construction of the NVAP IWV dataset comprisingoenbination of radiosonde observations,
TOVS and SSM/I data.

c) Evaporation

In HOAPS 3, evaporation over the ocean was deffireed SSM/I data and NODC/RSMAS
(Rosenstiel School of Marine and Atmospheric SaencNational Oceanographic Data
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Center) Pathfinder SST«i{patrick et al, 2001) according to a bulk formula using the
parameterization scheme edirall et al. (1996).

Over land, a similar observational dataset curyethbles not exist. Direct measurements of
evaporation or evapotranspiration from extendedirahtwater or land surfaces are not
practicable at present. However, several indireethaods derived from point measurements
(see, e.gGolubev et al. 2001) or other calculations have been developkathvprovide
reasonable resultsMMQO, 2006). For reservoirs or lakes, and for plotsmall catchments,
model-based estimates may be made by water budgetgy budget, aerodynamic, and
complementary approaches. Detailed information leese¢ methods can be foundWiMO
(1994).

There are several global model based estimatesetthy GCMs, NWP models or global
hydrology models but their accuracy is highly utaier. Results of the studies on global
water resources vulnerability, available from salewesearch groups worldwide, differ
considerably, even for basic components of theallalater cycle such as evaporation. This
lack of knowledge has been identified by the omgotU project WATCH (WATer and
Global Changeywww.eu-watch.orgsee also Sect. 5.2, 5.3 and 5.4), which conségueams
at delivering a global gridded data set of obsemeaporation over land and its associated
uncertainties. To achieve this deliverable, evagpmmadata from a number of FLUXNET
tower sites representing the major biomes and tltmragions will be collected, and these
data will be combined with model-generated landeser evaporation.

d) Discharge

As described in Sect. 2.1.1, the validation of elienmodel precipitation is a problem due to
the partially large errors and uncertainties in ghidded precipitation data. An alternative to
the direct comparison of simulated and observedipitation over land is the validation of
discharges that are simulated using climate moat i no discharge scheme is included in
the climate model (see Sect. 4.3).The dischargaast rivers can in principle be measured
with comparatively small errors. For many largeers/ these measurements are performed
routinely, so that potentially a large global datsd exists (e.g. GRDC). If the global or
regional distribution of lateral discharge is siated, the validation of the simulated
discharge against river gauge data therefore cawide a useful independent measure of the
performance of the hydrological cycle of the climamodel. If both riverflow and
precipitation were given with reasonable accuratywould be a sufficient check of
evaporation accuracy.

Some rivers must be excluded or handled carefdtyvilidation purposes if they are
heavily regulated (e.g. Nile after 1963, Volga)ths anthropogenic regulations are usually
not included in discharge schemes coupled to cénmabdels. Some hydrological models
(such as WaterGAPDOII et al, 2003) include such regulations but as the cooeding
formulations add a larger uncertainty, it might betfeasible to use this for the validation of
the hydrological cycle of a climate model.

With regard to the lateral flow of water at thedasurface, the term runoff is often used,
which commonly leads to some communication probleBmnetimes it refers to the water
from rain and snowmelt that is not infiltrated inlee soil (surface runoff), to the whole
amount of water that may be transported laterdlly eertain location (total runoff), or to the
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amount of water that is already laterally transpwras discharge by rivers (river runoff). In
the long-term annual mean, total runoff equalshdisge within a catchment, and in this case
runoff is also equivalent to precipitation minusaporation averaged over the catchment. To
avoid these communication problems the clear spatibn of the term runoff is generally
recommended and subsequently used in the reviesemiex here.

e) Snowpack

Foster and Davy(1988) published a global climatology of snow tepthere the snow
depth data are commonly divided by an average shensgity of 3.3333 g/cms3 to yield the
corresponding water equivalent, which is used tmlate the snow pack simulated by climate
models. Here, this calculation method is afflicteith some uncertainty as several processes
affecting the snow density are neglected. The vestioé snow influences its density whereas
air temperature and the availability of atmosphenimisture determine how wet or dry the
snow is. The snow density increases as the snowpesmknes deeper and the lower layers are
compressed. Compression has an impact on the linstatructure of the snowpack, and
density and crystalline structure affect how fé& snowpack melts and how much water it
yields.

The snow depth climatology was developed basecthaextensive literature research using
as many data sources as possibtester and Davy(1988) classified their data over different
regions into 3 quality bins (high, medium, low).tWdugh they rated the data quality as high
over Canada, United States, Scandinavia and theotgrof the former Soviet Republic and
medium over China and the alpine countries exceptGermany (high), the quality over
mountainous regions was evaluated as low. But amtamous regions contribute the major
part of the winter snowfall in many regions of therld, the resulting higher uncertainty must
be regarded in model validation studies.

f) Soil Moisture

Soil moisture is an important component in the afpmeric water cycle, both on a small
agricultural scale and in large-scale modellinglasfd-atmosphere interactions. Vegetation
and crops depend at any time more on the moistueglable at root level than on
precipitation occurrence. Water budgeting for atign planning, as well as actual scheduling
of irrigation action, requires local soil moisturgormation. Knowing the degree of soll
wetness helps to forecast the risk of flash floamsthe occurrence of fogMMO, 2006).
There are various soil moisture measurement teaksigthat mainly comprise in-situ
measurements at the plot scale. These are extgndescribed in up-to-date handbooks such
asKlute (1986) andirksen(1999).

The GSMDB comprises soil moisture observations deer 600 stations from a large
variety of global climates, including the formen& Union, China, Mongolia, India, and the
United States. Most of the data are in situ graiimebservations of soil moisture; all extend
for at least 6 years and most for more than 15sydaut apart from this station data bank, no
global gridded observational dataset exists.

The lack of global soil moisture observations (at&gb of global salinity information) has
lead to the Soil Moisture and Ocean Salinity (SM@fsion of the European Space Agency
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(ESA) that is expected to be launched in 2009. SM@S been designed to provide
observational data on both variables from space tlais information is supposed to not only
improve the understanding of the water cycle, Hsb do advance weather and climate
prediction. In particular, soil moisture data wik important for extreme-event forecasting
such as floods, landslides and drougBsIQOS Project Tean2005). A limiting factor for the
current applicability of SMOS data in climate mduohg is that SMOS will provide soil
moisture data only to a depth of few centimetrdgeré&€fore, modelling techniques have to be
developed to derive the moisture content withinrtie zone from time series of near surface
soil moisture.

The GSWP is an ongoing environmental modelling aede activity of the Global Land-
Atmosphere System Study (GLASS) and the InternatiSatellite Land-Surface Climatology
Project (ISLSCP), both contributing projects of GEW in the World Climate Research
Programme (WCRP). GSWP will provide global estimaté soil moisture, temperature,
snow water equivalent, and surface fluxes by imtigg one-way uncoupled land surface
schemes (LSSs) using externally specified surfameirfgs and standardized soil and
vegetation distributions. A major product of GSWRvl#l be a multi-model land surface
analysis for the ISLSCP Initiative 1l period 198895 (nternational GEWEX Project Office
2002), which may be considered as a land surfaagme to the atmospheric re-analyses.
The project will include an evaluation of the urteeties linked to the LSSs, their parameters
and the forcing variables. To obtain this land acefanalysis the LSSs will be forced by near-
surface meteorological data based on the NCEP-R&halysis 2Kanamitsu et a).2002) at
3-hour intervals. For most of these fields, theamedysis data have been hybridized with
observational data, or corrected for difference®lgvation between the re-analysis model
topography and the ISLSCP Initiative 1l mean topgdry. As the multi-model analysis is not
finished up to now, currently only data of the m@ing GWSP-1 phasdimeyer et al,
1999) for 1987-1988 are available. But as for rakgis data (see Sect. 3.4) the data are
model derived and not directly observed so thay thil comprise larger uncertainties and
biases.

2.2. Validation of climate models over hydrological regmnes

A solution to overcome some of the problems meetibim Sect. 2.1 is the performance of
the validation over large areas that cover manyahgddboxes. Here, the calculation of
means averaged over these large areas usually osatpe problems related to sparse station
density, randomly distributed elevation differenbesween model grid and observations and
horizontal interpolation problems. In GCM validatistudies these means typically comprise
global and zonal means. In hydrological studiesamseover hydrological regimes such as
river catchments or climate zones (such as, eefinetl byKoppen 1923) are well suited for
this purpose. The evaluation of the hydrologicanponent of climate models has mainly
been conducted uncoupled from atmosphere/ocean GBMgling et al, 2003; Nijssen et
al., 2003;Boone et al 2004). This is partly related to the difficulli®f evaluating runoff
simulations across a range of climate models duat@tions in rainfall, snowmelt and net
radiation Randall et al. 2007). Some attempts have, however, been radea (2001) used
the AMIP-2 framework to show that the Canadian @lienModel’s simulation of the global
hydrological cycle compared well to observationst begional variations in rainfall and
runoff led to differences at the basin scale.

Milly et al. (2005) considered an ensemble of 26 integratiérZ0® century climate from
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nine GCMs and showed that at regional scales timeskels simulated river runoff with good
qualitative skill. Further, the models demonstrateghly significant quantitative skill in
identifying the regional runoff trends indicated W$5 long-term stream gauges. They
concluded that the impact of changes in atmosplemmposition and solar irradiance on
observed discharge was, at least partially, prabliet

The validation described itHagemann et al. (2006)is a further example for the
hydrological validation of a GCM. This study invigsites the impact of model resolution on
the hydrological cycle in a suite of model simwas using a new version of the Max Planck
Institute for Meteorology (MPI-M) atmospheric GCMCBAMS (Roeckner et al.2003).
Special attention is paid to the evaluation of ymig&tion on the regional scale by comparing
model simulations with observational data in a nemif catchments representing the major
river systems on Earth in different climate zorf@gre 2). It was found that a higher model
resolution is generally improving the simulationtibé hydrological cycle, such as shown for
the annual mean precipitation in Figure 3. Remdykab most of the catchments (except for
the Baltic Sea catchment), increasing vertical ltggm is more beneficial than increasing
horizontal resolution.

Large selected catchments at 0.5 degree resolution

Murray v
L A = 6 largest Arctic rivers .
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—-100 0 100

Figure 2  Selected large catchments of the globe at 0.5 degsmlution.
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Figure 3  Annual mean bias in simulated precipitation overesal catchments. The bias was calculated from
the difference of the simulated precipitation miGRCP data. The horizontal resolutions T42, T6R6T1
and T159 correspond to grid-sizes at the equatabofit 313, 208, 125 and 83 km, respectively. Two
vertical resolution with 19 (L19) and 31 (L31) lagere considered.

RCMs are usually applied at a much finer resolutitem GCMs, currently ranging from
typical resolutions of 50 km down to about 10 knight¢r resolutions are currently only used
for process studies, but with increasing computavegy they will soon be used for climate
modelling, too. Thus, high resolution observatiotiaiasets are required for the validation of
RCMs. These are currently available only for speaigions but not at larger scal€sei
and Schéar(1998), e.g., have constructed a high resolutidasgd of Alpine precipitation that
they used for a RCM intercomparison and validastudy with respect to daily precipitation
statistics over the Alps~(ei et al, 2003). However, due to the limited availability lagh
resolution observations at larger scales a focushydrological regimes is even more
appropriate for the validation of RCMs than itas GCMs.

As mentioned in Sect. 2, a baseline simulation khba performed for the evaluation of a
RCM. This has been done with five RCMs within the project MERCURE (Modelling
European Regional Climate: Understanding and Redué&rrors) that was launched to
improve RCMs by understanding and reducing souxferrors, notably those arising
through poor parameterization of physical processekinsufficient model resolution. Here,
the 15 years re-analysis dataset (ERAGHson et al. 1997) of the European Centre for
Medium-Range Weather Forecast (ECMWF) was usedrdvige the ‘perfect’ boundary
conditions for the RCMsHagemann et al. (2004evaluated the water and energy budgets
simulated by these five RCMs and focussed espgcail common model problems. A
thorough budget analysis was conducted over thehoants of the Danube and the Baltic
Sea (land area only). Here, a method was appliegstimate different components of the
water balance which are not measured, i.e. the mhoehanges in soil water storage. An
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alternative and spatially more widely applied apggto for estimating changes in water
storage was developed biirschi et al (2005). A first comparison of the results yielded
the two methods showed a good agreement for the dmtohments (Hirschi, personal
communication, 2005)

For the Danube catchmeragemann et al. (2004¥ocused on the prominent summer
drying problem. This special model feature is the dry and too warm simulation of climate
over central and south-eastern Europe during therer Machenhauer et al 1998), which
is typical for many RCMs, and to a less extent I& avisible in some GCMs. Figure 4
compares the mean monthly annual cycle of pretipitaf the five RCMs (ARPEGH)équé
et al, 1998; CHRM, Luthi et al, 1996; HadRM3H,Jones et a). 1995; HIRHAM4,
Christensen et g11996; REMO Vs. 5.QJacoh 2001) to CRU Vs. 1 observatiorisgw et al.
2000) and ERA15. Here, it can be seen that the srmdnying problem is a major feature of
all models except ARPEGHdagemann et al. (2004)found two different reasons for
problems in the RCM simulations. For ARPEGE and GHRhe problems are related to
deficiencies in the land surface parameterizatiomsile for HIRHAM, HadRM3H and
REMO systematic errors in the dynamics appear tocdngsing the main errors in the
simulations over the Danube catchment. The exasbores for the summer drying problem are
still not identified and are currently under inugation in the EU project CLAVIER
(CLimate change And Variability: Impact on centaald eastern EuRope, http://www.clavier-
eu.org/).

MERCURE: Precipitation (1979-93) over the Danube catchment
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Figure 4  Precipitation over the Danube catchment in mm/month
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1961-90 Precipitation over Danube catchment
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Figure 5 Mean annual cycle of precipitation over the Dancssiehment. Mean designates the multi-model
ensemble mean of the 10 PRUDENCE RCMs.

Even though the evaluation of the performance d&®GM should focus on a baseline
simulation to minimize the influence of errors oduced through the lateral boundary
conditions, the validation of a control simulati®ee Sect. 2) may also be desirable. This is
important if the quality of a GCM-RCM combinatiohall be considered, or a qualitative
intercomparison between different combinationsldbalconducted. The latter has been done,
e.g., in the EU project PRUDENCE (Prediction of Regl scenarios and Uncertainties for
Defining EuropeaN Climate change risks and Effe€tsristensen and ChristenseR007),
which aimed to predict uncertainties in RCM simiaias over Europe (see also Sect. 5.2).
Here, 10 RCMs were forced with observed SST aretdhboundary conditions provided by
one GCM.Hagemann and Jacob (2007gvaluated the simulated hydrological cycle of the
10 RCMs and their multi-model ensemble mean overctitchments of the Baltic Sea (land
area only), Danube and Rhine. Figure 5 revealsttirmtsummer drying problem shows up
again in the multi-model ensemble mean of predipiaover the Danube catchment as only
two of the 10 RCMs do not have this problem (ARPE&H RegCM3Pal et al, 2007).
Please see Sect. 5.2 for further PRUDENCE studiessfng on specific catchments, which
mostly include also some validation of the consiatulations.
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3. Improvement of model results by the direct use oflaservational data

The direct use of observational data in climate e®ds mainly advantageous at four
places. Observations can be used for the initiédimaof certain model fields at the beginning
of a simulation (Sect. 3.1). They can be used &sqibe boundary conditions at the Earth’s
surface-atmosphere interface that are not simulattédn the climate model. Apart from the
prescription of surface conditions over the ocea8T(, sea ice) in atmosphere-only climate
simulations, this is of particular importance at ttand-surface interface, especially for
orography or vegetation dependent characteristBect( 3.2). In limited area modelling,
observational datasets are used as lateral boundadjtions when RCMs are applied for the
dynamical downscaling of these datasets (Sect. Bi3)rder to improve the downscaling or
to detect climate model errors, observational dataalso be assimilated or nudged into the
climate model system (Sect. 3.4).

3.1. Model initialization

Certain variables of the climate system have a-tengg memory that may range from
several months to several decades. As the statthesfe variables is usually largely
influencing the general state of the climate systdmeir accurate initial representation is
crucially important when a climate simulation isarstd. These variables comprise soill
moisture and soil temperatures (time scale of seasm several years), the ocean states of
salinity and temperature (decadal), the distrimgiof snow (seasons) and sea ice (years).

The initial state of the ocean largely determinas tlimate development from the next
season up to the next decade. This is a major fioctlse currently increasing activities on
seasonal to decadal predictiossnith et al.(2007) presented a new modelling system that
predicts both internal variability and externalbyded changes of surface temperature from a
global climate model, which allows them to forecsstface temperature with substantially
improved skill throughout a decade, both globafig & many regions.

Christensen(1999) pointed out the importance of an adequatgalization of soil
temperature and soil moisture in climate modelexgeriments. An inadequate initialization
of these fields may lead to transient signals ltfaak to be suppressed as much as possible in
modern numerical climate experiments as climatsiteity experiments operate with quite
small signals. He suggested a technique wherelithate model is run to soil equilibrium in
order to obtain starting conditions where transiere minimized and less random than what
has been the case previously.

A theoretical study byalker and House(2001) has illustrated that by assimilating near-
surface soil moisture observations, as would belabla from a remote sensing satellite,
errors in forecast soil moisture profiles as a Itesupoor initialization may be removed and
the resulting predictions of runoff and evapotrarasdwn improved. For future climate
modelling studies, satellite data retrieved by 3OS mission are supposed to improve the
model initialization of soil moisture and oceansigy (see Sect. 2.1.2f).
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3.2. Model improvement by using data for boundary conditons at
the land-surface interface

Maynard and Royef2004) address the sensitivity to different par@mehanges in African
deforestation experiments and find that changeswdhness, soil depth, vegetation cover,
stomatal resistance, albedo, and leaf area indexoald make significant contributions.
Voldoire and Roye(2004) find that such changes may impact temperand precipitation
extremes more than means, in particular the daytimagimum temperature and the drying
and temperature responses associated with El Niaote (PCC, 2007). Consequently an
accurate representation of the land surface isssacg for the adequate modelling of
processes at the land surface boundary to the ptraces This section gives a short glance on
land surface parameters dependent on a) orograghly)avegetation.

a) Orography

Apart from the mean gridbox elevation DEM data ammmonly used to calculate
orography dependent parameters, such as the otognagriance, the orographic roughness
length, and the shape parameter in the surfaceffnfitiration scheme ofDimenil and
Todini (1992; Arno scheme). In climate models, theserpaters are usually derived from a
very high resolution orography such as the 30-aomsd topography dataset GTOPO30
(Bliss and Olsen1996).

The roughness length is an integration constant for the logarithmic aviprofile in the
surface boundary layer. In this Prandtl layer, whed velocity becomes independent of the
Reynolds numbeRe (for Re>> 1) and the wind speed depends logarithmicallyhe height
above the surfacéMiason 1987). Formallyz, is the height at which the wind speed becomes
zero when the logarithmic wind profile above thagbness sub-layer is extrapolated to zero
wind speed. Thug can be seen as a measure of the unevennesssoirtaee. In the models,
the turbulent exchange of momentum, energy, andstome between the surface and the
atmosphere is calculated as a functiozpotn areas of low orography, the vegetation part of
the roughness length often controls this mixiHgr{derson-Sellers et all986). According to
Schlichting(1979), it is assumed that atmospheric drags edlby the surface roughness can
be linearly combined. Thus, the roughness lergik commonly separated into two parts: a
roughness length oo computed from the variance of orography, and ghaess lengtho veq
of vegetation and land use. As a coarse approxdmadiccording toTibaldi and Geleyn
(1981), the square @ equals the sum of the squareggf, andzg veq

For the orographic roughness lengghy, different methods are available, e.g. developed
by Tibaldi and Geleyr(1981),Sattler (2004). These methods comprise drag partitionriheo
effective 3 and blending height concepts, etgq iS often calculated only from sub-grid
scale orography variance in each grid-square, aséh the parameterization schemé&\aod
and Mason(1993) where an ‘effective roughness’ length prtpoal to the standard
deviation of orography at sub-grid scales is useernhance the exchange coefficient for
momentum. These kinds of values @z depend on the model’s horizontal resolution and
availability of high-resolution orography data, bare not strictly related to the physical
processes the parameter is expected to repreRenty 2007). Thus, improvements in the
calculation of g0 may lead to a better simulation of orographic fegs effectdMliller et
al. (1989) could improve their gravity wave drag sckefwy the use of directionally-
dependent sub-grid scale orographic variancgattler (2004) compared a linearized
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aggregation method of z,to a non-linear method, and found advantageseofdtter.

b) Vegetation dependent parameter

The amount of energy available to the climate istmled by the global energy cycle
which is largely dominated by atmospheric procegsesRosen 1999). About 46% of the
energy entering the global climate system by incgnsolar radiation is absorbed by the
surface and about 31% is exchanged with the atnepspds sensible and latent hd&bgen
1999). The land surface significantly influences fartitioning of energy between sensible
and latent heat, and acts as significant mediunstéoe energy on both the diurnal and
seasonal time scal®i{man et al. 2004). In addition, the vegetation and the swel major
carbon stores. Therefore, the land surface is ackeyponent of the climate system and the
coupling between atmosphere and biosphere is dfcpkar importance at the land surfaces
from both the atmospheric and hydrological poinviefv.

The different processes at the land surface-atnevspimterface are affected by the land
surface characteristics, such as the surface allduoh determines how much of the energy
that reaches the surface is reflected. A model wsesimulate processes at this interface
requires a proper determination of the land surtd@racteristics that are used in its process
equations and parameterizations as boundary conditirherefore, the description of the land
surface is a significant problem in global and oegi climate modelling since deficiencies or
inconsistencies in these boundary conditions mag te errors in the climate simulations.

For an adequate modelling of climate, an appraoprigpresentation of the land surface
characteristics is required. As stated in a reviewRowntree(1991), numerous climate
simulations have shown that anomalies in albedo sumdace roughness can produce
significant changes in the atmospheric circulatiielke et al(1997) have demonstrated that
the landscape, including its spatial heterogenéitg, a substantial influence on the overlying
atmosphere. An adequate determination of land cir&naracteristics dependent on plant
canopies is of particular importance because ttrepgly modify the evapotranspiration over
large areas of the land surface which is a majonpoment of the surface thermal and
moisture balance and of the hydrological cycle (seg Kabat et al, 2004). Thus the
assessment of new or improved land surface datasstsentral to a number of programs and
experiments, e.g. the International Satellite L&uiface Climatology Program (ISLSCP) and
the International Geosphere-Biosphere Program ()GB®r an overview about these
programs and experiments, sesddes et al(1998). As the nature of many land surface data
is rather fractious in temporal and spatial coverdgirmeyer (2004) pointed out the
importance of data consolidation for land surfaatad

As mentioned byHagemann et al. (1999)several global land surface parameter datasets
existed but the available (in 1999) datasets wsgiedurate in some regions of the world and,
generally, their spatial resolution was too coaestt the demands of high resolution limited
area models. For example, the land surface parardataset ofClaussen et al(1994) was
based on several of these datasets and showedoaatiah of vegetation (visible in the
albedo) in the coastal regions of the Sahara andiS&abia which seems to be unrealistic
according to a desertification map Dfercke (1988, 1992). Also several specific areas were
not resolved such as the Namib desert in Southcd@frihe Persian highlands, the Sierra
Madre in Mexico, the Great Basin and the GreatBlan North America, the Gobi desert and
the desert and mountain ranges north of Tibet. iRedevelopment in remote sensing
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facilitated the measurement of present land surfdwacteristics at a very fine spatial
resolution thereby offering the possibility to deeaconsistent land surface boundary
conditions for numerical models.

0.05 degree

0.5 degree

Figure 6  Soil water holding capacities at 0.05° (about 5,k° (about 50 km), and T42 (about 300 km)
resolution over Europe according to the LSP2 da(@sgemann, 2002a Colour steps: 50 mm.

Hagemann et al. (1999have constructed a global dataset of land sugacameters (LSP)
which is based on a 1 km global distribution of onagcosystem types ¢veland et al.2000)
including glacial ice and open water according lie tefinitions given byOlson (1994a,
1994b). The latter was made available by th8. Geological Survefl997). The set of the
chosen parameters of the LSP dataset (backgroufatsualbedo, surface roughness length
due to vegetation, fractional vegetation cover deaf area index for the growing and
dormancy season, forest ratio, plant-available todl soil water holding capacity) was
defined by the parameters that are used or shalisbd in the climate models of MPI-M.
Later, the U.S. Geological Survey2001) has distributed an updated version of their
ecosystem dataset where land cover classes overofi@§é Earth's land area were revised.
ConsequentlyHagemann (2002a)ncorporated these changes into the LSP dataseind
this implementation, several improvements were madine LSP dataset. Over Africa, the
background surface albedo of bare soil was comewtth METEOSAT albedo data. In
addition, the seasonal variation of vegetation atiaristics was considered and monthly
mean fields of vegetation ratio, leaf area inded background albedo were developed and
implemented.

From the basic resolution of 1 km of the ecosystgpe dataset the LSP values can be
aggregated to the respective model resolution, aadhown for soil water holding capacities
over Europe in Figure 6. Due to the finest resolutdf 1 km that may be obtained, the LSP
dataset has been shown to be very suitable fasgpgcation in very high resolution regional
climate modelling as it was done with the HIRHAM deb (Christensen et gl.2001;
Hagemann et al., 2001 and the REMO modelRechid and Jacqb2006). But the
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implementation of the LSP dataset in the global B&®Hnodel has also led to improvements
in the simulation of the hydrological cycle at tbearse resolution of T42 (about 2.8°) as
shown inHagemann et al(2000). They have conducted several ECHAM4-T42ufations
using climatological AMIP SST where only a singbrgameter field was exchanged compared
to the control simulation. Comparisons to obseoretiyielded, e.g., that the new soil water
holding capacities from the LSP dataset largelyroup the simulation of evapotranspiration
in southern and central Africa and therefore alsthe 2 m temperature as shown for the
Congo and Zambeazi rivers in Figure 7. Thus, théa@ld.SP dataset is available for use in
regional and global climate modelling and it is lempented in the currently operational
versions of the RCMs HIRHAMGQhristensen et §11996) and REMOJacoh 2001) as well
as in the global ECHAMS5 modeRpeckner et al2003).
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ECHAMA4 Control: 2-10

ECHAMA4 with LSP soil water holding capacities: 2-6

Figure 7 Observed (CRU Vs. 2) and simulated 2 m temperatwesthe Congo and Zambezi catchments.

Rechid et al (2008b) have further refined the background lsndface albedo and its
seasonal variations using data products from MOBISe, they derived global fields of bare
soil albedo and vegetation albedo. The total serfaackground albedo of a model gridbox is
a composite of both albedos where the seasonahgacpmposition depends on the leaf area
index. For sensitivity studies, this new surfaceedb was integrated into the land surface
schemes of the GCM ECHAMS5 and the RCM REMO andsthesitivity of the climate model
to the advanced surface albedo parameterizatioriestesd Rechid et al.2008a). This albedo
parameterization has become operational in REMQesis. 5.7, and it has been
implemented into the most recent version of ECHAMMBACH (T. Raddatz, personal
communication, 2008). JSBACH is the new MPI-M’'sdasurface model comprising the

ECHAMS physics plus the interactive representatmin vegetation and carbon fluxes
(Raddatz et a].2007).
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3.3. Lateral boundary conditions in limited area modelling

In order to perform RCM simulations, the RCM must frovided with initial and lateral
meteorological boundary conditions (typically windmponents, temperature, water vapour
and cloud variables, surface pressure, chemicakrsaif needed) and surface boundary
conditions (SST and sea ic&}i¢rgi and Mearns 1999). If these are provided from a GCM
simulation, the nesting techniqu@i¢rgi, 2006a) is used, which is usually implemented in a
one-way mode where the RCM information does nal fesck into the GCM. Only recently a
first two-way nesting study has been published.bsenz and Jacol2005) where the RCM
solution feeds back into an atmospheric GCM. Befurecessful two-way nesting studies
have only been performed with ocean models or RCalene (Lorenz, personal
communication, 2008).

In the course of RCM development, regional simaladiare usually carried out for a period
in the past. The general model performance is #ssessed through a validation procedure in
which model results are compared against obsenadtidatasets on different temporal and
spatial scales. In order to minimize errors andediainties originating from imperfect large-
scale driving fields, lateral boundary conditiossveell as initialisation fields are then usually
provided by re-analysis or analysis products rathan by GCM control simulations (i.e.
global climate simulations forced by observed ajphesic greenhouse gas concentrations).
As mentioned in Sect. 2, re-analysis fields are at$erred to as perfect boundary conditions
since they are based on the observed state otrtiesphere and provide the best estimate of
multi-decadal time series of large-scale conditions

Several studies have dealt with the RCM sensititotyhe utilization of lateral boundary
conditions, such as, e.gon Storch et al(2000),Vidale et al.(2003),Marbaix et al.(2003),
andWu et al.(2005), as well as to the resolution of thesenbany data (e.gDenis et al.
2002).

3.4. Data assimilation and nudging

The assimilation of observational data is a comnbechnique in numerical weather
forecasts systems where the assimilated data &ck tosachieve an improved state of the
atmosphere at the initial time for the next forécd$ese initial fields are provided by
operational analyses and comprise a data assiomlatiite combining observations, previous
forecasts, and model assumptions about the evolatiadifferent meteorological variables.
Since operational analyses are an estimate ofdiualaveather situation, long time series of
these analyses should give an adequate descripititre evolution of weather patterns and
their average would describe the climate. Howether individual analyses are influenced by
changes in the model, analysis technique, datandason, and the use of observations,
which are an essential product of research andla@vwent at a numerical weather forecast
centre. Thus, apparent changes of atmospheric tommglimay occur in long time series of
analysis fields that are caused only by changésarcorresponding analysis system. This led
to the implementation of the re-analysis projeittsyhich a fixed analysis/forecast system is
used to assimilate past observations over a longgef time. (Certain inconsistencies are
still present, however, since the amount of avé&laibservations varies for different time
periods.) For more detailed information on thegecs see, for exampléppala(1997) and
Kallberg (1997).
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Because of a lack of globally distributed observadi of many atmospheric variables,
researchers in meteorology, climatology, or hydygloften use re-analysis data as pseudo-
observations for validation, verification, initiaéition, or for the forcing of their regional
models (see Sect. 3.3). Therefore, the validatipnindependent data not entered in the
assimilation of the re-analysis data itself is mpartant issue. Especially with regard to the
hydrological cycle the current re-analysis datawstzolot of problems, such as shown by
Hagemann and Dumenil Gateg2001) for the ERA15 re-analysissibson et al. 1997) and
the re-analysis of the National Centers for Envinental Prediction (NCERKalnay et al,
1996), and byHagemann et al.(2005) for the 40 years re-analysis (ERA40) of the ECMWF
(Uppala et al, 2005). Figure 8 shows an example for the Arcte&nh catchment represented
by its six largest rivers (cf. Figure 2). Here, N€ata show a large overestimation of
precipitation compared to GPCC and GPCP data, ERSlightly underestimates the
precipitation, and ERA40 fits well within the spai the two observational datasets. For
temperature, ERA15 has a severe cold bias in waaepared to CRU2 data, while the other
two re-analyses show a winter warm bias that isenpyonounced in ERA40. If daily time
series of re-analysis precipitation and temperatwmesused to simulated discharge with the
simplified land surface (SL) schemélggemann und Dumenil Gates, 2003 and the
Hydrological Discharge (HD) modeHagemann und Dimenil Gates, 20Q1(see also Sect.
4.3 and 4.4), the re-analysis biases partially mcdate in the simulated discharge. Here,
ERA40 yields a more realistic discharge than tieotwo re-analyses.

PRECIPITATION DIFFERENCE to CRU Vs.2 TEMPERATURE
6 largest Arctic rivers 6 largest Arctic rivers
4
@ 400000 _
o X
% 300000 ; () @ @t et~ J‘n——v—’v—+
S ' 5 L
T 200000 Y =
3 ~ 4 BEfcswa, E 4 |
-% 100000 wy“- \\N 2 L {
& \ \ i
OJFMAMJJASONDBJFMAMJJASOND
o—=o GPCC-full 1979-93 — CRU Vs.2=0
»==« GPCP Vs. 2: 1979-93 ERA15: 1979-93
ERA15: 1979-93 ERA40: 1979-93
ERA40: 1979-93 NCEP: 1979-93

NCEP: 1979-93

DISCHARGE
6 largest Arctic rivers

300000
200000

L)
100000 ,,'/ \,
y %
7

R
J  F M A M J J A S O ND

Discharge [ma/s]

i

o——=o Observed climatological discharge
ERA15-SL-HD: 1979-93
ERA4(0-SL-HD: 1979-93
NCEP-SL-HD: 1979-93

Figure 8 Monthly mean precipitation (upper left panel), targiure differences to CRU2 data (upper right
panel) and simulated discharge using SL scheméi@&nchodel (lower panel) for the years 1979-1993 over
the Arctic Ocean catchment represented by itsasgelst rivers (cf. Figure 2).
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Jeuken et al(1996) introduced the nudging technique as anratare method of GCM
validation. Nudging is the dynamical adjustmentaoGCM with atmospheric fields taken
from a re-analysis, such as, e.g., vorticity, diegrce, temperature and surface pressure. Due
to the nudging the GCM is drawn towards the reymig| so that usually an improved climate
simulation is yielded by the use of a constraingdoapheric circulation when compared to
the free GCM simulation. The nudging technique lbaralso considered as a second-step of
data assimilation as the GCM does not directlynaissie observations but re-analysis data.
An important outcome of the nudging simulationhs bbtaining of tendency errors, i.e. the
quantification of the tendency (nudging residuad$)the GCM to drift away from the
atmospheric state imposed by the nudging. Usirggdbtcome, a more precise estimation of
the causes of climate model errors (such as revdaleRCMs in the MERCURE project;
Hagemann et al., 2004 may be achieved by systematic initial tendencyore(SITE)
estimates NMlachenhauer and Kirchne2000) using re-analysis data. SITE estimates can be
used to assess errors in the model physics orntb miissing external forcings. Hence,
nudging has a variety of applications, &kgas et al.(1999) used the nudging technique to
tune the parameterization of unresolved scale antems,Déqué et al (2000) used it as a
method of GCM validation through short-range fostsaandsuldberg et al (2005) used the
nudging for the reduction of systematic errors nalgse its impact on the skill of seasonal
predictions.

An alternative method used with RCMs is spectralging in which the large-scale driving
fields are allowed to force the low wave number porrent of the regional simulation in the
higher altitudes throughout the entire domain (8Jgldron et al. 1996;von Storch et aj
2000;Radu et al. 2007). The advantage of this approach is thecfutisistency between the
large-scale fields simulated by the RCM and thoseviged by the lateral boundary
conditions. However, it can also prevent the foraratof small-scale, surface-forced
circulation systems which are not present in thdmy field (Giorgi and Mearns1999).

Although most Numerical Weather Prediction (NWPhtoes have incorporated land
surface schemes in their models, errors in the N\@€ing accumulate in the surface and
energy stores, leading to incorrect surface watdremergy partitioning and related processes.
This has motivated the NWP community to impose ad torrections to the land surface
states to prevent this drift. A methodology undevelopment here is to implement a Land
Data Assimilation System (LDAS), which consists whcoupled models forced with
observations, and is therefore not affected by N\W/Bing biases (http://Idas.gsfc.nasa.gov).
North American (NLDAS;Mitchell et al. 2004) and Global (GLDASRodell et al. 2004)
LDAS systems are being developed that will leadntare accurate re-analysis and forecast
simulations by numerical weather prediction (NWR)dals. Specifically, these systems will
reduce the errors in the stores of soil moisture emergy which are often present in NWP
models and which degrade the accuracy of forecaststhus also the accuracy of re-analyses
used in climate studies. The LDAS systems are notiyréorced by terrestrial (NLDAS) and
space based (GLDAS) precipitation data, space-besdidtion data and numerical model
output. In order to create an optimal scheme, thgpts involve several land surface models,
many sources of data, and several institutions.
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4. Improvements of parameterizations and evaluation m#ods

This section considers improvements vyielded by thehancement of model
parameterizations and evaluation methods and tisaige of observational data. The model
parameterizations itself may be improved using Kedge obtained from new observational
data (Sect. 4.1). On the other hand, observatietal may also be evaluated using re-analysis
data and/or independent model results (Sect. #t®).methods of model evaluation may be
further developed in two ways. First, climate maedehay be extended so that more
climatological variables are simulated, which theam be validated with observations that
previously could not be used (Sect. 4.3). Secondihe improvement or utilization of
observational datasets (such as re-analyses) td g&ta that may be used for model
validation studies (Sect. 4.4).

4.1. Model improvement by improving model parameterizatons
using new data

The availability of new data, especially from thacreasing amount of satellite
measurements, has the potential to further modptawements as the data can be used to
improve climate model parameterization schemess Ehpossible if the kind of data has not
been available before or if already available @a&aproduced with a much higher resolution.
An example for the first kind is given echid et al (2008b) who parameterize the snow
free surface background albedo as a function ofdghakarea index using global distributions
of soil albedo and vegetation albedo that they ltwreszed from MODIS data (see Sect. 3.2).
This albedo parameterization will also be usedhae phenology that is currently being
developed where the leaf area index will be intraty calculated within the climate model
simulation Rechid et al 2008a). For some measurement programs, the vaprent of
model parameterizations is one of the major drivimges. For exampld;riihwald (2000)
stated that polarimetric radar data together witpfder radar information may help to give
hints for improving parameterizations of cloud roighysical processes in coarse resolution
atmospheric models/oyles (2004) noted that data streams produced by theogireric
Radiation Measurement (ARM) Mobile Facility (AMFyeaavailable to the atmospheric
community for the use in testing and improving paggerizations in GCMs. Within the EU
project CLOUDMAP2Z2 (http://darc.nerc.ac.uk/Enviskilimmap2.htm), a main objective was
to assess, qualitatively and quantitatively, howirtisloud database could be used to improve
the veracity and/or validation of NWP models, sattin the longer term this information will
be used to improve the physical representation pawmeterization of sub-grid scale
characterisations of clouds within the typicallyacse-resolution NWP models and GCMs.

In the second case, high resolution data may peowifbrmation on the sub-grid scale of a
climate model that can be used to improve paramatens representing sub-grid scale
processes that are not resolved by the operatmodkl resolutions. For example, the recent
new global very high resolution datasets of landfage parameters based on satellite
observations (e.g. sd¢agemann et al., 199Pcan be used to increase the applicability of
existing parameterization schemes to finer resmhgti but they may also be used to improve
the parameterization schemes themselves. This was oh the study oHagemann and
Dumenil Gates(2003)where the use of soil water capacities at a vegly hesolution led to
the improvement of a surface runoff parameterinasicheme. The improved parameterization
scheme is a further development of the Arno schirakis widely used in climate research,
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e.g., in the ECHAM modelRoeckner et al.1992), HIRHAM model Christensen et al
1996), REMO modelJacoh 2001), VIC model l(iang, 1994), and the Xinanjiang model
(Zhaqg 1977). Here, surface runoff is computed as nafibn excess from a "bucket” type
reservoir which takes the sub-grid variability ofl ssaturation within a model gridbox into
account. Instead of prescribing a distribution wlb-grid scale soil water capacities as it is
done in the original Arno scheme, the array of higgolution soil water capacities (cf. Figure
6) taken fromHagemann (2002a)was used to obtain individual fractional satunatcurves
for each model gridbox. From each saturation cutie,three parameters required in the
modified formulation of the scheme were derived wojatimization. Figure 9 shows the
fractional saturation curves for an example griddogated in steep terrain. Here, the
saturation curve yielded by the fitted shape patam@ot-dashed curve) of the improved
Arno scheme is much closer to the subgrid capalstyibution than the curve yielded by the
purely orographic shape parameter from the orighmab scheme (turquoise curve). This will
be the case for the majority of the gridboxes witaterogeneous subgrid capacity
distributions. The improved Arno scheme has becoperational in the REMO model since
Vs. 5.7.
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Figure 9  Saturation curves for an example T106 gridbox 2°E443.3°N (Japan).

4.2. Data evaluation using re-analysis data and/or indegndent
model results

Re-analysis and climate model data can also be igetthe evaluation of observational
data. This evaluation may comprise a quality cdrifdhe observations as well as obtaining
regional constraints for station data that deteemlimits in model resolution where the
stations should not be used for model validation.
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Hagemann et al. (2003a)give an example for this usage of model data. Thaye
retrieved IWV from surface based GPS measuremdrzeroth path delayGendi 1999) in
order to apply a quality control to the IWV for @aGPS station by comparing it with the
IWV from the ECMWEF operational analysddggemann et al,2003b) have shown that the
usage of ERA40 instead of the operational analyssds very similar results). The zenith
path delay values are converted into IWV using olek surface pressure and mean
atmospheric water vapour column temperature oldaimem the ECMWF operational
analyses. Although the main objective of the stwdg to assess the usefulness of global GPS
measurements for climate monitoring and model wélch, Hagemann et al. (2003a)
highlighted that also the analyzed fields can elus identify errors in the GPS derived data
and to identify areas where the GPS data are lglgvant to use. They found several
examples where the GPS derived data have systeeratis. For example, if the mean IWV
bias between GPS derived IWV and analysed IWV fatagion is larger than its standard
deviation, this indicates a systematic error eithethe zenith path delay measurements or in
the surface pressure and its interpolation. Thituales possible errors in the height that is
assigned to the GPS or the pressure gauge. Theambpto identify suspicious data is
analogues to the methods applied in operational engal weather prediction (e.g.
Hollingsworth et al. 1986).Hagemann et al. (2003aglso have identified areas where the
numerical model has insufficient resolution to démsxthe water vapour profile due to sharp
climate and weather boundaries. Typical casestat®iss located at steep mountain slopes,
or near major land ice areas such as Greenlandh@retica. As an example, Figure 10 shows
results from the station HOFN (Iceland) situatedhat eastern coast near Mount Vatnajokull
(2119 m). The ERA40 IWV is systematically smallban the GPS derived IWV since the
model is likely to represent conditions over thegéaglacier and not the conditions at the
station. So in order to arrive at a representasaeple of GPS station such errors or
anomalies need to be identified. Using the four tmerconsidered in this study, it was
possible to identify problematic stations that maestblacklisted in model validation studies at
resolutions comparable to T106 or coarser. Foriasuaf long-term changes in the IWV itself
these stations can still be used.

January 2001: WV [mm] for station HOFN July 2001: IWV [mm] for stgtion HOFN
20 24 7]
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Figure 10 GPS derived (dotted) and ERA40 (solid) IWV at statHOFN (Iceland) for a) January 2001, b)
July 2001.
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4.3. Extending a model to make use of more observationfor
evaluation

The extension of a climate model is twofold deveatept. On one hand more processes are
included into a climate model to represent and Eteumore processes within the Earth
system (see Sect. 5.1), on the other hand morenaltiess may be used to validate the
model. Although the inclusion of more processesrofwill raise the degrees of freedom of
the climate model, especially if the newly introddcprocesses feed back to the model's
simulated climate. The latter depends on the kihgrrocesses, whether they are used for
further calculations or only calculated diagnodhcaithin a coupled system. Discharge, e.g.,
is currently a purely diagnostically resolved psxé an atmosphere only climate model. In
a coupled atmosphere-ocean model, the discharties isterface between the land surface
hydrology and the ocean, and thus an integralgddhe coupled system.

As mentioned in Sect. 2.1.2d, climate model valatatwith observed discharge is an
alternative to the direct validation of precipitatiover land. It is possible to compare the
model’s total annual mean runoff to annual discbarigservations for validation purposes. It
is not feasible to compare the simulated runofélbserved discharge in time intervals of a
season or less for big drainage basins. But thsnismportant validation task, especially
regarding the timing of the runoff, e.g. timing thie snowmelt and the peak of snowmelt
induced runoff. In order to perform an adequatedesion of runoff processes, the runoff
calculated by a GCM or RCM must be laterally tramwigd over the land surface by a
discharge model. The requirement for such a vatidais that the climate model can be
coupled to a discharge model (on- or offline). B MPI-M climate models ECHAM and
REMO this has been achieved with the HD mod#iEgemann und Dimenil,1999. For the
ERA15 and NCEP re-analyses the direct applicattdhe@HD model was not possible so that
the simplified land surface (SL) scheme was usezhlculate the required input fields for the
HD model from the re-analysis time series of prigaimn and 2 m temperatureldgemann
and Dumenil Gates, 2001

Sometimes it also makes sense to describe sp@cdoesses with a more physical exact
formulation instead of using a simplified paramit@ion. In this case, more exact may mean
temporally, spatially or numerically. This wouldaal the direct comparison to process-based
measurement studies. In this respect also themalgtmwnscaling of GCM data with a RCM
(see Sect. 1) enhances the possibilities of mog®uation, especially if for a process under
consideration the same process formulations are usethe GCM and RCM. Another
example is the implementation of a cloud resolvingdel (CRM), such as conducted by
Khairoutdinov and Randal{2001) who replaced their GCM’s conventional cartive and
stratiform cloud parameterizations with a CRM, #imr allowing the explicit computation of
the global cloud fraction distribution for radiaticomputations.

4.4. Using new methods to improve data or their usabilit for model
evaluation

The improvement of existing observational data thmety be used for climate model
evaluation comprises two main issues. The firsthis application of models or model
algorithms to evaluation datasets to retrieve goraved dataset where the current data have
some deficits. Here, especially re-analysis dataaarandidate as their simulated hydrological
cycle shows some problems and biases in its differemponentsHagemann and Dimenil
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Gates, 2001) Thus, the application of hydrological or land fage models to re-analysis
datasets may lead to an improved simulation ofdigdical and land surface fields compared
to the re-analysis data. This strategy is beingresively used in the GSWP (see Sect. 2.1.2).
Sheffield et al.(2006) have developed a 50-years global 1.0° datat meteorological
forcings by combining a suite of global observatimsed datasets with the NCEP re-analysis
that is supposed to be used to drive land surfgdeotogy modelsHagemann et al. (2005)
have shown that the application of the Simplifiethtl surface (SL) schemiddgemann and
Dumenil Gates, 2003 to the ERA40 data has lead to an improved sinorabf annual
evapotranspiration and runoff over many large cathts of the globe. This can be seen in
Figure 11 where the bias in the runoff coefficimshown for ERA40 and values simulated
by the SL scheme using ERA40 precipitation and t2Zmmperature as input.

The second is the utilization of observations bgivilegy quantities from the data that are
also simulated by a climate model. This applicattemprises the increasing utilization of
satellite data where the measured radiances ormlsigare used to calculate all sorts of
different atmospheric and land surface variablashsas precipitation (cf. Table 1: in Sect.
2.1.1), evaporation, IWV (cf. Table 2: in Sect..2)1land use (cf. Sect. 3.2), albedo, FPAR
(fraction of photosynthetically active radiationgefrom MODIS dataMyneni et al. 2002),
and terrestrial water storage (from GRACE dagttenmaier and Famiglie;t2006). In this
respectHagemann et al. (2003ajleveloped a method to retrieve IWV from surfaceela
GPS measurements of zenith path delay (see S2kt. 4.
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Figure 11 Bias in runoff coefficient ([precipitation minus &wotranspiration] divided by precipitation) of
ERA40 (upper panel) and simulated with the SL sah@ower panel) for large river catchments. Obsgrve
values for runoff were taken from climatologicasclarges, for precipitation they comprise GPCC 9198

2001) and CRU Vs. 1 data (1958-1972, 1973-1988).
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5. Challenges in modelling future climate changes

In this section, challenges are highlighted thahate change research is currently facing
not only in general, but also with respect to tigdrblogical cycle. A few examples of recent
or on-going projects and activities dealing witlegl challenges will be given in all sub-
sections.

In the ensemble of climate simulations conductedHe IPCC 4AR, several processes and
sources of future radiative forcing are not accedntor, including those from land use
change, variations in solar and volcanic activitetfleborough et aJ 2007). Most of the
current climate models only fulfil the minimum respments for the use in long-term climate
change studies (such as, e.g., statedsbgss| 2000), i.e. they consists of a 3D coupled
atmosphere-ocean GCM that includes sea ice dynaamdsa (often comparably simple)
representation of land surface processes. Thedintten of further processes into a climate
model system will require renewed model evaluatind may create necessities to obtain new
observational datasets. Sect. 5.1 will shortly loglon these steps that will lead the current
climate models into a stage where they become ceimepisive Earth System Models (ESMs).

Each climate change simulation is afflicted witlstolict uncertainties, which have to be
taken into account and preferably reduced in thayars of the simulation results. Sect. 5.2
tackles issues of uncertainty and gives some exasmmh recent studies about these issues.
These studies often consider only changes in trenromate. In this respect, changes in the
variability of climate in the future are more urnteém than changes in the mean, as larger
samples are required to quantify changes at the alithe frequency distribution. But the
latter could have very significant impacts on lieesl livelihoods. Climate change is likely to
increase the costs and impacts imposed by extrezather, both by shifting the temperature
probability distribution upwards and by intensifgithe water cycle, so that severe floods,
droughts and storms occur more often. Consequessigarch is needed to better assess the
future probability of extreme events in the difisreegions of the Earth. Sect. 5.3 shortly
looks on recent and on-going research on hydradbg@gtremes. As mentioned above, the
role of future land use change was not specifietiéncurrent climate projections, which adds
also to the uncertainty in these projections. Thiis, role is considered in several on-going
activities such as presented in Sect. 5.4.

5.1. The hydrological cycle within a comprehensive Earthsystem
model

Feedbacks between the climate and hydrology oc@lauésen et al. 2004). The
snow/climate feedback, e.g., is well known and dbsed. However, feedbacks between O
increases, vegetation, soil moisture and climaéeless well understood and are not well
described in most climate and hydrological modé&lse investigation of these feedbacks
requires the coupling of different processes andpantments of the Earth system. Thus, in
order to cover all aspects of the Earth system iduture changes the current climate
models (as described in Sect. 5) are graduallyvewplinto comprehensive ESMs. The
development of complex ESMs is a major enterpreselacted at the international level, and
specifically in Europe (Max Planck Society in GenpaHadley Centre in the UK, Institut
Pierre Simon Laplace in France), in the US (NSF/IRCANASA, DOE, NOAA) and in Japan
(Frontier Program). In Germany, the COSMOS (CommyulBarth System Models) network
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was initiated to build up community ESMs at the dpean level (http://cosmos.enes.org).
ESMs integrate our knowledge regarding the atmaspliee ocean, the cryosphere and the
biosphere as well as the anthroposphere, and actmutine coupling between physical and
biogeochemical processes in these components oEdndn System. ESMs are needed to
understand large climate variations of the past #mdoredict future climate changes.
International programs, including WCRP and IGBPprdmnate Earth system modelling
initiatives, e.g. through their Global Analysis, tdgration and Modelling (GAIM;
http://gaim.unh.edu) project.

The advancement from a climate model into an ESMma¢hat more and more processes
will be implemented into the modelling system thstused to simulate Earth’s climate.
Previously a comparable step has been accomplished the expansion from atmosphere
only GCMs to coupled atmosphere-ocean GCMs wasedamwut. Currently, ESMs are
utilized to include an interactive vegetation ahd ¢losed carbon cycle (e@ox et al, 2004;
Wetzel et a] 2006;Raddatz et aJ 2007) as well as sophisticated aerosol mod@lsoally to
adequately represent aerosol-cloud interactiors &ier et al, 2006, Tost et al. 2007).
Further work is being conducted to couple atmogptaremistry, air pollution or desert dust
modules to a number of GCMs and RCMs (&rasseur et al 2006;J0ckel et al 2006;
Langmann 2000;Zakey et al.2006), and to include land use changes (seeSalsb 5.4) and
vegetation dynamics, e.g., to investigate whethere will be a future dieback of Amazonian
rain forest due to climate change as simulatedCby et al (2004). In the future more
processes may be added that involve the biosphetigab may even come from the socio-
economic side to couple the anthroposphere to lineaie system. In order to obtain an
integrated assessment of climate policshn et al.(2006) established a two-way coupling
between the economic module of a well-establisheshrated assessment model and an ESM
of intermediate complexity (EMIC; see, e@aussen et al.2002). They showed that further
applications of their method could include the dogp of an economic model and an
advanced ESM that is able to describe the carbole.cy

Even if some components are not fully implementad an ESM, the impact of certain
effects on hydrology may be investigated. For eXamihe impact of a large stratospheric
sulphur loading on the hydrological cycle is cuthemnder investigation byfimmreck and
Hagemann(2009) who carried out a series of Mt. Pinatubpesinents with the coupled
Atmosphere-Ocean GCM ECHAMS/MPIOM. Here, they haemducted a number of 10-
member ensemble simulations with three differenttainconditions starting in January and
June with and without prescribed Pinatubo aerosalirig. Figure 12 shows that in all cases
the aerosol forcing leads to global cooling an@duction in evaporation, which can be both
attributed to the reduced incoming solar radiati@aching the surface. The reduced
temperatures are leading to a reduced moisturengpéhpacity of the atmosphere and, thus,
to a clear reduction in the integrated water vapdhese large-scale effects are superimposed
to the first indirect effect of aerosols on theudocondensation nuclei. (Note that the GCM
accounts for the direct and first indirect effetherosols.) In total, the aerosol forcing causes
a reduction of global precipitation.
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Figure 12 Differences in the global average of 2 m tempeeafupper left), integrated water vapour (upper
right), evaporation (lower left) and precipitatifower right) between the ensemble means of sinaulat
with and without Pinatubo aerosol forcing. The Sfucurves denote the three cases with initial ¢mmdi

of January, the reddish curves the three casesmiiidd conditions of June.

With respect to the hydrological cycle, processésbe implemented that are usually not
included in the current state of the art climatedeis. These processes comprise permafrost,
wetland dynamics, irrigation, and the dynamical angon and retreat of glaciers. With
regard to the latteKotlarski (2007) has implemented a dynamical glacier modhtie the
RCM REMO and successfully applied over the Alpiegion. In a second step, this module is
now under application in the Himalayan region (&e&d, personal communication, 2008).

Permafrost and wetlands are two focal points in tdwupling of hydrology to
biogeochemical processes under climate change tcomgli A large part (~24%) of the
terrestrial land surface is underlain by permafttbsit is mainly situated in high latitudes.
Here, climate warming is more pronounced than diseg; and is very likely to continue to
do in the future according #®CC (2007). Permafrost soils build a globally relevaatbon
reservoir as they store large amounts of deepdfraaganic material with high carbon
contents. If permafrost melts under global warmaumditions, the stored carbon can be
decomposed and released to the atmosphere asoadtigreenhouse gas, which will lead to
positive feedback. Consequently, relevant sciengjtiestions are: How fast, how deep and to
what temperature are permafrost soils going to thmthe future? Thawing permafrost will
also contribute to the formation of wetlands thatrently cover about 6-8% of the land
surface. They store water, regulate river dischangeé provide a huge area for maximum
evapotranspiration. The extension of wetlands deteys the area where anoxic
decomposition instead of oxic decomposition isngkplace. While C®is released under
oxic conditions, the anoxic decomposition yieldsimee that is a far more active greenhouse
gas than C@ Thus, an increase in wetlands area may lead tecerdranced methane
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production. On the other hand, a decrease willgeduoisture fluxes to the atmosphere and
may lead to a reduction in precipitation. Thusjrthegure development is of major interest in
climate change studies.

Consequently the two topics of permafrost and welgplay also an important role within
the ENIGMA project of the Max Planck Society thatthers the cooperation and common
development of ESM components between MPI-M, the Mianck Institute for Chemistry,
the Max Planck Institute for Biogeochemistry, ahd Potsdam Institute for Climate Impact
Research as an associated partner. At MPI-M, tlysigdd representation of permafrost (T.
Blome, personal communication, 2008) and wetladdsStacke, personal communication,
2008) within climate models is currently under depenent.

All new processes that are implemented into theatie model may change the quality of
the simulated hydrological cycle and require rerstwmwdel validation and evaluation of the
new model component as well as of the whole coupiedel. For new model components,
especially for those that directly add new hydrata processes, new or other kinds of
observational data than commonly used, may be nedjufor the model validation,
initialization, and for the determination of paraers used in the numerical formulation of
these processes. In this respect, the evolvindadiity and diversity of remote sensing data
from satellite measurements enhance the probalthét these future data requirements can
be fulfilled.

5.2. Uncertainty of projected hydrological changes

If a single climate model simulation is consideréd, results enclose different kinds of
uncertainty. There is (1) uncertainty due to the o one specific climate model as each
GCM or RCM uses different techniques to discreti@ysics and dynamics and to
parameterize sub-grid effects and, hence, hasreliffenodel errors, (2) uncertainty in the
prescribed future boundary conditions such as d@ése gas and aerosol concentrations,
which are usually based on the different IPCC SR&hariosNakicenovt et al, 2000) and
land use (see Sect. 5.4), (3) uncertainty due toralaclimate variability, and (4) for RCMs
the uncertainty in the GCM forcing at the lateraubdaries. In this respect, the usage of
different scenarios is not causing a real uncdstdmt rather spanning a range of possible
futures that might become reality under the satragsions. The importance of the sources of
uncertainty varies between GCMs and RCMs (8équé et al.2007), and also depends on
the climatological field, the region and the sead®esults oDéqué et al(2007) indicated
that regarding uncertainty based on several motedspumber of GCM forcings involved is
at least as important as the number of RCMs, aatitlis also necessary to consider several
scenarios, at least in the case of future soutBarope summer warming.

In order to analyse these uncertainties more ttghiigu several approaches have recently
been undertaken. The use of ensembles of GCMsajmabhat different modelling centres has
become established in climate prediction/projectamm both seasonal-to-interannual and
centennial time scaledleehl et al. 2007). To the extent that simulation errors ifiedent
GCMs are independent, the mean of the ensembld&axpected to outperform individual
ensemble members, thus providing an improved ‘bsténate’ forecast. Results show this to
be the case, both in verification of seasonal fasecPalmer et al, 2004;Hagedorn et al.
2005) and of the present-day climate from long-temmulations ambert and Boer2001).
However, members of a multi-model ensemble shamamwan systematic errorkgmbert and
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Boer, 2001), and cannot span the full range of possitddel configurations due to resource
constraints. Using a composite measure of moddbieance,Reichler and Kim(2008)
found that the multi-model mean of the IPCC 4AR wmisdusually outperforms any single
model and it performs nearly as well as the NCERBn@ysis. They concluded that multi-
model ensembles are a legitimate and effective méanmprove the outcome of climate
simulations. The reason for the superiority of thelti-model mean compared to any
individual model is not clear, but a possible erpléon is that the model solutions scatter
more or less evenly about the truth (unless theremre systematic), and the errors behave
like random noise that can be efficiently removgdaleraging. Such noise arises from the
simulated internal climate variability, and probatd a much larger extent from uncertainties
in the formulation of modeldReichler and Kim2008).

Within the framework of the 4AR of the IPC@PCC, 2007) and thereafter, further studies
were conducted that considered the results fronG® multi-model ensemble over several
large regions of the globe focussing on the hydyickl cycle, e.g.: Results ¢frevidi and
Liepert (2007) suggest that future changes in the hydiologcle are likely to be strongly
influenced by atmospheric dynami&iorgi (2006b) identified climate change hot spots, i.e.
regions on the globe that are most responsiverwatt change with regard to changes in the
mean and interannual variability of precipitatiamdasurface air temperaturidohara et al.
(2006) investigated the projections of river diggeafor 24 major rivers in the world during
the 21st century simulated by 19 GCMs based ot scenario. To reduce model bias and
uncertainty, they used a weighted ensemble meanthi@r multi-model projections of
discharge. They found projected increases of digehan high-latitude rivers (Amur, Lena,
Mackenzie, Ob, Yenisei, and Yukon), where alsopbak timing shifts earlier because of an
earlier snowmelt caused by global warming. Dischaiends to decrease for the rivers in
Europe to the Mediterranean region (Danube, Eugbratind Rhine), and southern US (Rio
Grande).Milly et al. (2005) showed that an ensemble of 12 GCMs ehdpialitative and
statistically significant skill in simulating obs&d regional patterns of 20th century multi-
decadal changes in river runoff. These models prdje—40% increases in runoff in eastern
equatorial Africa, the La Plata basin and hightlake North America and Eurasia, and 10—
30% decreases in runoff in southern Africa, southeurope, the Middle East and mid-
latitude western North America by the year 2050ciSwehanges in sustainable water
availability would have considerable regional-scabmsequences for economies as well as
ecosystems.

Currently there are increasing scientific actiwtien uncertainties in climate projections
arising from natural variability, parameter uncertyaand model diversity. Initiatives like the
EU project ENSEMBLESHewitt, 2005) are beginning to produce probabilistic eatthan
deterministic predictions of climate change. Insthiespect,Murphy et al (2004) and
Stainforth et al (2005) constructed large ensembles by perturlpogrly constrained
parameters in the atmospheric GCM HadANP®ge et al. 2000) coupled to a mixed layer
ocean. This “perturbed physics ensemble” approsctsing the fact that GCMs are generally
built by selecting components from a pool of al&tive parameterizations, each based on a
given set of physical assumptions and includingumlmer of uncertain parameters. In
principle, the range of predictions consistent witase components could be quantified by
constructing very large ensembles with systemaampding of multiple options for
parameterization schemes and parameter valuesge vewibiding combinations likely to
double-count the effect of perturbing a given pbgkprocess. A similar approach using the
coupled atmosphere/ocean GCM ECHAM5/MPIONur{gclaus et al.2006) is currently
under investigation within the MPI-M’s working grnown uncertainty. Herd{aerter et al.

-36 -



(2009) have studied the uncertainty of the sulfemsol radiative forcing due to parametric
uncertainty by perturbing seven cloud-related patans.

Feedbacks in Past, present Extremes and
the climate and future scales of
hydrological population, hydrological

system LUCC and events
water demand
WB5 WB2 WB4

20t Century Global water cycle

W

21t Century Global water cycle

WB3

Assessing the vulnerability of water resources

WB6

Management, training and
dissemination

wWB7

WATCH

Figure 13 Structure of WATCH (Coordinator: R. Harding, CEHt¥ six science work blocks consist of three
main blocks (horizontal bars) providing an assesgrmcurrent (WB1: led by G. Whedon, UKMO) and
future (WB3: SHagemann,MPI-M) water cycles and water resources (WB6: PodaWUR). Cross-

cutting themes (vertical bars) support these vétipect to the representation of feedbacks (WBBiy&h,
CEH), detection and attribution of extremes (WBdn\anen, WUR, and L. Tallaksen, UIO), and
provision of dynamics of population, land-use chaagd water demands (WB2: D. Wiberg, IIASA).

Within the EU project WATCH Www.eu-watch.org Figure 13), several tasks deal with
uncertainty and the uncertainty transfer when dénenodel output is used to force
hydrological modelsSchwierz et al(2006) reported that a hierarchy of models of wvayy
complexity is a powerful approach to estimate asmkas uncertainty, while the combination
of different kinds of models of different complexitvith an overlap between the model
evaluations can contribute to the quantificatiom aeduction of uncertainties from future
climate model projections.
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A major effort to understand uncertainties in regioclimate modelling has been conducted
in the EU project PRUDENCE (cf. Sect. 2.2). Hef@ RICMs were forced with observed SST
and lateral boundary conditions provided by the GBMIAM3H (Pope et al.2000). Within
PRUDENCE several studies using the output from R@&M ensemble were conducted,
among thosélagemann and Jacol{2007)evaluated the simulated hydrological cycle of the
10 RCMs and the reduction of uncertainty by theultrmmodel ensemble mean over the
catchments of the Baltic Sea (land area only), barand Rhine. They found that despite of
the large differences in the control simulationgh® RCMs, where the performance of the
RCMs is different over the diverse catchments, AReclimate change signal is very much
confined and similar for almost all of the modeld even those RCMs who particularly
disagree with regard to P and E in the control fatmns (see, e.g., the annual P-E in Figure
14, upper panel), the A2 signal in the river runsffargely constrained by each of the models
(Figure 14, lower panel). This provides some caenfizk in the future projections even if only
a few of the 10 RCMs are considered.

PRUDENCE 1961-90: P-E
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Figure 14 Annual mean P-E (precipitation minus evapotransipina= runoff) for the control period 1961-
1990 (upper panel) and annual mean changes inl@®€r(panel) over the catchments of Baltic Sea,
Danube and Rhine. In the upper panel, the obsdveaorresponds to the observed climatological

discharge.

Further PRUDENCE studies focusing on the hydrolalgaycle over specific catchments
comprise studies on the Lule rivgeraham et al. 2007a), the Baltic Sea, Bothnian Bay and
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Rhine Graham et al. 2007b), Baltic Sea and Danulddirschi et al, 2007; other European
rivers were combined into three large-scale domaitiee Baltic Sea, Kjellstrom and
Ruosteenoja2007), and the Rhinevgn den Hurk et al.2005). In additionVidale et al.
(2007) analysed the projected increases in CeBuredbpean summer climate variability and
found some evidence that the change in variahiliy be linked to the dynamics of soil-
moisture storage and the associated feedbackemutface energy balance and precipitation.

How RCM predictions behave using different scersaramd different GCM forcing is
currently being investigated within ENSEMBLES. Hettewill be of interest to determine
whether using several RCMs with different GCM fags actually results in more confidence
in the overall results. First results consideriwg different scenarios and two different GCM
forcings were obtained with the RCM RCARgisanen et al 2004) within the PRUDENCE
project. Here, the four simulations agreed on aeg@nincrease in precipitation in northern
Europe especially in winter and on a general dser@a precipitation in southern and central
Europe in summer, but the magnitude and the gebgappatterns of the change differ
markedly between the two GCM forcinggowell (2006) made an initial attempt to estimate
the uncertainty that arises from typical variatiom®CM formulation, focussing on projected
changes in surface air temperature and precipitater the UK. It was found that the largest
source of uncertainty, for both variables and insehsons, is the formulation of the forcing
GCM.

Within PRUDENCE,Rowell (2005) firstly analysed the results of a 3 meméesemble
(3*control, 3*A2 scenario) of 30 year time slicemsilations conducted with the GCM
HadAM3P Pope et al 2000) regarding statistical significance of padgd seasonal changes
in temperature, precipitation and snow mass ovemofgs Here, the mean precipitation
anomalies in the future scenario are dominatedirdoorder and in all seasons) by a large-
scale pattern of enhanced precipitation in theharid reduced precipitation in the south.
However, the boundary between these two regimgdays a sizable annual cycle, such that
it is located at about 40 in winter, 45N in spring, 60N in summer and 5B in autumn.
The very recent WATCH-related study ldhgemann et al.(2009) used an ensemble of 12
transient coupled atmosphere-ocean GCM simulatigfeontrol, 3 for each of B1, A1B and
A2) of ECHAM5/MPIOM and 8 RCM simulations (3*contro3*A1B, 1*B1, 1*A2) of
REMO to investigate how robust the projected changehe hydrological cycle of the MPI-
M climate models are compared to the natural ckmadriability as represented in these
models. The study also addresses the question aihité robustness of the climate change
signal differs between the GCM and the RCM forcgdhe GCM, thereby focusing on large
European catchments. It was found that the bettecrgption of surface processes, higher
resolution and non-linear scale interactions in R@M gives a better representation of
present day climate and hence a more credible ®ictzange projection than the GCM. This
is even along the lines of thoughts provided in HREC AR4 global and regional climate
change chapterdRCC, 2007). Over the Baltic Sea catchment, the RCM drasmproved
representation of the land sea contrast, and, hang@oved related moisture transport
processes between water and land areas. Over thgBand Rhine catchments, the better
distribution of soil moisture leads to an improveg@resentation of soil moisture feedbacks to
the atmosphere. The latter is shortly illustratethe following.

Over the Danube (see Figure 15) and Rhine catclaneaticeable differences in the
robustness of the climate change signals betwee@®@M and RCM simulations are related
to a stronger warming of about 1 K projected by @@M in the summer. This is associated
with a stronger projected summer drying in the tedchments (see Figure 15 for Danube
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precipitation changes). Figure 16 shows that theplesl GCM ECHAM5/MPIOM has a
relatively strong summer drying problem in bothcbatents in the control period 1961-1990,
which is consistent with the behaviour of the atpimsic GCM ECHAMS5 forced by
observed SST, as shown for the DanubeéHagemann et al. (2006)The problem is much
less pronounced in the RCM, which even shows soreeestimation of summer rainfall over
the Rhine catchment. Within PRUDENCE, result$iafemann and Jacob (2007indicated
that the use of RCMs can overcome problems thativand GCM might have with the
representation of local scale processes or paramedtens. This supports that the RCM has
the potential for an improved simulation of soil istare feedbacks to the atmosphere, which

in turn leads to the lower projected summer timemwag and drying than projected by the
GCM.
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Figure 15 Monthly mean temperature (upper panels) and ptatipn (lower panels) changes (2071-2100
compared to 1961-90) over the Danube catchmentogegbed by the GCM ECHAM5S/MPIOM (left panels)

and the RCM REMO (right panels). Max Std denotesntiaximum spreafi for the corresponding
ensembles.
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1961-90 Precipitation: Danube catchment (GPCP: 1979-99) 1961-90 Precipitation: Rhine catchment (GPCP: 1979-99)
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Figure 16 Observed (GPCC and GPCP data) and simulated magriklymble mean precipitation over the
Danube (left panel) and Rhine (right panel) catafinfier the control climate 1961-90. Note that fd?GP,
data for the control climate were not availabldtsd the period 1979-99 was used. It was chosshdw

both observations to reflect the uncertainty ircypiéation datasets.

5.3. Changes in hydrological extremes

Extremes in the hydrological cycles mainly involegtreme (high or low) precipitation
events. The assessment of changes in the risktaghes precipitation events must take into
account the fact that these are governed by diftephysical constraints than the time-
averaged precipitation response (den and Ingram 2002). As a result, a change in the
risk of extreme high precipitation may emerge befarchange in mean precipitation (e.g.
Hegerl et al, 2006). Thus, the methods to detect and quamtignges in hydrological
extremes and their significance must use diffetechniques than the investigation of
changes in the mean. Especially for the assessmhehtinges in hydrological extreme events,
a probabilistic framework is required as these &dxelong to the tails of the frequency
distribution where the number of occurrences isimower than in the middle.

Research on climate extremes and their future dpugnt is still in its infancy, although
there has been a large recent increase in theablaidnalyses of changes in extremes. This
allows for a more comprehensive assessment for negsbns, especially concerning heat
waves, heavy precipitation and droughts. Despiedtadvances, specific analyses of models
are not available for some regions; in particy@ojections concerning extreme events in the
tropics remain uncertain. The difficulty in projexj the distribution of tropical cyclones adds
to this uncertainty. Changes in extra-tropical oyels are dependent on details of regional
atmospheric circulation response, some of whicharemancertainChristensen et gl2007b).

Several recent European projects have partialliplty concentrated on future changes in
climate extremes over Europe, three of them havendd a cluster: PRUDENCE (see
Beniston et a) 2007 as well as Sect. 2.2 and 5.2), MICE (Madglthe Impact of Climate
Extremes; Hanson et al 2007) and STARDEX (Statistical and Regional Dyical
Downscaling of Extremes for European Regions; geg, Goodess et gl 2007). MICE
considered the potential impacts of climate chamge@ range of economic sectors important
to specific regions, thereby focussing on changesemperature, precipitation and wind
extremes. The research programme had three mamethe the evaluation of climate model
performance, an assessment of the potential fetumages in the occurrence of extremes, and
an examination of the impacts of changes in extseamesix activity sectors using a blend of
quantitative modelling and expert judgement techesg STARDEX has provided a rigorous
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and systematic inter-comparison and evaluation tafissical, dynamical and statistical-
dynamical downscaling methods for the constructadnscenarios of extremes. It has
identified the more robust techniques that aremenended for the use in assessment studies
of future changes in extremes. The research optbect cluster on extremes is continued in
ENSEMBLES.

Due to their coarse resolution, GCMs are genetefly suitable to quantify extremes. They
may be used to consider the future developmenpedic large scale indices, such as, e.qg.
done bySillmann and Roeckng€R008). But for a detailed analysis of extremes Hre often
spatially highly resolved, the use of downscalioglé, such as RCMs, is necessary. However,
the current generation of GCMs and RCMs is unablerdliably reproduce historical
hydrological extremes (with considerable variapilih the prediction of rainfall patterns,
differences between climate models and betweemrrdiit ensemble members of the same
climate model). Here, WATCH (Figure 13) will bririggether advanced statistical analysis
tools to handle downscaling, uncertainty, vulndighispatial and temporal patterning and
attribution through advanced fingerprinting teclugg (e.gAllen and Tett1999). WATCH
will further the development of new methods of atitay relevant means, extremes and
uncertainties from climate model output for the usiture drought and flood assessments.

Related to WATCHPBoberg et al (2007, 2008) have studied a methodology for assgs
the skill of a RCM in describing the full distriboih of intensities of a climate variable, such
as precipitation, and the projected change in isieiloutions for an A2 climate scenario using
the PRUDENCE RCM simulations. They found that mokthe RCMs perform well in
describing the distribution of precipitation, with skill of around 0.8-0.9, where one is a
perfect score and zero is no skill at all. ForREMs, the comparison of the A2 scenario
precipitation distributions with the control shoasshift to more extreme intensities, and a
statistical study showed the changes in the shifig significant up to extreme precipitation
intensities of about 60 mm/day. The crossing pdiatween a reduction of the lower
precipitation intensities and an increase in thghéi intensities is quite constant for the
different RCMs (except for one).

The understanding of droughts (terrestrial process®l associated spatial and temporal
pattern development, sékallaksen and van Laner2004) and the skills to forecast and
predict droughts have substantially lagged behiedetbpments in flood-related areas. The
propagation of dry or wet anomalies through therblgdical cycle causes a deviation
between the characteristics (onset, duration, ggyef a meteorological anomaly, a soil
moisture anomaly and a hydrological anomaly (grewatdr, surface water). The significance
of the hydrological processes may vary as a functd the climatological regime and
physical catchment structure (soils, hydrogeolagy is still not well understood (elgeters
et al, 2003). Advancing on these issues is one of bjectives of WATCH. Methods exist at
regional scales to estimate the probability of ecefr area to be affected by a drought of a
given severity, and to derive severity-area-fregyenurves to assign return periods for
historical events Hisdal and Tallaksen2003). In WATCH these will be extended from
regional to larger (global) spatial and temporalless and from droughts to also treat large-
scale floods in a similar analysis.

In order to validate models with regard to theipresentation of extremes, datasets are
required that have a high spatial and temporalluésa. Here, especially daily time series of
data are important, such as providedktgin Tank et al(2002) for precipitation and surface
air temperature over Europe. Even though daily thexees of hydrological data often exists,
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their availability is currently limited in many riegs of the world. Thus, it must be an aim of
science management and politics to improve the sadméty of these data for scientific
purposes.

5.4. Land use change

While the process of anthropogenic emissions duéossil fuel burning is fairly well
established in state-of-the-art climate model sanohs, up to now, the possible impact of
land use changes on the climate is mostly neglentehg-term climate simulation. Changes
in the land surface (vegetation, soils, water) ltexy from human activities can affect the
regional climate through shifts in radiation, clomabss and surface temperature. Changes in
vegetation cover affect surface energy and watkmbas at the regional scale, so that the
impact of land use change may be very significantte regional climate over time periods
of decades or longeDénman et a).2007).

Observations and model studies in tropical forbsige shown effects of changing surface
energy and water balance. For examplarengo and Nobr¢2001) found that the removal of
vegetation led to decreases in precipitation, etrapepiration and moisture convergence in
central and northern Amazoni@yama and Nobrg2004) showed that the removal of
vegetation in north-east Brazil would substantiallgcrease precipitation. Other model
studies indicated that increased boreal forestaesithe effects of snow albedo and causes
regional warming Penman et aj. 2007). Related to the latter, e.@fttel et al. (2008)
investigated the influence of changed vegetatiaidd on the projected regional climate over
the Barents Sea region in an off-line coupling expent with the RCM REMO and the
dynamic vegetation model LPJ-GUESSIt¢h et al. 2003). They projected a forest ratio
increase and a shift of the tree line to higheituales and latitudes caused by a warmer
climate with longer snow-free periods and growiegson lengths. The feedback effects to
the climate of these changes were one order of rualgnlower than the effects of the
greenhouse gas forcing. A further warming in speogld be attributed to the snow-albedo
effect, while a cooling in summer was dedicateathianges of roughness length, enhanced
transpiration and changes in surface albedo.

Especially regions located in or close to area$ witong climatic gradients may be very
sensitive to land use changes. These areas compog&al regions vulnerable to
deforestation as well as arid and semi-arid regiémghis respect, Africa is one of the hot
spot areas. So far, the effect of deforestation muliced vegetation cover in Africa has
mainly been studied with coarse-grid global climate@dels in the form of time slice
experiments and idealized forcing (see d-gddema et al 2005). With these coarse
resolution models, effects on the local and rediafimate can usually not be resolved. For
this purpose, RCMs are an adequate tool, suchras lojdPaeth et al(2008) for West Africa
who conducted long-term transient climate changeeements with the RCM REMO at 50
km resolution over West Africa where they forceckithsimulations with increasing
greenhouse-gas concentrations and land use chantje2050. Their results indicate that
significant future changes in the near-surface alenmay be caused by land use changes.

The BMBF project BIOTA-South (BIOdiversity monitag Transect analysis in Africa;
http://www.biota-africa.org/) is focussing in its” 3phase on South Africa and Namibia.
Future land use changes over South Africa will hewe main drivers: human kind and
climate. The projected future drying of the ared lead to soil degradation and an enhanced
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desertification. Anthropogenic changes are indunethanifold causes, such as deforestation,
agriculture and infrastructure development. In ordeinvestigate the impact of future land
use changes on the climate these changes shaltineated based on scenario of socio-
economic development of the considered region anthe projected local regional climate
changes obtained from REMO simulations conductedMBi-M (A. Hansler, personal
communication, 2008Koster et al.(2004) identified the Sahel zone as one of thespot
areas for the feedback of surface soil wetnessitisexjuent rainfall. This is also the focus of
the EU funded AMMA (African Monsoon Multidisciplima Analyses; https://www.amma-
eu.org/) project, which will produce new land sagaand atmospheric parameterizations for
the semi-arid region. In this semi-arid regionigation is not a major agricultural practice,
but an increase in dryland agriculture is possiWldch is sensitive to rainfall totals. A
previous study {aylor et al, 2002) showed that future likely changes in lander could
result in a reduction of nearly 10% in rainfall. eThUCID (Land Use Change, Impacts and
Dynamics) network aims at stimulating the jointe@sh on land use in East Africa and its
implications for land degradation, biodiversity, dan climate change
(http://'www.lucideastafrica.org).

Studies on land use change and its impact on @imgguire both observational land cover
datasets for the past and adequate projectionthéofuture land use. The current general
global land use and land cover datasets and tlens&actions of their changes (elein
Goldewijk 2001) are generally less accurate and of coagsetution than topic-wise datasets
such as: thdRC (2004) GLC 2000 land cover regional and globassifecations, the global
land cover categorisation compiled BPRI (2002), the Forest Resources Assessment of
FAO (2001), the global inventories of irrigated lar@lgbert and D6)I2001), etc. Therefore,
one task of the EU project WATCH is combining tlespective strengths of each of these
datasets to produce a single consistent high gualigh-resolution (5’) product. WATCH
will also provide projected land cover and land dssributions that will be derived on the
basis of aggregate land use scenarios, refleatjectories of the key driving forces.

Both land use datasets for the past and futurebeillurther used in WATCH for a number
of studies. The latter will be used in off-line mgtbgical model simulations forced by climate
model input. Here, the impact of the projected wopbgenic land use changes on the
hydrological cycle (e.g. river discharge) will bengpared to the impact of climate change
alone, so as to derive an assessment of the eelatiportance of these processes. This way,
the sensitivity of the global hydrological cycle $pecific changes at the land surface as
defined will be quantified. The impact of land-cow&hanges on the regional climate over
West Africa will be studied using the RCM RegCMGidrgi and Mearns 1999) with
improved land-surface parameterizations taken fiteenAMMA project. This will be used to
back up the evidence of a feedback from land-cavamnge to rainfall (see above). As a
specific land use, the feedback of irrigation ordinfall (ter Maat et al, 2006) will be
analysed by making regional and global studies. fliisé will concentrate on areas where
changes in irrigation coincide with areas of glohatspots for land surface — atmosphere
feedbacks. The impact and scale of the irrigatiorthe regional energy and water balances
will be quantified. The second will be made usingGLM including a simplified
representation of irrigation to identify any infhees beyond the region due to
teleconnections within the global atmospheric syste
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6. Summary

In this review the manifold possibilities how obssional data can be used to improve
climate models were presented, thereby it was fmtusn the hydrological cycle. Each
possibility was shortly discussed using referentmeshe current scientific literature. For
several of them, the accompanying personal refesemive detailed examples on how |
myself have contributed to the progress of reseamnchhis scientific area. These are
summarized in Sect. 6.1, which is followed by arsbatlook in Sect. 6.2.

6.1. Personal contributions

Several studies contributed to the task of modeluation using data for validation. The
models investigated comprise GCMs and RCMs asagale-analysis data.

For many variables, re-analysis datasets of pastagjinumerical weather forecasts
are good choices for the use as validation datagsnany observations are entering
the numerical weather forecast system via dataméasion. But regarding the
hydrological cycle the current re-analysis datawsle lot of problems, such as
shown byHagemann and Dumenil Gates(2001) for ERA15 and NCEP re-
analysis, and byHagemann et al.(2005) for ERA40. These studies raised the
awareness that not all re-analysis variables atelde as validation data.

In their catchment-oriented validation study on @@M ECHAMS5, Hagemann et
al. (2006)investigated the impact of model resolution onttigdrological cycle in a
suite of model simulations with varying horizongald vertical resolutions. It was
found that a higher model resolution is generaifyproving the simulation of the
hydrological cycle. Remarkably, in most of Eartlisajor river catchments, an
increasing vertical resolution turned out to be endweneficial than increasing
horizontal resolution.

A major contribution to the understanding of themsuwer drying problem
(Hagemann et al. 2001pver central and south-eastern Europe was provideith

is typical for many RCMs, and to a less extentss aisible in some GCMs. Within
the MERCURE projectHagemann et al. (2004onsidered the water and energy
cycles of five RCMs over the Danube catchment whéey noticed that the
summer drying problem was a major feature of aldet® except ARPEGE. They
found two different reasons for problems in the R€Mulations. For ARPEGE and
CHRM, the problems were related to deficiencies time land surface
parameterizations, while for HIRHAM, HadRM3H and R& systematic errors in
the dynamics appear to be causing the main errothe simulations over the
Danube catchmentHagemann and Jacob (2007)evaluated the simulated
hydrological cycle of the 10 PRUDENCE RCMs and fddhat the summer drying
problem showed up again in the multi-model ensemiman of precipitation over
the Danube catchment, as only two of the 10 RCMshdbhave this problem
(ARPEGE and RegCM3Hagemann et al. (20093howed that this problem is even
more severe in ECHAMS than in REMO. The exact reador the summer drying
problem are still not identified and are currentigder investigation in the EU
project CLAVIER fttp://www.clavier-eu.org/
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Several improvements of parameterizations and atialumethods were achieved.

This comprises improvements of the model simulatithy using new data for
boundary conditions at the land-surface interfa¢ere, Hagemann et al. (1999)
andHagemann (2002)utilized satellite based very high resolution datalerive a
global dataset of land surface parameters (LSRR)ishavailable for use in regional
and global climate modelling. The LSP2 dataset besn implemented in the
currently operational versions of the RCMs HIRHAEhfistensen et g§|1996) and
REMO @acoh 2001) as well as in the global ECHAM5 modRlogckner et al.
2003).

It also comprises the improvement of model paranzetigons using new data as
done in the study dflagemann and Diumenil Gateg2003) where the of use the
LSP2 soil water capacities at a very high resofutead to the improvement of the
Arno scheme, which is a surface runoff parametgaaascheme that is widely used
in climate research. The improved Arno scheme here operational in the
REMO model since Vs. 5.7.

With respect to the data evaluation using re-amalyata and/or independent model
results,Hagemann et al. (2003apive an example for this usage of model data.
They have retrieved IWV from surface based GPS areasents of zenith path
delay Gendt 1999). Although the main objective of the studgswo assess the
usefulness of global GPS measurements for climatitoring and model
validation, they highlighted that also the analyzields from the ECMWF
operational analyses can be used to identify eirotie GPS derived data and to
identify areas where the GPS data are less rel¢vamse. In addition, areas were
identified where the ECMWF numerical model usedtfiar operational analyses has
insufficient resolution to describe the water vapprofile due to sharp climate and
weather boundaries.

Model evaluation procedures may be enhanced dithextending a model to make
use of more observations for the evaluation, ousiyng new methods to improve
data or their usability for model evaluation.

» Firstly, in order to utilize river runoff data, thequirement is that the climate
model can be coupled to a discharge model (onffine). For the MPI-M
climate models ECHAM and REMO this has been achiewégh the HD
model Hagemann und DUmenil, 1999 For the ERA15 and NCEP re-
analyses the direct application of the HD model watspossible so that the
Simplified Land surface (SL) scheme was used tcutae the required
input fields for the HD model from the re-analysisne series of
precipitation and 2 m temperatutdaggemann and Dumenil Gates, 2001

» For the latter, this can be achieved by applyingcde algorithms or even
models from other disciplines to the observatiateth. The first means the
utilization of observations by deriving quantitigem the data that are also
simulated by a climate model. In this respdé¢ggemann et al. (2003a)
developed a method to retrieve IWV from surfaceedaSPS measurements
of zenith path delay (see also above). As an exani@l the second,
Hagemann et al. (2005have shown that the application of the SL scheme

- 46 -



(Hagemann and Dumenil Gates, 20030 the ERA40 data has lead to an
improved simulation of annual evapotranspiratiord aonoff over many
large catchments of the globe.

A major effort to access uncertainties in regiarimhate modelling was undertaken.

 Within PRUDENCE, Hagemann and Jacob (2007)valuated the simulated
hydrological cycle of the 10 RCMs and the reductidmincertainty by their multi-
model ensemble mean over the catchments of thecBad¢ta (land area only),
Danube and Rhine. They found that despite of thgeldifferences in the control
simulations of the RCMs, where the performancéhefRCMs is different over the
diverse catchments, the A2 climate change signalery much confined and
similar for almost all of the models. And even #hd®CMs who particularly
disagree with regard to P and E in the control fatmans, the A2 signal in the
river runoff is largely constrained by each of tm@dels. This provides some
confidence in the future projections even if onlyfeav of the 10 RCMs are
considered.

» The very recent WATCH-related study Bgemann et al. (2009)nvestigated
how robust the projected changes in the hydroldgigele of the MPI-M global
and regional climate models are compared to tharalatlimate variability as
represented in these models. The study also addrékse question whether the
robustness of the climate change signal differsvéenh the GCM and the RCM
forced by the GCM, thereby focusing on large Euampeatchments. It was found
that the better description of surface processgheh resolution and non-linear
scale interactions in the RCM gives a better repriegion of present day climate
and hence a more credible climate change projethian the GCM. This is even
along the lines of thoughts provided in the IPCC4AdgRobal and regional climate
change chapterdRCC, 2007). Over the Baltic Sea catchment, the RCM dras
improved representation of the land sea contrast, hence, improved related
moisture transport processes between water anddigas. Over the Danube and
Rhine catchments, the better distribution of sodisture leads to an improved
representation of soil moisture feedbacks to theaphere.

6.2. Outlook

In the final section before the summary, challengese highlighted that climate change
research is currently facing within the area os treview. These challenges make clear that
the necessity to use observational data for climaidel improvement has not come to an end
but is rather enhanced. This is caused by the sixtenof climate models with further
compartments of the Earth system (development dfi&3and use) as well as setting the
focus on climate characteristics beyond the meath standard deviation (uncertainty,
extremes).

Consequently the ground is set for the use of tlde wange of observational data that are or
will be provided by various satellite missions thatently have been or soon will be
launched. An overview of these missions is giventhe Earth Observation Handbook
(http://'www.eohandbook.com/) provided by the Contegiton Earth Observation Satellites
(CEOS) and the European Space Agency (ESA). Bshauld not be forgotten to further
maintain the existing network of meteorological ahgdrological stations as only the
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interplay between conventional and satellite meaments can provide the observational
framework that is required for a comprehensive atemmodel improvement.
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List of abbreviations

AMIP Atmospheric Model Intercomparison Project

CMAP CPC Merged Analysis of Precipitation

CRU Climate Research Unit

DEM Digital Elevation Model

ECMWEF European Centre for Medium-range Weather ¢aste

ECHAMS Atmospheric GCM operational at MPI-M

EMIC Earth system Model of Intermediate Complexity

ERA15 ECMWEF 15-years re-analysis (1979-1993)

ERA40 ECMWEF 40-years re-analysis (1958-2001)

ESM Earth System Model

GCM General Circulation Model

GEWEX Global Energy and Water Cycle Experiment

GHG Green House Gas

GLACE Global Land-Atmosphere Coupling Experiment

GPCC Global Precipitation Climatology Centre

GPCP Global Precipitation Climatology Project

GPS Global Positioning System

GWSP Global Soil Wetness Project

HD model Hydrological Discharge model

IGBP International Geosphere-Biosphere Program

IPCC Intergovernmental Panel on Climate Change

ISLSCP International Satellite Land-Surface Clinhagg Project

WV Integrated Water Vapour

MERCURE Modelling European Regional Climate: Untknding and
Reducing Errors, EU project

MODIS Moderate Resolution Imaging Spectroradiometer

MPI-M Max Planck Institute for Meteorology

NAO North Atlantic Oscillation

NCEP National Centers for Environmental Prediction

PRUDENCE Prediction of Regional scenarios and Uacgdres for Defining
EuropeaN Climate change risks and Effects, EU ptoje

RCM Regional Climate Model

REMO RCM operational at MP1-M

SL scheme Simplified Land surface scheme

SST Sea Surface Temperature

WATCH WATer and global Change, EU project

WCRP World Climate Research Programme
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