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A B S T R A C T
This paper describes the potential effects of present-day aerosol pollution from North America (USA, Canada) on the
climate of the North Atlantic region. The study has been performed by applying the comprehensive atmospheric general
circulation model ECHAM5-HAM, which is coupled to a mixed-layer ocean with an embedded thermodynamic sea
ice module. The model includes a microphysical aerosol model (HAM), which allows for the assessment of aerosol
impacts on climate. Sulphate, black and organic carbon, sea salt and mineral dust are considered as aerosol species. Two
equilibrium simulations with two different aerosol pollutant scenarios are compared for each season. We investigate the
effect on radiation, temperature, hydrological quantities and dynamics, when human-induced aerosol emissions from
North America were omitted. The decrease of both direct and indirect aerosol effects induces a positive change in top
of the atmosphere (TOA) radiative fluxes resulting in an overall warming in the whole region. Our results demonstrate
the vulnerability especially of the Arctic to the reduction in aerosol load. For fall we find an increase in precipitation
over the North Atlantic, associated with a tendency to a larger number of cyclones with high-pressure gradients and a
higher frequency in storm days.

1. Introduction

Climate models indicate globally increasing temperatures due to
the anthropogenically induced greenhouse warming. However,
the emission of heat-trapping gases like carbon dioxide is not the
only climate-forcing factor caused by human activities. Aerosol
particles are thought to contribute to climate change as well.
They scatter and absorb solar radiation, hence affecting the ra-
diative transfer through the atmosphere. Moreover aerosols act
as cloud condensation nuclei (CCN) and thus influence cloud
microphysics.

Aerosols like sea-salt particles, mineral dust, sulphate and or-
ganic carbon mainly scatter radiation, which causes a cooling of
the Earth’s surface. Black carbon, however, absorbs radiation and
has thus a warming effect on climate. In particular, the sulphate
and black carbon aerosol cycles, which appear to have a pro-
nounced climate effect (Haywood and Boucher, 2000; Liepert
et al., 2004; Lohmann and Feichter, 2005), are strongly per-
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turbed by anthropogenic emissions. Emissions of carbonaceous
and sulphate aerosols originate particularly from combustion of
coal, oil and biomass. The aerosol population evolved consists
of a spatially inhomogeneous and complex mixture of sulphates,
organic carbon and black carbon, which can both absorb and re-
flect incoming sunlight, thus exerting both cooling the surface
and warming the atmospheric layers. Whether the aerosols ex-
ert an overall warming or a cooling effect depends not only on
the chemical composition and the size distribution of the par-
ticles, but also on the albedo of the underlying surface. Thus,
a quantification of the aerosol’s contribution to climate change
is highly complex (e.g. Stier et al., 2007). In addition, aerosol
cycles depend on the climate state, as aerosol and water cycles
are tightly coupled (Feichter et al., 2004). Thus, quantification
of the impact of aerosols on climate is hampered by several un-
certainties. Aerosols influence not only climate but cause also
a variety of adverse health impacts (WHO, 2003). Therefore,
aerosol emissions are largely policy regulated so that many re-
gions that have encountered large increases in aerosol emissions
in the past, have reversed this trend towards decreasing aerosol
emissions (Cofala et al., 2007).

Transport and removal of aerosols as well as chemical trans-
formation processes are controlled by regional weather condi-
tions and—from a long-term perspective—by the mean seasonal
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climate conditions. In this model study, we investigate the role of
anthropogenic aerosol pollution (due to emissions from energy
production, industries, traffic and households) in North America
on the North Atlantic climate. The climate of the North Atlantic
is known to exhibit a considerable naturally driven variability
over a wide range of time scales. Aerosols that are transported
by the mid-latitude westerly winds from North America across
the Atlantic Ocean may have impacts on local weather systems
and the climate state in the Atlantic–European region, and vice
versa.

We are especially interested in possible changes in top of the
atmosphere (TOA) radiative fluxes and temperature distribution
resulting probably in a modified atmospheric circulation due to
anthropogenically produced aerosol pollution emitted from the
North American continent. For that purpose we compare two
equilibrium simulations performed with the global general circu-
lation model ECHAM5 (Roeckner et al., 2003) extended by the
microphysical aerosol model HAM (Stier et al., 2005). In a ref-
erence simulation all present-day aerosol emissions are consid-
ered. The second simulation assumes the hypothetical case that
all anthropogenic aerosol and aerosol precursor emissions orig-
inating in North America are zero. Volcanic emissions are ex-
cluded as well. The study mainly aims at comparing the different
scenarios. We describe the model and our methods in Section 2,
and present the results in Section 3. The work is summarized
and concluded in Section 4.

2. Methods

2.1. Climate model

The simulations reported here were conducted with the global
atmospheric general circulation model ECHAM5 developed at
the Max Planck Institute for Meteorology, Germany (Roeckner
et al., 2003). The atmospheric model is extended by a complex
microphysical aerosol model HAM (Stier et al., 2005). The at-
mospheric horizontal resolution is T63 in spectral space which
corresponds to about 1.8◦ × 1.8◦ on a Gaussian grid. The ver-
tical resolution of 31 levels extends from the surface up to 10
hPa. ECHAM5-HAM is coupled to a mixed-layer ocean includ-
ing a thermodynamic sea-ice module (Roeckner et al., 1995).
In this simplified ocean model the oceanic heat transport is pre-
calculated as monthly mean values in order to generate present-
day sea surface temperatures as observed, whereas the sea sur-
face temperatures and the sea ice are responding to the applied
forcings.

In the microphysical aerosol model HAM, the following ma-
jor aerosol compounds in the atmosphere are considered: sul-
phate (SO4), black carbon (BC), organic carbon (OC), sea salt
and mineral dust. HAM provides a prognostic treatment of the
size-distribution, aerosol composition and mixing state of the
different aerosol types for a superposition of seven log-normal
modes (Vignati et al., 2004). It treats gas-phase and cloud liquid-

phase sulphur chemistry, the nucleation of new sulphate particles
and condensation of sulphate on pre-existing particles, coagu-
lation, the transfer of particles from the insoluble to the solu-
ble modes, and the thermodynamic equilibrium with the wa-
ter vapour. Processes like wet and dry aerosol deposition and
sedimentation are treated interactively dependent of the aerosol
composition and size. An aerosol-cloud microphysical scheme is
included in the HAM model, which accounts for the semi-direct
and indirect aerosol effects on large-scale (stratiform) clouds
(Lohmann et al., 2007). The different aerosol fields interact with
the radiation processes considered in ECHAM5.

The emissions of sulphur dioxide (SO2), BC and OC are
prescribed. Emissions of sea salt, mineral dust and Dimethyl-
sulphide (DMS) from the marine biosphere are calculated inter-
actively. In order to determine the formation of sulphate from
DMS and SO2 through oxidation processes, a sulphur chemistry
scheme (Feichter et al., 1996) is applied which uses prescribed
offline oxidant concentrations (Dentener et al., 2005; for more
details see also Kloster et al., 2008).

A full evaluation of model performance is beyond the scope
of this study. ECHAM5-HAM has been evaluated in detail with
respect to aerosol and aerosol-cloud physics (Stier et al., 2005;
Lohmann et al., 2007). Our study applied an identical emis-
sion inventory (Cofala et al., 2007) as described in Kloster et al.
(2008). For an evaluation of the model, Kloster et al. (2008) have
compared the simulated aerosol surface concentrations for SO4,
BC and Particulate Organic Matter (POM) with observations
from the EMEP (http://www.emep.int) and the IMPROVE net-
work (http://vista.cira.colostate.edu/improve/) for the year 2000.
They overall found a good agreement, but an underestimation
of simulated BC and POM surface concentrations over North
America, which they relate to uncertainties in the emission in-
ventory. As a consequence, the climate response to the omission
of aerosol emissions from North America is likely to be on the
lower side in the current study.

2.2. Simulation set up

We use ECHAM5-HAM for two equilibrium climate simula-
tions with two different aerosol pollutant scenarios. Aerosol
emissions, aerosol precursor emissions and greenhouse gas
(GHG) concentrations fixed at ‘year 2000’ values are prescribed
in both simulations and kept constant during the whole model
run. We use several decades to derive seasonal statistics of the
model climate. Using equilibrium simulations is statistically the
most robust method to investigate the response of the climate
system, since they capture the climate variations on annual and
decadal timescales.

Our reference simulation (which has been performed earlier
by Kloster et al., 2009) has been run over 100 yr (referred to
as CTRL in the following). For the anthropogenic emissions of
SO2, BC and OC a recently designed aerosol emission inventory
provided by International Institute for Applied System Analysis

Tellus 62A (2010), 4



NORTH AMERICAN AEROSOL POLLUTION CLIMATE IMPACTS 581

(IIASA) has been adopted (Cofala et al., 2007). For this study,
seasonal means over the last 30 yr of CTRL have been anal-
ysed. For comparison with CTRL we have performed an addi-
tional equilibrium simulation (referred to as EXP). In contrast to
CTRL, in simulation EXP the anthropogenic aerosol emissions
originating from combustion of fossil fuel (i.e. from energy pro-
duction and industries, traffic and households) in North America
(USA and Canada) are set to zero. Different from CTRL, here
global volcanic sulphur emissions are excluded as well. The con-
sideration of background volcanic sulphur emissions in CTRL
contributes only a small uniform shortwave direct radiative forc-
ing in our region of interest (cf. Graf et al. 1997, their fig. 6b).
Compared to the impact of anthropogenic aerosols from North
America, the contribution of volcanoes over the region investi-
gated in this study is not important. The simulation EXP has been
set up on the CTRL simulation, with the starting year chosen
arbitrarily, and has been run for 50 yr. After 20 yr an equilib-
rium state was reached. We analyse seasonal means over the last
30 yr of this simulation.

According to this simulation set up, the reference simulation
CTRL is representing the ‘present-day’ climate, and simulation
EXP with suppressed man-made aerosols from North Amer-
ica represents the ‘perturbed’ case. Our analysis is based on
the differences (EXP-CTRL) between the seasonal means1 of
both simulations. The interactively calculated natural emissions
(DMS, sea salt and dust) differ only slightly between CTRL and
EXP and are not further discussed. The significance of the dif-
ferences between both 30 yr means is tested by the application
of a Student’s t-test at the 95% level.

2.3. Determination of storm frequency and cyclone
tracking method

In Section 3.4, we analyse results obtained by an assessment of
cyclone counts based on surface pressure (described later in this
section) and the frequency of ‘storm days’, determined on the
basis of maximum 10m wind speed data (Fischer-Bruns et al.,
2005). This measure of storm frequency serves as a proxy for
wind regimes and, in a broader sense, also for cyclonic activity.
With this approach we avoid assumptions that have to be made
when devising cyclone-tracking algorithms, as described below
for the method used here. The simulated maximum wind speed
data are accessible in a high temporal resolution. They are de-
termined by the model every 30 min and compared internally
with the preceding value. The respective maximum over 6 h is
finally available as model output. We then determine the maxi-
mum value for each day at every grid point. As a threshold for
‘storms’ we use per definition the lower limit of the World Me-
teorological Organization (WMO) Beaufort wind speed scale of
8 Bft (17.2 ms−1). In our notation a ‘storm day’ is counted if the

1The notation is: MAM for Northern Hemisphere spring, JJA for sum-
mer, SON for fall, and DJF for winter.

daily near-surface maximum wind speed reaches or exceeds this
threshold. The total mean number of storm days is determined
for each season.

Cyclones are detected and tracked by an approved cyclone-
identification algorithm developed by Blender et al. (1997). The
method is based on the detection of a local minimum in the sea
level pressure field or geopotential height field. For this study
mean sea level pressure is chosen. The following assumptions
have to be made. To avoid spurious detection, only minima per-
sisting at least 2 d are detected. Furthermore the mean pressure
gradient has to exceed at least 6 hPa/1000 km (corresponding
roughly to a mean horizontal geopotential height gradient of
50 gpm/1000 km). Cyclone densities are obtained by determin-
ing the occurrences of pressure lows, which are counted at each
time step (6 h as well), even if they remain at the same grid point.
The cyclone density describes the number of pressure minima
detections normalized by the number of time steps and the lat-
itude dependent area associated with the resolution (here T63).
The result is given in units per 10002 km2 (∼5◦-latitude circle)
multiplied by 100, and describes the occupation of this area by
one ore more cyclones in percentage (e.g. a cyclone density of
100/10002 km2 would denote the permanent occupation of this
area by one cyclone during the whole simulation period). For
more details we refer to Sickmöller et al. (2000).

3. Results

The difference in aerosol and aerosol precursor emissions be-
tween EXP and CTRL are discussed in the following sec-
tion. Here we show (Fig. 1) annual means for CTRL on the
global scale and the region with non-zero emission differences
(EXP-CTRL), which is North America, according to our sim-
ulation set-up described in Section 2.2. In all further discus-
sion (Figs. 2–6) we focus on seasonal (MAM, JJA, SON, DJF)
changes in the North American/North Atlantic/European region
(180◦W–60E◦, 0◦–90◦N). Figure 7 displays histograms related
to characteristics of North Atlantic cyclones for autumn and
winter (SON, DJF).

3.1. Emissions and aerosol optical depth

The experimental set up is demonstrated in Fig. 1. It shows an-
nual means of the anthropogenic emissions of SO2, BC and OC
as prescribed in the reference simulation CTRL on a global scale
and the resulting differences between EXP and CTRL for North
America (180◦W–20◦W). Due to the limited oxidant concentra-
tion for winter, the oxidation of SO2 generally yields the largest
amount of sulphate for summer (cf. Roelofs et al., 2006). More-
over, during summer, the SO2 is distributed over a larger volume
of air that also has higher oxidant availability making its trans-
formation more rapid (Rasch et al., 2000). As a result, the dif-
ferences between EXP and CTRL in sulphate burden are largest
for summer (not shown), whereas the differences are smallest
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Fig. 1. Upper panels: global anthropogenic emissions of SO2, BC and OC as prescribed in CTRL. Lower panels: differences (EXP-CTRL) in
emissions for the Northern hemispheric sector due to the omission of anthropogenic aerosol and aerosol precursor emissions from North America in
simulation EXP. All panels show annual means (gm−2 yr−1).

for winter. Since the amount of aerosol in the atmosphere can
also be characterized by the aerosol optical depth (AOD), we
show seasonal differences between both simulations in terms
of this quantity (Fig. 2, left-hand column). AOD is defined as
the integrated extinction coefficient over the entire height of the
atmosphere and expresses the degree to which aerosols prevent
the transmission of incident light, mainly by scattering. In sim-
ulation EXP, the AOD is generally smaller due to the smaller
aerosol load compared to CTRL. In accordance with the aerosol
burden, significant differences in AOD are largest for summer,
especially over the source regions of anthropogenic SO2 emis-
sions. The aerosol absorption optical depth (AAOD), which is
shown in addition, is a measure that accounts for the extinc-
tion by absorption only. Differences in AAOD are mostly due
to differences in BC burden (Fig. 2, right-hand column). They
are significantly negative for all seasons, predominantly over the
industrial regions of America, and largest for summer.

3.2. Changes in radiative fluxes

The changes in the TOA radiative fluxes due to the reduced
aerosol emissions in EXP are calculated as the difference be-
tween the perturbed simulation EXP minus the reference sim-
ulation CTRL. We note that this method according to Kloster
et al. (2008, 2009) is not in accordance with the standard IPCC
definition of radiative forcing (Forster et al., 2007), which does
not allow enabling feedback mechanisms. In our study, however,
aerosol-cloud feedbacks are considered.

The resulting changes in clear-sky TOA radiative fluxes and
all-sky TOA radiative fluxes between both simulations are deter-
mined by computing the differences (EXP-CTRL) in TOA net
solar radiation under cloud-free and cloudy conditions (Fig. 3,
left-hand and middle column). Positive differences in clear-sky
net TOA radiative fluxes (left-hand column) are due to less at-
mospheric backscattering of solar radiation on the one hand. On
the other hand they are associated with less reflection due to
surface albedo changes. Since the climate in EXP is warmer,
a larger retreat of Arctic sea ice in comparison to CTRL oc-
curs, associated with a reduction in albedo. This effect seems
to dominate, since the largest positive differences in TOA ra-
diative flux changes are found for spring and summer over the
Arctic regions. They are reflecting the differences in ice margins
between both simulations.

In addition, changes in TOA radiative fluxes exist due to
indirect effects, namely feedbacks resulting from the interaction
between cloud and aerosol properties. Due to the pollution of the
atmosphere by aerosols, the cloud properties can change. Since
aerosol particles act as CCN, more droplets are formed and the
average drop size decreases (under the assumption of fixed liquid
water content, i.e. if feedback mechanisms are zero). Polluted
clouds with more and smaller droplets are more reflective and
have a larger lifetime, since it takes more time for small droplets
to coalesce into droplets that are large enough to precipitate. The
changes in all-sky TOA radiative fluxes (i.e. if cloud effects are
considered) is positive in large regions over the Atlantic Ocean
(Fig. 3, middle column). This forcing is largest for summer due
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Fig. 2. Seasonal differences (EXP-CTRL) between both simulations in aerosol optical depth (AOD), and aerosol absorption optical depth (AAOD),
both referring to a mid-visible wavelength of λ = 550 nm [dimensionless units]. Units for AAOD are multiplied by a factor of 100. Areas where the
differences are not statistically significant at the 95% level are masked white.

to most sunlight in this season, but possibly also due to a reduced
cloud cover in EXP, as will be discussed in the following section.

Depending on the spatial non-uniformity and intermittency of
the aerosol sources, the short atmospheric lifetime of the parti-
cles and microphysical and chemical interactions, the combined
effects of the directly and indirectly induced changes in TOA
radiative fluxes due to aerosols are generally characterized by
large spatial and temporal heterogeneity. All these mechanisms
obscure the detection of anthropogenic influence on the highly
non-linear climate system. The temperature response and the
response of hydrological variables to the reduced aerosol emis-
sions are discussed in the following section as well.

3.3. Response of temperature and hydrological
quantities

As has been shown in the last section, the overall net impact
of the aerosols on the seasonal climate in the North Atlantic
region is an enhancement of the backscattering of solar radia-
tion associated with a surface cooling effect. According to our
model set-up, and since we determine differences EXP-CTRL
(and not vice versa), this effect is apparent by positive differ-
ences, i.e. by a warming. Figure 3 (right-hand column) shows
the geographical distribution of 2 m temperature difference be-
tween both simulations. It is obvious that the Arctic region is the
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Fig. 3. Seasonal differences (EXP-CTRL) between both simulations in clear-sky and in all-sky net TOA radiative fluxes (Wm−2). (The annual
global difference (EXP-CTRL) in all-sky net TOA radiative fluxes is 1.17 Wm−2). Right-hand panel: seasonal differences (EXP-CTRL) in 2 m
temperature (K). Areas where the differences are not statistically significant at the 95% level are masked white.

most vulnerable region especially for winter, when ice and snow
cover is affected by the warming, as has been already addressed
in the previous section.

In simulation EXP, fewer aerosols are emitted, resulting in
less CCN. As a consequence, fewer clouds with less, but larger
cloud droplets form. Thus, in EXP clouds have a shorter lifetime
and a lower cloud albedo. This influences the radiation budget
at the TOA and accounts for a warming effect as discussed be-
fore. Since the climate in EXP is warmer than in CTRL, more
evaporation takes place, primarily from the oceans (Fig. 4, left-
hand column). An increase in water vapour can, again, produce
more warming through an enhanced greenhouse effect, and this
warming can further enhance evaporation. However, it is not ob-
vious that in a warmer climate and with larger evaporation cloud
cover increases. Here, apparently due to changes in atmospheric
circulation and stability, we find predominantly less cloud cover
in EXP (Fig. 4, right-hand column). This is in accordance with
the results of most general circulation models, which generate

fewer clouds in a warmer climate. Generally, the variability in
cloud cover is large. In our study, significant differences in total
cloud cover are small and can be found only over small areas
for all seasons. Differences over the Atlantic Ocean are most
obvious for fall.

As shown in Fig. 5 (left-hand column), for all seasons we
find a significant reduction in vertically integrated cloud water,
mainly over the Atlantic Ocean. This quantity is a measure for
the precipitable water in the clouds. Largest differences occur
for summer, where the difference in sulphate burden is largest
(expressed in terms of AOD, Fig. 2, left-hand column). Yet,
the differences in precipitation patterns are not significant over
large areas of the North Atlantic Ocean (Fig. 5, right-hand col-
umn), at least for spring and summer. This is not surprising, since
precipitation is also characterized by a large variability. Predom-
inantly positive differences, probably due to the suppression of
precipitation in CTRL as a consequence of a higher aerosol con-
centration compared to EXP, are significant only over the central
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Fig. 4. Seasonal differences (EXP-CTRL) between both simulations in evaporation (mm d−1) and total cloud cover (%). Areas where the
differences are not statistically significant at the 95% level are masked white.

North Atlantic for fall. Larger differences in precipitation pat-
terns are also found in small bands near the equator due to a
northward shift of the Intertropical Convergence Zone (ITCZ)
in EXP. The reason for this shift is a higher temperature gradi-
ent between both hemispheres caused by the stronger warming
of the Northern hemisphere in EXP (see also Kloster et al.,
2009).

3.4. Dynamic response

Since baroclinic disturbances are most pronounced for fall and
winter and in general these seasons exhibit the most intense

extra-tropical storms, in this section we discuss results only for
SON and DJF.

In order to estimate the occurrence of extreme wind speed
events, we analyse the time series of maximum 10 m wind speed
at each grid point as described in Section 2.3. In both simulations
the largest frequency of storm days is found for winter in the
well-known storm track region of the North Atlantic (not shown).
Here the mean number of winter storm days is about up to
30 d in both simulations and exhibits no significant difference if
compared with each other (Fig. 6, left-hand column). We find no
significant differences for spring and summer as well, if aerosol
emissions are reduced (not shown). This is the case only for fall.
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Fig. 5. Seasonal differences (EXP-CTRL) between both simulations in vertically integrated cloud water (g m−2) and precipitation (mm d−1). Areas
where the differences are not statistically significant at the 95% level are masked white.

Here the average number of storm days amounts to maximum
30 in EXP but only up to 20 in CTRL (not shown), resulting in a
significant positive difference of up to 10 storm days per season
(Fig. 6, left-hand column, SON).

Due to the warming in EXP, we could expect that the response
in cyclone density is similar to the response in simulations with
increased GHG warming: in some model studies, a northward
shift in cyclone density or storm frequency has been found for
the Northern Hemisphere for winter (e.g. Fischer-Bruns et al.,
2005; Bengtsson et al., 2006). However, in this study, the cy-
clone density difference patterns show significant values only in
more or less spotted regions throughout all seasons. We find no
significant shift in cyclone density, neither for fall nor for winter

(Fig. 6, right-hand column). Instead, there is a slight tendency
towards an increase in cyclone density near Iceland and a more
clear decrease over the central North Atlantic for fall. For win-
ter the pattern indicates that the cyclone tracks tend to have a
more zonal component in EXP. However, there is no associated
significant difference in the frequency of storm days as is found
for fall.

Figure 7 shows related histograms of cyclone core pressure
and mean pressure gradient for both simulations. Here only
cyclones travelling over the North Atlantic region are consid-
ered. As can be seen from the histogram of the pressure gra-
dient for SON (Fig. 7, right-hand column, upper graph), the
number of depressions with large pressure gradients (more than
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Fig. 6. Seasonal differences (EXP-CTRL) between both simulations in frequency of storm days (dimensionless units) and cyclone density
(%/10002 km2) for autumn and winter. Cyclone densities are analysed only for latitudes between 20◦ and 90◦N. Areas where the differences are not
statistically significant at the 95% level are masked white.

Fig. 7. Histograms of North Atlantic cyclone core pressure (hPa) and mean pressure gradient (hPa /1000 km) for fall and winter.

25 hPa/1000 km) is larger in EXP compared to CTRL. This is
consistent with the increase of storm frequency for SON (Fig. 6,
left-hand column) and also in accordance with results obtained
by for example, Leckebusch and Ulbrich (2004) and Bengtsson
et al. (2009), who, however, both investigate cyclone behaviour
in a GHG scenario. Leckebusch and Ulbrich (2004) find changes

of extreme cyclone systems, especially a tendency towards more
extreme wind events caused by deepening cyclones for several
regions in Europe. Bengtsson et al. (2009) discover an increase
of core pressures in extra-tropical cyclones. This is consistent
with our results, since the occurrence of cyclones with core pres-
sures smaller than 990 hPa is larger in EXP than in CTRL (Fig. 7,

Tellus 62A (2010), 4



588 I . FISCHER-BRUNS ET AL.

left-hand column). The histograms of cyclone core pressure and
mean pressure gradient for winter generally match those for
fall, although the distribution in core pressure seems to be a bit
broader for winter. However, no significant differences in storm
day frequency for winter can be detected, as has been discussed
before.

4. Summary and conclusions

Based on two equilibrium climate simulations we investigate the
climate response to a hypothetical forcing, where anthropogenic
aerosol emissions from North America are omitted. Our study
is done using a coupled model system consisting of the atmo-
spheric component ECHAM5 (T63), a thermodynamic sea ice
model and a mixed-layer ocean. The atmospheric model includes
the microphysical aerosol model HAM. Aerosol and water cy-
cle as well as the atmospheric dynamics are coupled fully and
interactively. Our main results of a simulation, where the an-
thropogenic emissions from North America are set to zero, are
as follows:

1. The combined effects of the directly and indirectly induced
changes in TOA radiative fluxes turn out to be predominantly
positive corresponding to a warming effect. Our results demon-
strate the vulnerability of the Arctic region to a warming as a
consequence of the reduction in anthropogenic aerosols that are
mostly scattering.

2. It is pointed out that cloud effects exhibit a different picture
in TOA radiative flux changes—compared to the changes in
radiative fluxes induced by the direct aerosol effect alone—
towards stronger changes in radiative fluxes, especially over the
Atlantic Ocean and for summer.

3. To some extent, we find less total cloud cover for all sea-
sons. Over the central North Atlantic Ocean, predominantly pos-
itive mean seasonal differences in precipitation are significant
for fall.

4. For fall, also a larger frequency in storm days is found, cor-
responding to a larger number of cyclones with higher pressure
gradients developing over the central North Atlantic.

This study suggests that, although our results are restricted to
the North Atlantic region, reductions in anthropogenic aerosol
emissions can generally contribute to an increase in surface
temperature and consequently to a modification of the water
cycle components and the atmospheric dynamics. Vice versa,
this implies that temperatures can decrease due to high aerosol
concentrations. Thus the presence of aerosols has the poten-
tial to partially offset effects caused by temperature increases
due to anthropogenic GHGs. Our findings are consistent with
results from a recent study by Shindell and Faluvegi (2009),
which emphasizes that compared to the tropics and the Southern
Hemisphere, the extratropics of the Northern Hemisphere are
much more sensitive to local forcings.

Our study is limited in the sense that we make use of a mixed-
layer ocean model, including a thermodynamic sea-ice module,
for reasons of computational costs. This simplification implies
thermodynamic interactions between atmosphere and sea ice
only. Though, it does not allow for an impact of aerosol-induced
changes in atmospheric dynamics on sea ice. Moreover, although
our atmospheric model is relatively complex compared to most
of the climate models used in the IPCC AR4 assessment (IPCC,
2007), we understand that uncertainties in this study are also
strongly related to cloud radiation feedbacks. The reason is that
our model—like most, if not all major coupled climate models—
has an insufficient representation of clouds. Yet, we emphasize
with this study that climate change simulations require a treat-
ment of the interactions between aerosol and cloud physics, as
well as chemistry.
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