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[1] Ocean dimethylsulfide (DMS) produced by marine biota is the largest natural source
of atmospheric sulfur, playing a major role in the formation and evolution of aerosols,
and consequently affecting climate. Several dynamic process-based DMS models have
been developed over the last decade, and work is progressing integrating them into climate
models. Here we report on the first international comparison exercise of both 1D and 3D
prognostic ocean DMS models. Four global 3D models were compared to global sea
surface chlorophyll and DMS concentrations. Three local 1D models were compared to
three different oceanic stations (BATS, DYFAMED, OSP) where available time series
data offer seasonal coverage of chlorophyll and DMS variability. Two other 1D models
were run at one site only. The major point of divergence among models, both within 3D
and 1D models, relates to their ability to reproduce the summer peak in surface DMS
concentrations usually observed at low to mid- latitudes. This significantly affects
estimates of global DMS emissions predicted by the models. The inability of most models
to capture this summer DMS maximum appears to be constrained by the basic structure of
prognostic DMS models: dynamics of DMS and dimethylsulfoniopropionate (DMSP),
the precursor of DMS, are slaved to the parent ecosystem models. Only the models which
include environmental effects on DMS fluxes independently of ecological dynamics can

reproduce this summer mismatch between chlorophyll and DMS. A major conclusion
of this exercise is that prognostic DMS models need to give more weight to the direct
impact of environmental forcing (e.g., irradiance) on DMS dynamics to decouple them

from ecological processes.

Citation: Le Clainche, Y., et al. (2010), A first appraisal of prognostic ocean DMS models and prospects for their use in climate
models, Global Biogeochem. Cycles, 24, GB3021, doi:10.1029/2009GB003721.

'Québec-Océan, Département de Biologie, Université Laval, Québec,
Canada.

2Now at Institut des Sciences de la Mer de Rimouski, Université du
Québec a Rimouski, Rimouski, Canada.

3Bedford Institute of Oceanography, Fisheries and Oceans Canada,
Dartmouth, Canada.

“Atmospheric Environment Research Centre, Griffith School of
Environment, Griffith University, Nathan, Australia.

SCSIRO Marine and Atmospheric Research, Hobart, Tasmania,
Australia.

®Institut de Ciéncies del Mar—Consejo Superior de Investigaciones
Cientificas, Barcelona, Spain.

"Now at Department of Earth, Atmospheric and Planetary Sciences,
Massachusetts Institute of Technology, Cambridge, Massachusetts,
USA.

Copyright 2010 by the American Geophysical Union.
0886-6236/10/2009GB003721

8School of Environmental Sciences, University of East Anglia,
Norwich, UK.

“Now at Environmental Physics, ETH Zurich, Zurich, Switzerland.

9Ecologie des Systémes Aquatiques, Université Libre de Bruxelles,
Brussels, Belgium.

"Plymouth Marine Laboratory, Plymouth, UK.

2L aboratoire des Sciences du Climat et de 'Environnement, IPSL,
Gif-sur-Yvette, France.

International Arctic Research Center, University of Alaska
Fairbanks, Fairbanks, Alaska, USA.

"“Los Alamos National Laboratory, Los Alamos, New Mexico,
USA.

""Now at Department of Biological Oceanography, Royal
Netherlands Institute for Sea Research, Texel, Netherlands.

'*Max Planck Institute for Meteorology, Hamburg, Germany.

""Department of Plant Ecophysiology, University of Groningen,
Haren, Netherlands.

GB3021 1 of 13


http://dx.doi.org/10.1029/2009GB003721

GB3021

1. Introduction

[2] Sulfur plays a major role in the chemistry of the
atmosphere, particularly the formation and evolution of
aerosols, and consequently affects the earth's radiative bal-
ance and climate [/PCC, 2007]. Oceanic volatile sulfur gases,
mainly in the form of biogenic dimethylsulfide (DMS) pro-
duced by marine plankton, are a major natural source of sulfur
to the atmosphere [Andreae and Raemdonck, 1983; Bates et al.,
1992]. In the atmosphere, DMS is rapidly oxidized to form
sulfur aerosols acting as cloud condensation nuclei (CCN) and
altering the radiative transfer [Andreae and Crutzen, 1997].
DMS emissions are important to particle growth in the marine
boundary layer and new particle formation in the free tropo-
sphere [Liss et al., 1997]. With anthropogenic sulfur emis-
sions declining [Stern, 2005], the relative importance of
DMS to the atmospheric sulfur burden is increasing. This
makes the integration of dynamic biogenic sulfur sources into
climate models very important. Dynamic biogenic sulfur
modules have already been embedded in ocean-atmosphere
models, but they diverge widely in their structure and simu-
lation capacity.

[3] Since the recognition of the role of ocean DMS emis-
sions in climate [Charison et al., 1987], studies on DMS ocean
dynamics have revealed an increasingly complex system
involving all components of the marine food web, including
phytoplankton, zooplankton, bacteria and viruses (Figure 1).
While this complexity was (and still is) being revealed, models
that attempt to incorporate ecological processes in dynamic
descriptions of DMS(P) cycling have been proposed [Gabric
et al., 1993, 2001; Vézina, 2004]. Faced with the task of
selecting variables and processes to be incorporated, modelers
have made different choices and this has led to considerable
variation in terms of structure (compartments included) and
process representation (environmental and ecological con-
trols on processes). Although empirical DMS models have
been compared [Belviso et al., 2004], no comparable evalu-
ation of prognostic process-based DMS models has been
attempted to date.

[4] Here we report on a first international comparison
exercise of four global three-dimensional (3D) ocean and five
local one-dimensional (1D) vertical water column process-
based DMS models. Our objectives were to evaluate the
ability of these models to reproduce observed spatial and
temporal patterns in DMS concentrations, to identify and
discuss the reasons for areas of divergence, and to recom-
mend future directions for model development, observation
and experimentation. The models and methods for simulation
and model comparison are explained in section 2. In section 3,
we first report basic results of the model comparisons and
extract a pattern in the divergence among model simulations
and their relationship to observations. We then introduce a
theoretical stability analysis of generic prognostic process-
based DMS model that explains this pattern and relate the
pattern to previous empirical and experimental results. Finally,
in section 4, we present implications of our results for global
climate models.
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2. Methods

2.1. Models Comparison Process

[s] CODiM, which stands for Comparison of Ocean
Dimethylsulfide Models, is a multidisciplinary group set up
inresponse to a call from the international SOLAS science plan
and implementation strategy (see http://www.solas-int.org/
aboutsolas/organisationaandstructure/sciplanimpstrategy/
sciplanis.html) for a comparison of process-based DMS
models to accelerate progress in that area and to point to
currently unmet research needs. Results presented in this
paper were discussed during the first CODiM workshop,
sponsored by the SOLAS Project Office, the Belgian Science
Policy Office, and Canadian SOLAS, which took place in
Brussels, Belgium, December 4-8 2006. More information
on CODIiM can be found at the following address at http://
www.quebec-ocean.ulaval.ca/CODIM.

2.2. Models Description

[6] We compared both local one-dimensional (1D) and
global three-dimensional (3D) process-based DMS models
(Table 1). All nine models involved in this comparison
exercise share the same basic structure: a physical model
drives a carbon or nitrogen-based planktonic ecosystem
model which in turn drives a model of sulfur cycling. There is
no feedback from biology on physics or from biogenic sulfur
cycling on carbon or nitrogen cycling in these models. The
four 3D models are based on Ocean General Circulation
Models that differ mostly in their spatial resolution (hori-
zontal and vertical) and details of their atmospheric forcing.
The five 1D models, except one which was forced offline,
were coupled to the open source water column General Ocean
Turbulence Model (GOTM 3.0, http://www.gotm.net). This
approach provided uniform physical forcings to all the
1D ecosystem models.

[7] The models vary considerably in ecological com-
plexity, with the number of explicit ecological compart-
ments ranging from 2 in the simplest one to 10 in the most
complex. Interestingly, the 3D and 1D models cover almost
the same ecological complexity spectrum. The cell quotas
of DMSP (dimethylsulfoniopropionate, DMS precursor) in
phytoplankton vary by as much as 4 orders of magnitudes
between taxa [Stefels et al., 2007]. Accordingly, most models
(7 out of 9) divide (implicitly in HAMOCC) the autotrophs
into 2 to 4 phytoplankton functional types (PFTs) which are
assigned different DMSP quotas. The two remaining models
(NODEM2 and DMOS) use implicit representations of this
variability in cell quota (shift toward higher DMSP quota in
summer) as a function of environmental light intensity. On the
other hand, three out of the four 3D models also include some
variability in their PFTs quotas of DMSP as a function of
light, nutrients and temperature. The representation of het-
erotrophic compartments is generally less complex, with the
number of zooplankton compartments ranging between 1
and 3 and with only two 1D models (ERSEM-DMS and
DMOS) having an explicit representation of bacteria. Most
models use an implicit bacterial remineralization function
which may be constant or variable as a function of temper-
ature or other environmental factors.
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Figure 1. Schematic of the cycling of dimethylsulfide (DMS) and associated compounds (DMSPp,
DMSPd, MeSH) in the surface ocean. Increases in knowledge over approximately 10-year intervals since
the initial proposal that DMS influences climate are color-coded. Pools and pathways that were considered
at the time of the original paper in 1987 [Charlson et al., 1987] are shown in yellow. Additional pools and
pathways that came to light by the next major review in 1996 [Kiene et al., 1996] are portrayed in gray.
Finally, new processes recognized since 1996 are depicted in white [Simo, 2001; Sunda et al., 2002; Howard
et al., 2006; Malin, 2006; Vila-Costa et al., 2006; Stefels et al., 2007; Todd et al., 2007]. DMSP is
dimethylsulfoniopropionate, the precursor of DMS which is found either in particulate form inside organisms
(subscript p) or free in the water (subscript d). MeSH is methanethiol, the end product of the demethylation
pathway. DMSP-lyase and dddD designate alternative pathways for the conversion of DMSP into DMS.
Physiological stress designates an ensemble of environmentally driven processes that can stimulate the
production of DMSPp in algae (see text for details).

[8] With respect to DMS cycling, the majority of models
(5 out of 9) involve 3 organic sulfur pools: particulate DMSP
(DMSPp) bound to planktonic organisms, dissolved DMSP
(DMSPd), and DMS [Gabric et al., 2001; Veézina, 2004].
Although some models bypass the DMSPd pool and trans-
form DMSPp directly into DMS (PISCES and PhEcoM-
DMS) or explicitly represent only DMSPd and DMS (POP
and HAMOCC), all the models basically depict the same
processes implied in the DMS(P) cycle. DMSPp is released as
dissolved DMSPd through a variety of processes, including
exudation, grazing and mortality. Part of the DMSPd is
transformed into DMS through bacterial metabolism that either
demethylates DMSP to use it as a sulfur source or cleaves it
enzymatically to use it as a carbon source and release DMS
[Kiene et al., 2000]. The DMSP to DMS transformation yield
that represents the percentage of DMSPd that is routed to
DMS is fixed in most models (6 out of 9), or depends on the
bacterial DMSP consumption. Some models introduce other

direct DMS production terms, notably a direct DMS exuda-
tion from phytoplankton cells. DMS can in turn be removed
through bacterial consumption, photo-oxidation and venti-
lation to the atmosphere. The representation of the role of
bacteria in DMS(P) transformations varies greatly, primarily
depending on how bacterial activity is represented in the
ecological model, with only two 1D models having an explicit
representation of bacteria. Although DMS photolysis is pri-
marily driven by UV radiation [Toole et al., 2003; Stefels et
al., 2007], this is still unresolved in all the models. Techni-
cal characteristics of DMS(P) cycle modeling in both 3D
and 1D models are compiled in Tables 2 and 3, respectively.

2.3. Simulations and Comparisons With Data

[v] We compared the outputs of the global 3D models
as they were provided by the participating scientists. No
attempts were made to enforce uniformity in atmospheric
forcing, spatial resolution, and physical schemes as this was
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Table 2. Technical Characteristics of DMS(P) Cycle Modeling in the 3D Models Evaluated During This Study®

Model Name

POP

PISCES

HAMOCC

PlankTOM

S(DMSP): C quota

Bacterial DMSPd
consumption

DMSP to DMS
transformation
yield

Other DMS
production source

Bacterial DMS
consumption

DMS photo-degradation

DMS surface ventilation

Variable as function
of nutrient and
light stress,
temperature and
Chl a in each
specific group (6)

Function of implicit
bacterial biomass
and DMSPd
concentration

Fixed yield

n/a

Function of
implicit bacterial
biomass and DMS
concentration

Function of
PAR(z)

Wanninkhof [1992]

- Fixed for diatoms;
- Variable as function of
nutrient and light stress
for nanophytoplankton

n/a

Variable as function of
bacterial nutrient stress

n/a

Function of implicit bacterial
biomass and activity and
DMS concentration
(Michaelis-Menten uptake)

Function of PAR(z)

Wanninkhof [1992]

Species-dependent constant

Function of temperature
and DMSPd concentration
(Michaelis-Menten uptake)

Fixed yield

Fixed rate from phytoplankton
degradation; Estimated direct
Phaeocystis production from
temperature and iron

Function of temperature
and DMS concentration
(Michaelis-Menten uptake)

Function of PAR(z)

Wanninkhof [1992]

Variable as function of
nutrient and light stress
and temperature in each
specific group (3)

Function of temperature,
implicit bacterial
biomass and activity and
DMSPd concentration
(Michaelis-Menten uptake)

Fixed yield

- Additional fixed enzymatic
DMSPd cleavage; Direct
- DMS exudation

Function of implicit bacterial
biomass and activity and
- DMS concentration
(Michaelis-Menten uptake)

Function of PAR(z)

Wanninkhof [1992]

“DOC is for Dissolved Organic Carbon, and PAR is for Photosynthetically Active Radiation.

Table 3. Technical Characteristics of DMS(P) Cycle Modeling in the 1D Models Evaluated During This Study®

Model Name

NODEM2

ERSEM-DMS

PhEcoM-DMS

DMOS

CMOC2-DMS

S(DMSP): N quota

Bacterial DMSPd

Constant rate

Variable in function Fixed in each specific

of light

Michaelis-Menten uptake

group (4)

Constant rate directly

Fixed in each specific Variable in function
group (2)

of light

Michaelis-Menten

Fixed in each specific
group (2)

Constant rate

Fixed yield

consumption by explicit specific applied on DMSPp uptake by explicit
DMSPd bacteria compartment bacteria
consumers
DMSP to DMS Fixed yield Fixed yield Fixed yield Conditional DMS yield
transformation yield in function of
bacteria demand
Other DMS production  No Additional fixed enzymatic No Additional direct DMS  No

source

Bacterial DMS
consumption

DMS photo-degradation

DMS surface ventilation

Constant rate

Function of PAR(z)

Nightingale

et al. [2000]

DMSPd cleavage

Michaelis-Menten uptake

by explicit specific
DMS bacteria
consumers

Function of PAR(z)

Nightingale et al.

[2000]

Constant rate

Function of PAR(z)

Nightingale et al.
[2000]

exudation from
phytoplankton
in function of light

Michaelis-Menten
uptake by
explicit bacteria

Function of PAR(z)

Nightingale et al. [2000]

“DOC is for Dissolved Organic Carbon, and PAR is for Photosynthetically Active Radiation.
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Constant rate

Function of PAR(z)

Wanninkhof [1992]
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DMS(P) Data

(32.1°N, 64.3°W) from 1992/01

Vertical profiles of [DMS], [DMSPp]
and [DMSPd] at Hydrostation S

Chl a Data

1995/01 (~ every month)

Vertical profiles of [Chl a] at
BATS from 1990/01 to

Temperature and Salinity Data
Hydrostation S (32.1°N, 64.3°W) from
1989/11 to 1995/01 (~ every 10 days)

Time Period Simulated
Vertical profiles of T & S at

Jan. 1990 to Dec. 1994

Table 4. Characteristics of the Time Period Simulated, the Hydrographic Data Sets Used to Run GOTM, and the Chl ¢ and DMS(P) Data Sets Used in the 1D Ecosystem-DMS Model
Station

Comparison at Each of the Three Oceanic Stations®

BATS (32°N, 64°W)
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clearly infeasible for these large complex models in the time
available. The 3D model simulations were compared to global
sea surface chlorophyll a (Chl a) concentration from the
SeaWiFS climatology (http://oceancolor.gsfc.nasa.gov/Sea-

g
©n 2 SN
s E .- S oy
%? ;% > E WIiFS) and global surface DMS concentrations from both
2 ] E’/ § g i S the Kettle and Andreae [2000] climatology used as reference
S & _2 ’a;)%ﬁ E and the NOAA DMS database (http://saga.pmel.noaa.gov/
- %5 Su.i5E|T dms), which is an updated version of the database used by
§§ AR2g Az gg N Kettle and Andreae [2000]. The outputs (surface Chl a and
°= L‘i f :' ”i 5 8 -S| § DMS) from the various models and the reference climatolo-
:NS' 29 § 2 i < E R gies were first regridded onto a global (360° x 180°) regular
5° g8 £8 ig § 3 1° x 1° grid and then averaged zonally into 5° x 1 month bins
& < sg< Tesl § g to produce latitude-time (Hovmeller) diagrams. Spearman
28 £ £8, g eEg3| = rank correlations were calculated between the binned model-
> > g predicted variables (surface Chl ¢ and DMS) and reference
E; climatologies as indicators of how closely the various models
) =) matched the reference patterns. In addition, we generated
2 © 2 global maps of seasonal correlations between surface Chl a
p ) § and surface DMS for reference climatologies and for results of
_ &~ g § = each global 3D model using the following procedure [Vallina
3 g‘% el Aa et al., 2007]: using a spatial running window of 7° x 7°, we
‘\L =g S A S obtained for every 1° x 1° grid box of the global ocean
) é ) § § =) £ time series of 12 points (monthly values) of surface Chl a and
S 88 SER g surface DMS. Then, we calculated for every 1° x 1° grid box
3 éf; g e 2 the seasonal Spearman correlation coefficient between the
2 £33 gIs E two variables (12 degrees of freedom), generating global
S =3 g‘ =S %‘) 2 maps of seasonal correlations.
> 23S EgR = [10] Three out of the five 1D ecosystem-DMS models
> = : were run for 3 different oceanic stations representing the
g subtropical North Atlantic (Bermuda Atlantic Time series
o 2 Study, BATS, 32°N 64°W), the western Mediterranean
= g = g (Dynamics of Atmospheric Fluxes in the MEDiterranean
= s 5z | £ sea, DYFAMED, 43°N 8°E) and the subarctic northeast
g = g g § k= Pacific (Ocean Station Papa, OSP, 50°N 145°W), where time
g »s g s |3 series data available offer seasonal coverage of chlorophyll a
< & R 52E z (Chl @) and DMS(P) variability. The two other 1D models
= gg T %% é 5 were run at one site only (Table 1). The same settings for
; 9 22 g3 = turbulence physics, site-specific atmospheric forcing and
E-F & £ 3 g initial and restoring hydrographic conditions were used to
5% ; o s = run the 1D vertical column model GOTM, providing uniform
525 S8z 5 physical forcing to all the 1D ecosystem-DMS models
e §sR= |© (Table 4).
- > “E [11] For each site, the surface net solar radiation, the
%‘) surface heat fluxes, the surface momentum fluxes and the
S S El meteorological fields (6h interval) used to force GOTM
> 2 3 were extracted from the NOAA NCEP-NCAR Climate Data
A ] £ Assimilation System 1 reanalysis [Kalnay et al., 1996].
] ) f Hydrographic (temperature and salinity) data were also
§ § 2 assembled for each site and used for GOTM initialization and
= a ] relaxation (Table 4). Simulations at BATS and DYFAMED
g 5 E were run from 1990 to 1994 and from 1992 to 1995 respec-
2 tively. We analyzed only the last 3 years of these simulations
o g for which DMS(P) observations were available for compari-
S — s son. DMS(P) data were collected approximately bi-weekly
z z £ from Jan 1992 to Nov 1994 at Hydrostation S (32°10'N,
< < g 64°30'W) close to BATS [Dacey et al., 1998] and monthly
a z '*E from Mar 1993 to Feb 1995 at DYFAMED [Belviso et al.,
<2t 2 = 2001]. For OSP, we assembled DMS(P) and Chl a data
b & < collected from 1996 to 2002 (on average 3 cruises per year)
a ) [Wong et al., 2005; Levasseur et al., 2006] to build a refer-
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Figure 2. Latitude-time (Hovmeller) plots of (top row) climatologies and (following rows) results from
4 global models for (left column) chlorophyll a (Chl @) (mg - m ™) and (right column) DMS (umol - m ).
Data were binned and averaged in 5° latitude x 1 month boxes and are displayed here from 70°S to 80°N
on a linear color scale. Models are identified in Table 1. Numbers in the upper left-hand corner of each
model plot are the Spearman rank correlations between the variables (Chl @ or DMS) simulated by the
corresponding model and the SeaWiFS or Kettle and Andreae [2000] climatologies represented in the top

panels.

ence mean seasonal cycle. Simulations at OSP were run for
2002 and 2003 using the temperature and salinity data inter-
polated at OSP from Argo data [Freeland and Cummins,
2005] for GOTM initialization and relaxation. First year of
simulation (2002) was repeated once as setup, but we kept
only the second occurrence in the analysis. Table 4 sums up
all the data sets used in the 1D models comparison. The
outputs (Chl a, DMSPp and DMS) of the various models and
the reference data were averaged over the upper ocean mixed
layer (determined as the depth where the temperature is
0.5°C below the surface temperature) and for four seasonal
periods of three months (the first one starting in January). The
1D models were originally calibrated to diverse locations and
were intentionally not re-calibrated to fit the specific char-
acteristics of the new locations where they were applied. Our
objective was not to find the best exportable model but to

learn from the different dynamics they displayed on the same
data set.

3. Results and Discussion

3.1. Model Comparisons

[12] Turning first to the global models, we note that they
all capture the prominent spring-summer bloom in northern
latitudes (north of 40°N) and reproduce the pattern of Chl a
minima in subtropical gyres separated by a weak maximum
at the equator (Figure 2). All global models show the zonal
pattern in Chl a with distinct seasonal regimes at low and
mid-to-high latitudes, although POP and PlankTOM simulate
lower Chl a levels overall. Spearman correlations between the
simulated Chl a and SeaWiFS (ata 5° x 1 month resolution) are
roughly similar ranging between 0.44 and 0.58, confirming
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the visual impression that models are comparable in terms of
their ability to simulate Chl a (see Figure S1).' In terms of
DMS, all the models reproduce the pattern of higher DMS
during spring-summer at high northern and southern latitudes
(Figure 2). The models diverge mostly in how they represent
DMS structures at mid- to low latitudes. The climatology
suggests meridional patterns with DMS summer maxima in
both hemispheres, coinciding with Chl @ minima. POP, and to
a lesser extent PlankTOM, approximate this pattern whereas
PISCES and HAMOCC produce zonal fields that follow
more closely those of Chl a. The patterns observed in these
latitude-time (Hovmeller) maps may be partly biased by
averaging across basins. However, a close examination of
the data show that in spite of some differences among ocean
basins, the mismatch between the Chl a pattern and the
DMS during summer is still present. Spearman correlations
between the simulated DMS concentrations and the Kettle
and Andreae [2000] climatology (at a 5° X 1 month reso-
lution) are more variable than in the case of Chl @ and range
between 0.23 and 0.5 (Figure 2), with the POP model
having the highest correlation. POP is also the model that best
captures the shift from positive seasonal correlations between
Chl a and DMS at mid- to high latitudes to negative corre-
lation at low to midlatitudes (Figure 3). The correlations
between the NOAA DMS database and model predictions
are weaker (0.14 to 0.41, with POP and PlankTOM giving
the highest correlations) (see Figure S2). The models pro-
duce DMS global emissions ranging from 24 to 31 TgS/yr,
with HAMOCC and POP giving the highest values (Table 5).
This compares well with estimated global emissions of
15-33 TgS/yr [Kettle and Andreae, 2000]. Summarizing, the
global dynamic models show more consistent skill at simu-
lating Chl a than DMS; POP was best able to capture some
of the features of the DMS climatologies, followed by
PlankTOM, even though these models are not superior to
the other models at simulating Chl a.

[13] With respect to the 1D model applications, BATS
provides the most complete data set for comparison. For that
station, all 1 D models simulate essentially equivalent pre-
dictions of seasonally averaged Chl a in the surface mixed
layer (Figure 4). However, there are significant differences
in simulated DMS, with some models underestimating the
summer concentrations as is also seen in the 3 D simulations
at low latitudes. The same models also strongly under-predict
DMSPp during the summer period when Chl a is progres-
sively declining. Only NODEM2 and DMOS capture the
seasonal reversal between Chl @ and DMS. They are also the
only models that approximate the high summer DMS emis-
sions at BATS inferred from the measured concentrations
and wind speed (Table 6). A similar pattern is evident at
DYFAMED, although here no DMS data are available (DMS
and DMSPd were not measured separately), leaving only
DMSPp data for the comparison. NODEM?2 comes closest
to capturing the summer rise in DMSPp at DYFAMED. The
situation is different at OSP where DMS is an order of
magnitude higher in summer than in winter, while Chl a
slightly increases from winter-spring to summer (instead of

! Auxiliary materials are available with the HTML. doi:10.1029/
2009GB003721.
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declining as at the other two stations). At this station, all the
models (with the exception of NODEM2) successfully
capture the summer increase in biomass, but diverge con-
siderably in their predictions of Chl a, with ERSEM-DMS
and CMOC2-DMS providing the closest matches to the
observed seasonal pattern. However, only CMOC2-DMS
shows the clear DMS(P) increase that is observed during
summer.

3.2. Mathematical Considerations on Model Structure

[14] We conclude from the model comparisons that a
major point of divergence among models, both within 3D
and 1D models, relates to their ability to reproduce the
summer peak in DMS concentrations usually observed at
low to mid- latitudes, a phenomena referred to as the ‘DMS
summer paradox’ [Simo and Pedros-Alio, 1999]. The
inability of most models to capture this summer DMS max-
imum appears to be constrained by the basic structure of
prognostic DMS models. The basis for this conclusion is
explained in the following stability analysis.

[15] The current state of knowledge of the DMS cycle in
the ocean can be expressed by a set of autonomous differ-
ential equations composed of production and loss terms that
has the following generic form:

dDMSP
dDMS
7 = f3(ks; DMSP,P,Z,B, ...) — fa(ks; DMS, . .".) (2)
where P, Z, B, ... are the concentrations of the state vari-

ables of the ecosystem model, DMSP and DMS are the
concentrations of these compounds, f; (with i = 1, .., 4)
represent the functional relationships between DMSP and
DMS and the state variables of the ecosystem model, and k;
(with i = 1, .., 4) represent sets of the rate parameters
associated with the production or loss processes.

[16] The ellipses (...) represent other ecosystem state
variables (but not DMSP or DMS) and reflect that DMS
models may differ in the components included explicitly in
functions f;. However, there are several important ways in
which all models agree:

[17] 1. DMSP does not appear in f; and DMS does not
appear in f3, that is, all models are consistent in that DMSP
and DMS will not increase in concentration if no living biota
is present (i.e., no production of DMSP from DMSP and no
production of DMS from DMS).

[18] 2. DMS does not appear in f>, that is, all models are
consistent in that losses in DMSP are independent of DMS
concentrations.

[19] 3. The loss terms for DMSP and DMS include terms
that are functions of DMSP or DMS respectively.

[20] These autonomous DMS models will have one steady
state:

DMSP* = f, ,f(ky, ko3 P, Z, B, ...) (3)

DMS™ = f3, fu (ks, ka; DMSP* P, Z, B, ....) 4)
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Seasonal Correlation: DMSket vs CHLsw
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Figure 3. Seasonal correlations between surface DMS and surface Chl a concentrations on a 360° x 180°
grid for the world ocean based on (top, DMSket vs CHLsw) the Kettle and Andreae [2000] and SeaWiFS
climatologies and then on (middle and bottom) results of each global model (DMSxxx vs CHLxxx, where
model abbreviations xxx are pop for POP, pis for PISCES, pla for PlankTOM, and ham for HAMOCC).
Significant correlations at 95% confidence level for I71 > 0.5 and at 80% confidence level for Il > 0.4.

As DMSP* appears within the steady state expression for [21] A Lyapunov stability analysis [Jordan and Smith,
DMS, it is further possible to write the steady state DMS*  1999] of the system (equations (1) and (2)) indicates that
concentration solely as a function of the ecosystem state the steady state given by equations (3) and (4) is always an
variables and parameters.
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Table 5. Global DMS Sea-to-Air Flux?®

Climatology POP PISCES HAMOCC PlankTOM

15-33 31 20 31 24

Units are Tg S/year. Estimated from climatology [Kettle and Andreae,
2000] and predicted by global models, using the Wanninkhof [1992]
formulation.

asymptotically stable node, and always has eigenvalues of
the form:

BATS
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where the circumflex () indicates a subset of the original.
The eigenvalues are inversely related to the time that the DMS
system takes to return to its steady state after a perturbation.
DMS models typically have negative eigenvalues that are in
the order of 1-10 times the magnitude of phytoplankton
growth rates. This suggests that they will return to steady state
very rapidly compared to the dynamics of the ecosystem
models [Cropp et al., 2004].

[22] This analysis reveals that DMS and DMSP dynamics
are slaved to the parent ecosystem models, that is, the sulfur
model stays at or close to steady state, with the steady state
concentration values being determined by the dynamics of
the ecosystem models. The degree of positive correlations
between Chl @ and DMS will depend on the weightings
assigned to production of DMS by the various ecosystem
components, but the slaving of the sulfur models to the

Chla (1tg.L-1)
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Figure 4. Concentrations of (top) Chl a (ug - L"), (middle) DMS (nmol - L™"), and (bottom) particulate
DMSP (nmol - L") depth-averaged over the surface mixed layer and time-averaged over winter-spring
(January—February—March — gray columns) and summer (July—August—September — white columns) sea-
sons at stations BATS, DYFAMED and OSP. For each panel, the first pair of bars (noted Obs.) show the
observed data, while the 4 other pairs of bars show the results simulated by the different 1D DMS-ecosystem
models used (see Table 1 for model identification). Note that DMS was not available for DYFAMED. The
error bars are minima and maxima for each seasonal period and include both the variability within a season
for one particular year and the inter-annual differences between 1992 and 94 for BATS, 1993-95 for
DYFAMED, and 1996-2002 for OSP. The mixed layer depth was diagnosed as the depth where the

temperature is 0.5°C under the surface temperature.
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Table 6. Annual Mean, Winter Season Mean, and Summer Season Mean Daily DMS Sea-to-Air Flux at BATS®
Calculated From
DMS Data NODEM2 ERSEM-DMS PhEcoM-DMS DMOS
Annual mean 5.24 7.40 4.90 1.52 4.59
Winter (JFM) mean 3.53 7.26 9.09 4.49 4.14
Summer (JAS) mean 6.03 5.65 1.99 0.08 5.29

Units are ymol m 2 d~'. Calculated from the DMS time series data [Dacey et al., 1998] and predicted by 1D models, using the Nightingale et al. [2000]

formulation.

ecosystem models is likely to explain much of the positive
correlations between Chl @ and DMS obtained by models
under most ocean regimes.

3.3. Interpretation

[23] The biological turnover rate of DMSP (and hence
DMS production) is short (hours to days) with respect to the
spatiotemporal DMS-Chl a mismatch, which is of the order
of 2-3 months. Introducing ecological succession from
DMSPp-poor to DMSPp-rich phytoplankton species during
the transition from the winter-spring bloom to the summer
stable period can stretch the lag in the models to a few weeks,
but generally not long enough to match the observed lag.
However, the stability analysis above suggests that the mis-
match may be reproduced by applying an environmental
forcing directly to the DMS(P) production and cycling terms,
freeing them from complete dependence on the parent eco-
logical model. Only 3 models (POP, NODEM2, and DMOS)
include direct effects of environment on DMS(P) fluxes that
are explicitly dependent on time (or space)-varying envi-
ronmental factors and thus independent of ecological
dynamics (Table 1). NODEM2 and DMOS do include sep-
arate forcing terms for DMS(P) production and cycling, while
POP explicitly fits DMS(P) cycling terms to large scale spatial
patterns in DMS. As a consequence, these models achieve
greater success in simulating the summer mismatch. Two
global models (PISCES and PlankTOM) also include some
stress functions which modulate the DMS(P) fluxes as a
function of light, nutrients or temperature (see Tables 1 and 2),
although not as independently of ecological dynamics as
POP, and as a result their DMS simulations remain more
closely coupled to ecological processes.

[24] The finding that a direct environmental forcing is
important is supported by recent evidence that DMSPp
production and DMS release by autotrophs could be directly
stimulated by environmental stresses such as UV radiation
or nutrient limitation (the anti-oxidant hypothesis) or that
increased DMSPp production could result from metabolic
overflow during photosynthesis [Sunda et al., 2002; Stefels
et al., 2007]. All three of the models (POP, NODEM?2 and
DMOS) that include independent effect of environment fac-
tors use irradiance as an external forcing term for their DMS
(P) modules, echoing a recent finding that DMS concentra-
tions at local to global scales can be predicted empirically
from the solar radiation dose in the upper mixed layer [ Vallina
and Simo, 2007]. Despite the fact that both NODEM?2 and
DMOS use irradiance as external forcing, they diverge in
how they simulate DMS production increase in summer. In
DMOS, DMS is directly produced by phytoplankton exu-

dation as a function of light [Vallina et al., 2008], whereas
no direct DMS production from phytoplankton is included in
NODEM?2 (Table 3). A recent 1D modeling study in Sargasso
Sea [Toole et al., 2008] uses a direct UVR-induced DMS
release similar to that in DMOS to reproduce the summer
upper-ocean DMS concentrations.

[25] Our model comparison points to DMSPp production
and release in the water as critical processes that are currently
not well represented in dynamic sulfur cycle models. These
processes include increased DMSP synthesis in algal cells
and/or DMS release from algal cells under stress conditions
(e.g., high light and nutrient limitation), light-dependent
DMSP to DMS conversion by bacteria, and DMSP-lyase
activity in some algal groups. These processes should receive
more attention in further observational/experimental work
and model development. These developments are also prom-
ising from a modeling point of view because they facilitate
the critical decoupling between Chl @ and DMS. This is not to
mean that the decoupling and seasonal timing are the only
issues with DMS(P) models. The inclusion of UV radiation
effects on DMS cycle (on DMS loss by photolysis notably),
and more generally on ecosystem dynamics is an important
issue for future ecosystem-DMS model developments.

[26] The results we obtained at OSP clearly indicate that,
under some ocean regimes, improvements in the ecological
models may be more important. In that case, the best eco-
logical model in the sense of simulating the best seasonal
cycle of plankton biomass for that station also showed the
best match to the seasonal DMS variability without using
any stress function (Table 1). This was recently confirmed
by Steiner and Denman [2008] who succeeded in simulating
DMS seasonal cycle at OSP using the same 1D ecosystem
model as CMOC2-DMS coupled with a more complex
DMS(P) model without any stress function. However, they
also showed that increasing DMS yield under UV stress
slightly improved their model’s performance. On the other
hand, the decoupling issue and its possible causes can only
be addressed by investigating and modeling the cycling of
biogenic sulfur itself. Progress on this may help resolve some
of the complexities in sulfur cycling and provide workable
solutions for climate modelers to parameterize marine DMS
emissions.

4. Implications for Climate Models

[27] The problems that current process-based DMS models
have reproducing the summer mismatch between Chl a and
DMS has significant implications for climate models.
Although the mismatch in sulfur levels involved might seem
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small, the areas where these patterns occur are vast (roughly
between the 10 to 40 degree latitude belts). Hence, eliminating
the subtropical summer maxima would decrease global DMS
emissions by up to 15%. The underestimation of the modeled
summer DMS flux may be even higher if summer DMS
maxima are not limited to subtropical regimes. The latitude-
season mapping (Figure 2) suggests that, even though Chl a
and DMS are correlated at mid- to high latitudes (Figure 3),
their seasonal evolution are different. The meridional pattern
of summer DMS peaks stretches from pole to equator in
both hemispheres, as expected from recent findings that
DMS concentrations are tightly related to solar radiation dose
[Vallina and Simo, 2007]. Local studies reinforce this view.
Summer DMS maxima are also observed in temperate
Mediterranean waters (e.g., Microbial Observatory of Blanes
Bay, [Vila-Costa et al., 2007]) and other coastal waters (e.g.,
English coast off Plymouth, [Archer et al., 2009]). Capturing
these seasonal phenomena in climate models is critical
because of the short lifetime of DMS in the atmosphere
[Andreae and Crutzen, 1997] and the important contribution
of summer DMS emissions to cloud-forming DMS oxidation
products [Vallina et al., 2007], especially in the marine
boundary layer.

[28] Large scale process-based models are unlikely to
improve in the absence of targeted laboratory studies and
field data. In assessing the models, we repeatedly faced the
situation that we are comparing simulations to interpolations
of sparse data. The NOAA database is an invaluable resource
that requires maintenance and extension. We know that not
all DMS measurements enter the database, and that the
methods used to acquire those that are already there may have
their own flaws (e.g., potential overestimation of DMSPd)
[Kiene and Slezak, 2006]. An updated version of the global
surface DMS concentrations climatology is currently under
process within an international Surface Ocean Lower Atmo-
sphere Study project, but more generally a coordinated inter-
national effort is needed to improve the spatial and temporal
resolution of the climatology by increasing systematic and
time series collections of DMS data in under-sampled ocean
regimes.
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