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[1] Transient simulations are performed over the entire last millennium with a general
circulation model that couples the atmosphere, ocean, and the land surface with a
closed carbon cycle. This setup applies a high-detail reconstruction of anthropogenic land
cover change (ALCC) as the only forcing to the climate system with two goals: (1) to
isolate the effects of ALCC on the carbon cycle and the climate independently of any
other natural and anthropogenic disturbance and (2) to assess the importance of
preindustrial human activities. With ALCC as only forcing, the terrestrial biosphere
experiences a net loss of 96 Gt C over the last millennium, leading to an increase of
atmospheric CO2 by 20 ppm. The biosphere-atmosphere coupling thereby leads to
a restoration of 37% and 48% of the primary emissions over the industrial (A.D.
1850–2000) and the preindustrial period (A.D. 800–1850), respectively. Because of
the stronger coupling flux over the preindustrial period, only 21% of the 53 Gt C
preindustrial emissions remain airborne. Despite the low airborne fraction, atmospheric
CO2 rises above natural variability by late medieval times. This suggests that human
influence on CO2 began prior to industrialization. Global mean temperatures, however,
are not significantly altered until the strong population growth in the industrial period.
Furthermore, we investigate the effects of historic events such as epidemics and warfare on
the carbon budget. We find that only long-lasting events such as the Mongol invasion lead
to carbon sequestration. The reason for this limited carbon sequestration is indirect
emissions from past ALCC that compensate carbon uptake in regrowing vegetation for
several decades. Drops in ice core CO2 are thus unlikely to be attributable to human action.
Our results indicate that climate-carbon cycle studies for present and future centuries, which
usually start from an equilibrium state around 1850, start from a significantly disturbed
state of the carbon cycle.
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1. Introduction

[2] The vegetation covering the continents has a decisive
influence on the climate. Through the uptake of CO2 from
the atmosphere, plants play a central role in the global
carbon cycle. Furthermore, they influence the exchange of
energy, water, and momentum between the atmosphere and
the land surface. Humankind is altering these processes by
transforming areas of natural vegetation to human use in
agriculture, forestry, and urbanization (‘‘anthropogenic land
cover change,’’ ALCC). The anthropogenic disturbance of
the natural land cover has started thousands of years ago
with the expansion of agriculture, and possibly earlier with

hunters and gatherers managing woodlands for hunting and
traveling. The disturbance has grown to create a human-
dominated world today, as 30–50% of the Earth’s land
cover are substantially modified by human land use, pri-
marily by the expansion of agriculture [Vitousek et al.,
1997]. The recognition is growing that ALCC has an
impact on climate and the carbon cycle and needs thor-
ough investigation to understand its pathways of distur-
bance, its past and future effects, as well as its potential to
mitigate climate change [Barker et al., 2007; Denman et
al., 2007]. Consequently, land use modules including
carbon cycling are being developed for many terrestrial
biosphere or climate models [e.g., McGuire et al., 2001;
Strassmann et al., 2008]. They ideally calculate all fluxes
endogenously and coupled to the atmosphere and ocean to
allow for, e.g., a closed, interactive carbon cycle including
biosphere-atmosphere feedbacks. Eventually, the recom-
mendation was given to supply ALCC as spatially explicit
information to the climate projections of the next report of
the Intergovernmental Panel on Climate Change [Moss et
al., 2008].
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[3] The influence of vegetation cover and ALCC on the
climate is commonly divided into biogeophysical and
biogeochemical mechanisms. The first include all modifi-
cations of the physical properties of the land surface such as
albedo, roughness, and evapotranspiration. Modeling studies
suggest that at midlatitudes and high latitudes the increase of
albedo is the dominant biogeophysical process of ALCC.
Albedo increases as a consequence of deforestation (due to
the higher snow-free albedo of nonforest vegetation as well
as the snowmasking effect of forest [Bonan et al., 1992]) and
generally induces a cooling, possibly enforced by the sea
ice–albedo feedback [e.g., Betts, 2001;Claussen et al., 2001;
Bounoua et al., 2002]. In the tropics, the reduction of
evapotranspiration following deforestation leads to a loss of
evaporative cooling and counteracts the albedo effect. Trop-
ical deforestation can thus lead to a local warming [e.g.,
Claussen et al., 2001; Bounoua et al., 2002; DeFries et al.,
2002], although its effects on the extratropics may be a
cooling from the reduced atmospheric content of water vapor
acting as a greenhouse gas [e.g., Sitch et al., 2005].
[4] Probably the most important biogeochemical mecha-

nism of ALCC is the influence on the carbon cycle, and the
associated impact on the global CO2 concentration. Altering
atmospheric CO2, ALCC modifies the Earth’s energy bal-
ance and thus climate. ALCC constitutes a source of
emissions mainly from the loss of terrestrial biomass. About
one third of the anthropogenic CO2 emissions over the last
150 years is estimated to be the direct consequence of
ALCC [Houghton, 2003a]. Counteracting the emissions is
an increased carbon uptake by both natural and agricultural
vegetation, the so-called ‘‘residual land sink’’ [Denman et
al., 2007]. Through this effect, the biosphere mitigates
anthropogenic greenhouse gas emissions. The causes of
the land sink are not well specified and assumed to be,
among others, the fertilizing effect of increased atmospheric
CO2, nitrogen deposition, recovery from past disturbances,
and climate change [Schimel et al., 2001, and references
therein]. The net effect is that the terrestrial biosphere has
turned from a source to a sink during the recent decades. All
these carbon fluxes, however, are very uncertain. The
uncertainty range assigned to estimates of ALCC emissions
is about ±70% even for the last, best documented, decades,
and propagates to the carbon sink term [Denman et al.,
2007]. Difficulties in quantifying and locating ALCC are
only one problem beside gaps in process understanding and
model differences [McGuire et al., 2001]. Further complex-
ity is added by the interaction of biogeophysical and
biogeochemical effects and the two-way coupling of the
carbon cycle and the climate.
[5] Primary emissions by ALCC have first been estimated

either by simple bookkeeping approaches [Houghton et al.,
1983] or by spatially explicit simulations of carbon stocks
for different time slices by process-oriented models
[DeFries et al., 1999; Olofsson and Hickler, 2008]. Primary
emissions are now increasingly derived from transient
studies, though only for the last three centuries. In these
studies, carbon loss, uptake, and the net effect of ALCC on
the carbon cycle are simulated. Climate and CO2 fields may
either be prescribed [McGuire et al., 2001; Jain and Yang,
2005], in which case no feedbacks from ALCC on the

climate are allowed; or they may be calculated interactively.
The latter method has been used for past and future ALCC
in a range of studies applying Earth system models of
intermediate complexity (EMICs) [Gitz and Ciais, 2003;
Sitch et al., 2005; Brovkin et al., 2006; Strassmann et al.,
2008]. Recently, second-order effects of ALCC were iden-
tified, such as the loss of carbon sink capacity by replacing
forests with agricultural land [Gitz and Ciais, 2003]. Several
studies have focused only on the net effect of potential
ALCC scenarios and the resulting influence on climate of
the biogeochemical effects in comparison to the biogeo-
physical ones [e.g., Claussen et al., 2001; Brovkin et al.,
2004].
[6] In the present study, we apply a general circulation

model (GCM) for the atmosphere and the ocean coupled to
a land surface scheme, considering both biogeophysical and
biogeochemical effects of ALCC. Our model includes a
closed carbon cycle (land, ocean, atmosphere) that evolves
interactively with the climate. Feedbacks between the carbon
cycle and the climate are thus included in the simulations.We
distinguish between source and sink terms and identify
further subprocesses of biosphere-atmosphere carbon ex-
change. A detailed reconstruction of ALCC is applied that
indicates areas of cropland, pasture, and natural vegetation
for each year since A.D. 800 [Pongratz et al., 2008], which
allows us to quantify the effects of ALCC transiently over
history. To our knowledge, the combination of method, data,
and the length of the simulated time period makes this study
the first to assess the effects of ALCC on the carbon cycle and
the climate in such detail.
[7] We do not try to simulate a realistic climate evolution

as influenced by all natural and anthropogenic forcings, but
we try to isolate the impact of ALCC on climate by allowing
ALCC as the only forcing to the carbon cycle and climate
system. Anthropogenic carbon emissions from fossil fuel
burning and cement production are the most important driver
of CO2 and climate change today, but did not grow signifi-
cantly larger than ALCC emissions until the 1930s
[Houghton, 2003a; Marland et al., 2008], and played no
role in the preindustrial period. For the preindustrial era, our
model results can therefore be expected to represent most of
the real impact of human activity. The studies by DeFries et
al. [1999], Olofsson and Hickler [2008], and Ruddiman
[2003, 2007] clearly indicate that significant amounts of
carbon were already released in the preindustrial period,
but estimates range from 48 to 320 Gt C. The net effect of
preindustrial ALCC is even more disputed, ranging from a
key climate forcing [Ruddiman, 2007] to a very small one
[Joos et al., 2004]. It has also been suggested that historic
events such as warfare and epidemics altered atmospheric
CO2 via their impact on agricultural extent [Ruddiman,
2007], but a thorough investigation has not been undertaken
since, until recently, no spatially explicit information on the
actual changes of vegetation distribution existed. Our study
assesses the effects of historic events over the last millennium
and gives new estimates for associated carbon source and
sink terms. Including also the carbon cycle in the ocean, we
can estimate the amount of carbon that remains in the
atmosphere and address the question whether an anthropo-
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genic influence on the carbon cycle, and finally climate, has
existed prior to the industrialization.

2. Methods

2.1. Model

[8] The atmosphere/ocean general circulation model
(AOGCM) consists of ECHAM5 [Roeckner et al., 2003]
at T31 (approximately 4�) resolution with 19 vertical levels
representing the atmosphere, and MPI-OM [Marsland et al.,
2003] at 3� resolution with 40 vertical levels representing
the ocean. The two models are coupled daily without flux
correction. The carbon cycle model comprises the ocean
biogeochemistry model HAMOCC5 [Wetzel et al., 2005]
and the modular land surface scheme JSBACH [Raddatz et
al., 2007]. HAMOCC5 simulates inorganic carbon chem-
istry as well as phytoplankton and zooplankton dynamics
in dependence of temperature, solar radiation, and
nutrients. It also considers the buildup of detritus, its
sinking, remineralization, and sedimentation. JSBACH
distinguishes 12 plant functional types (PFTs), which
differ with respect to their phenology, albedo, morpho-
logical and photosynthetic parameters. The fractional
coverage of PFTs in each grid cell is prescribed from
maps annually. For each PFT, the storage of organic
carbon on land occurs in five pools: living tissue
(‘‘green’’), woody material (‘‘wood’’), and a pool storing
sugar and starches (‘‘reserve’’) for the vegetation carbon,
and two soil carbon pools with a fast (about 1.5 years) and a
slow turnover rate (about 150 years). Three managed vege-
tation types are included in the 12 PFTs: cropland, with a
specific phenology scheme, and C3 and C4 pasture, which
are included in the two natural grassland types.
[9] For this study ALCC was implemented in JSBACH

as follows: The change in the cover fractions of PFTs (i.e.,
reduction of natural vegetation to cropland or pasture and
reversion thereof, transition between cropland and pasture)
is prescribed from the maps described below and linearly
interpolated from annual changes to a daily time step. With
changes in the cover fractions, carbon is relocated between
the pools. The vegetation carbon of PFTs with decreasing
area is either directly released to the atmosphere, or relo-
cated to the two soil pools. Carbon release directly to the
atmosphere happens, e.g., when forest is cleared by fire, and
a fraction of 50% of the vegetation carbon is chosen in this
study as flux to the atmosphere. The choice of this value is
not critical for the present analysis: The timescale of our
study is multicentennial and thus larger than the slowest
turnover rate of the carbon pools, so that all vegetation carbon
lost is eventually transferred to the atmosphere. The
amount of ALCC carbon per m2 and day directly released
to the atmosphere from the three vegetation pools is cal-
culated as

F.A ¼
X

i2 a�
coldi � cnewi

� �
� fG.ACG;i þ fW.ACW ;i þ fR.ACR;i

� �
; ð1Þ

where fG.A, fW.A, and fR.A denote the fractions of carbon
released to the atmosphere due to ALCC for the three veg-
etation carbon pools (green, wood, and reserve, respec-

tively); ci
old � ci

new denotes the daily change in cover
fraction of the ith PFT that loses area (a�) due to ALCC,
and CG,i, CW,i, and CR,i denote the carbon densities of the
three vegetation pools. For the relocation of vegetation
carbon to the two soil pools, the carbon from the green and
reserve pools is transferred to the fast soil pool in each grid
cell, while the carbon from the wood pool is transferred to
the slow soil pool. The long decay time of the slow soil
pool implicitly includes the storage of carbon in long-term
human use. The ALCC carbon fluxes to the fast and slow
pool are calculated as

F.F ¼
X

i2 a�
coldi � cnewi

� �
� 1� fG.Að ÞCG;i þ 1� fR.Að ÞCR;i

� �
ð2Þ

F.S ¼
X

i2 a�
coldi � cnewi

� �
1� fW.Að ÞCW ;i: ð3Þ

Vegetation carbon is therefore lost from a PFTonly due to the
decrease of its area, while its carbon densities are unaffected.
The carbon lost is then transferred to the respective soil
carbon pools of the expanding PFTs, distributed proportion-
ally to their new cover fractions, and the PFTcarbon densities
adjusted accordingly. This scheme describes the temporal
evolution of land carbon storage for agricultural expansion as
well as abandonment consistently.

2.2. ALCC Data

[10] As ALCC forcing, the reconstruction of global agri-
cultural areas and land cover by Pongratz et al. [2008] is
applied. It contains fractional maps of 14 vegetation types at
an annual time step and a spatial resolution of 0.5�. The
agricultural types considered are cropland, C3, and C4
pasture. The reconstruction merges published maps of agri-
culture from A.D. 1700 to 1992 and a population-based
approach to quantify agriculture for each country for the time
period A.D. 800 to 1700. With this approach the general
expansion of agriculture is captured as well as specific
historic events, such as epidemics and wars, that are likely
to have caused abandonment of agricultural area in certain
regions due to their impact on population numbers. The
uncertainty associated with the chosen approach, with respect
to the uncertainty of population data and of agrotechnological
development, was assessed in two additional data sets for
A.D. 800 to 1700, which indicate the upper and lower range
of possible agricultural extent.
[11] A map of potential vegetation with 11 natural PFTs

was used as background to the agricultural reconstruction
with different allocation rules for cropland and pasture. Most
previous studies that included pasture interpreted the expan-
sion of pasture as deforestation or reduced all natural vege-
tation equally, not taking into account that in history humans
used natural grasslands for pastures rather than clearing
forested area [e.g., Houghton, 1999], thus overestimating
ALCC. The ALCC reconstruction applied here implemented
the preferential allocation of pasture on natural grasslands.
An extension of the agricultural and land cover maps into the
future follows the A1B scenario [Nakicenovic et al., 2000],
superimposing changes in agricultural extent from the sce-
nario maps on the map of 1992, the last map available from
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the ALCC reconstruction. Though not main focus of this
study, the future period is included for a clearer depiction of
the effects of ALCC.
[12] ALCC other than caused by the change in agricul-

tural extent, e.g., shifting cultivation and wood harvest on
areas that are not subsequently used for agriculture, is not
taken into account in this study. However, forestry for wood
production is expected to have only a small effect on the net
carbon balance, as harvest in most cases tends to be com-
pensated by regrowth [Houghton, 2003a]. The same effect
makes the distinction of agricultural area as either perma-
nent or part of a system of shifting cultivation less impor-
tant. Depending on the assumptions made concerning extent
of the area under shifting cultivation and length of the fal-
low period, nonpermanent agriculture may locally cause
substantial emissions [Olofsson and Hickler, 2008]. In the
present study, however, primary emissions are defined as
the net carbon flux from the processes clearing and regrowth
for each grid cell; considering the large size of each grid
cell, the two processes largely cancel each other in particular
with the long fallow period that is assumed for the prein-
dustrial era [Olofsson and Hickler, 2008]. Soil carbon losses
are further smaller than in the case of permanent agriculture
[Houghton and Goodale, 2004]. For these reasons and due to
the large uncertainties associated with determining extent and
rotational cycle of shifting cultivation [Houghton andGoodale,
2004] we treat all agriculture as permanent in this study.

2.3. Simulation Protocol

[13] The model is spun up for more than 4000 years under
CH4, N2O, solar, orbital, and land cover conditions of the
year A.D. 800 until the carbon pools are in equilibrium.
The final atmospheric CO2 concentration is 281 ppm. Three
simulations branch off from this equilibrium (Table 1): A
1300-year-long control simulation (named ctrl) keeps all
forcings constant at the year A.D. 800 state, while two
transient simulations run until the year 2100 applying
ALCC as the only forcing (LC). The first applies the
middle-range (‘‘best guess’’) ALCC reconstruction with
the aim to capture the impact of ALCC realistically; the
second applies the lower-range ALCC reconstruction
(‘‘high land cover dynamics’’, since it assumes less agri-
cultural area in A.D. 800, but the same as the middle-range
scenario after A.D. 1700) with the aim to give an upper
limit of possible ALCC emissions and impact on climate
and the carbon cycle for the preindustrial period. The
transient runs simulate both biogeochemical and biogeo-
physical effects of ALCC and all atmosphere-ocean-bio-
sphere feedbacks. They deliberately neglect natural and
anthropogenic forcings other than ALCC, such as changes
in the orbit, in the volcanic and solar activity, and the

emissions from fossil fuel burning.With this setup, it is thus
possible to isolate the effect of ALCC on the climate and the
carbon cycle.
[14] In addition to the coupled simulations described

above, the land carbon pools are recalculated offline with
the aim to separate the primary effect of ALCC on the
carbon balance, i.e., prior to any feedbacks arising from the
coupling with the climate and the atmospheric and marine
part of the carbon cycle. In offline simulations any land
cover history can be combined with any climate descrip-
tion. Derived from a coupled simulation, climate enters the
offline simulation in the form of net primary productivity
(NPP), leaf area index (LAI), soil moisture, and soil tem-
perature and thus also includes physiological as well as
climatic effects of changes in atmospheric CO2. Two offline
simulations are performed: In simulation L, the effects of
ALCC were recalculated under the climate of the control
simulation. ctrl-L then isolates the primary emissions of
ALCC prior to any feedbacks (as positive flux to the atmo-
sphere). The loss of carbon due to ALCC which is deter-
mined in this way, the ‘‘primary emissions’’, is directly
comparable to bookkeeping approaches such as by
Houghton et al. [1983], which neglect any interactions
between climate, CO2, and the terrestrial carbon pools.
L-LC, on the other hand, isolates the coupling flux, i.e., the
influence that climate and CO2 exert on carbon uptake and
release by the biosphere. In the second offline simulation, C,
the carbon pools are recalculated for constant land cover
of the year A.D. 800 under the climate and CO2 from the
coupled transient simulation. The difference between L-LC
and ctrl-L quantifies the difference of primary emissions
created under changing climate as compared to those
created under the stable control climate.
[15] Simulation results are often summarized in the fol-

lowing for the preindustrial (A.D. 800–1850), industrial
(1850–2000), and future (2000–2100) period. The choice
of the end date of the preindustrial era is based on the
evolution of emissions from fossil fuel burning. Cumulative
fossil fuel emissions are estimated at below 1.5 Gt C before
A.D. 1850 [Marland et al., 2008] and have therefore negli-
gible effects on the carbon cycle.

3. Primary Emissions and Terrestrial Carbon
Cycle Feedback

3.1. Overview

[16] With ALCC as only forcing, the land biosphere
remains a net source of carbon throughout the last millen-
nium (Figure 1). It loses 96 Gt C between A.D. 800 and
2000 (see Table 2 for the preindustrial, industrial, and future

Table 1. Description of Model Simulations

Acronym Target Quantity Coupling Land Cover Maps Climate

ctrl control simulation full coupling constant A.D. 800 control
LC net emissions full coupling ALCCa ALCC-driven
L primary emissions (ctrl-L) offline ALCCa control

coupling flux (L-LC)
C loss of sink capacity offline constant A.D. 800 ALCC-driven

((C-LC) � (ctrl-L))

aBest guess and high land cover dynamics.

GB4001 PONGRATZ ET AL.: LAND COVER CHANGE AND CARBON CYCLE

4 of 13

GB4001



period). This results from a loss of vegetation carbon only
partly offset by a gain in soil carbon, similar as in previous
studies [e.g., Jain and Yang, 2005] (Figure 2, LC-ctrl). Pri-
mary emissions are significantly higher than the net emis-
sions, with 161 Gt C. The difference of 65 Gt C is the
consequence of the coupling flux: The primary emissions
alter climate and increase atmospheric CO2 concentration
(see section 4.1). These changes enhance carbon uptake
by the biosphere, in particular via CO2 fertilization. As a
consequence, 40% of the primary emissions over the last
millennium are buffered by the biosphere.

3.2. Spatial Patterns

[17] The spatial distribution of the primary emissions, the
coupling flux, and the net emissions are shown separately
for the preindustrial, the industrial, and the future period in
Figure 3. The maps for the net emissions contrast clearly the
regions where agricultural expansion was strong during
the respective time period and emissions are higher than
the terrestrial sink, and those regions where carbon uptake
from the coupling flux is stronger, usually the remaining
pristine regions. In the preindustrial period, emissions
arise primarily from Europe, India, China, and, in the last
preindustrial centuries, North America, while a shift into
tropical regions can be observed for the industrial times.
Some regions show similar emissions for preindustrial and
industrial times, but it needs to be kept in mind that the time
span is very different (1050 versus 150 years). The future
scenario is characterized by reforestation in the midlati-
tudes and further emissions from the tropics. The strength
of loss per converted area depends mainly on the biomass
density. Negative emissions arise in some regions, where in
the model cropland is more productive than the natural
vegetation. The coupling flux shows an uptake of carbon in
most areas, especially in the tropics. Only in few regions a

carbon loss is simulated, which is probably a result from a
climate change that is unfavorable for the prevailing veg-
etation. Apart from these areas, the change in CO2, not a
change in climate, seems to be the key factor for carbon

Figure 1. Global land-atmosphere carbon fluxes, cumula-
tive since A.D. 800. Positive values indicate release to the
atmosphere. Thick lines are results for the best guess ALCC
reconstruction, and thin lines for the high land cover
dynamics. The shaded areas split up the best guess primary
emissions into direct (light) and indirect (dark) emissions.
Simulations ctrl, L, LC as explained in Table 1. Values are
10-year running means.

Figure 2. Accumulated changes since A.D. 800: (a) veg-
etation carbon pools, (b) soil carbon pools, and (c) NEP.
Thick lines are results for the best guess ALCC reconstruc-
tion, and thin lines for the high ALCC dynamics. Simulations
ctrl, L, LC are explained in Table 1. Values are 30-year
running means. Note that the curves in Figures 2a and 2b
add to the corresponding curves in Figure 1 (with change of
sign); L-ctrl in Figure 2c refers to the indirect emissions in
Figure 1.

GB4001 PONGRATZ ET AL.: LAND COVER CHANGE AND CARBON CYCLE

5 of 13

GB4001



uptake. The dominance of CO2 fertilization for terrestrial
carbon uptake cannot be proven with the present setup, but
has been shown by previous studies [e.g., Jain and Yang,
2005; Raddatz et al., 2007] and is also suggested here, since
the relative increase in NPP is homogeneous over all
latitudes (not shown) and the climate signal is weak,
especially in preindustrial times (see section 4.2).

3.3. Primary Emissions

[18] Our quantification of the primary emissions for the
preindustrial and industrial period is compared to previous

studies in Table 3. We simulate primary emissions of 53 Gt C
for the years A.D. 800 to 1850; approximately 10 Gt C must
be added to take into account the emissions prior to A.D. 800
(assuming that the same amount of carbon is emitted per m2

of agricultural expansion prior to 800 as averaged for 800
to 1850). Our estimates thus fall within the range given by
DeFries et al. [1999] and Olofsson and Hickler [2008]. The
values by Olofsson and Hickler [2008] may overestimate
emissions since they implemented agricultural expansion
entirely as deforestation. Our estimates are lower than the
ones by Ruddiman [2003, 2007], who, however, takes into
account several additional emission processes including
some unrelated to ALCC, such as coal burning in China.
The uncertainty estimate from the simulation with high land
cover dynamics indicates that our primary emissions may be
up to 8 Gt C or 15% higher over preindustrial times, which
would also lead to a larger net carbon loss (Figure 1). For the
industrial period, we simulate primary emissions of 108 Gt C.
This value is similar to other studies, though at the lower end,
because most studies include additional processes such as
wood harvest and shifting cultivation (Olofsson and Hickler
[2008] include nonpermanent agriculture in their high esti-
mate, and DeFries et al. [1999] based on Houghton’s [1999]
work and remote sensing, include various nonagricultural
types of land cover change).

Table 2. Biosphere-Atmosphere Carbon Fluxesa

Flux

Time Period

800–1850 1850–2000 2000–2100 800–2000

Primary emissions 52.6 108.3 47.7 160.9
Direct emissions 30.4 63.7 21.5 94.1
Indirect emissions 22.2 44.6 26.2 66.8

Coupling effect �25.2 �39.6 �27.0 �64.8
On NEP �25.3 �41.4 �27.9 �66.7
On direct emissions �0.2 �1.8 �0.9 �2.0

Net emissions 27.4 68.7 20.7 96.0
Loss of sink capacity 0.3 4.0 4.3 4.3

aCarbon fluxes described in text in Gt C accumulated over the respective
time periods with 30-year running mean. Positive values indicate fluxes to
atmosphere. NEP is net ecosystem productivity.

Figure 3. Net emissions, coupling flux, and primary emissions of ALCC accumulated over the given
time interval: preindustrial (A.D. 800–1850), industrial (A.D. 1850–2000), and future period (A.D.
2000–2100). Units are Gt C released from each grid cell. Simulations ctrl, L, LC are explained in
Table 1.
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[19] The primary emissions are composed of two parts
(Figure 1): (1) a direct, instantaneous release of carbon to the
atmosphere from the vegetation biomass during the process
of conversion (accounting for 94 of the 161 Gt C emissions
fromA.D. 800 to 2000), which implicitly includes respiration
of plant products in short-term human use, e.g., as domestic
fuel, and (2) indirect emissions from the decrease in net
ecosystem productivity (NEP; defined as NPP-Rh, where Rh

is heterotrophic respiration) (67 of the 161 Gt C), which
implicitly includes respiration of plant products in long-term
human use, e.g., as construction wood. NEP decreases since
the decrease of NPP (the result of the ALCC-related change
in area of differently productive PFTs) is not entirely bal-
anced by a decrease of Rh. Rh decreases less than expected for
the equilibrium state due to (1) additional plant material
added to the soil pools from the converted natural vegetation
and (2) excess soil organic matter from past conversions,
which accumulates due to the time lag of Rh to NPP. The
disequilibrium between NPP and Rh is depicted in Figure 4:
Figure 4a shows the changes in the transient coupled simu-
lation, where both NPP and Rh increase, but no apparent dis-
equilibrium occurs. The change in land cover alone, however,
decreases NPP stronger than Rh (Figure 4b) due to the addi-
tional and excess soil organic matter. The disequilibrium
vanishes in the future afforestation scenario. The coupled
simulation seems to be in balance because the disequilibrium

with respect to primary emissions is balanced by a disequi-
librium with respect to the coupling flux: with altered climate
and increased CO2 but unchanged land cover, NPP increases
stronger than Rh due to the time lag of Rh to NPP (Figure 4c).
The latter disequilibrium has been called an ‘‘intriguing pos-
sibility’’ by Denman et al. [2007] in the context of a tropical
forest sink.
[20] The indirect emissions lead to an increase of soil

carbon in the long term (Figure 2), though this only slightly
compensates the loss of vegetation carbon. This increase of
soil carbon seems in disagreement with observational studies
(see the meta analyses by Guo and Gifford [2002] andMurty
et al. [2002]); these find that the transformation of forest
to cropland is associated with a loss of soil carbon by, on
average, 30% to 42%, while deforestation for pasture gener-
ally leads to a small gain. Indeed, many of the processes
reducing soil carbon are not captured by our biosphere
model, such as harvest losses, deprotection and erosion of
soil organic matter under management. However, on the
global scale, the modelled evolution of soil carbon stocks
may still capture the realistic trend: The observational data
generally refers to measurements at single points conducted
10 or more years after the land cover change. It therefore
does not capture that simultaneously plant material has
been added to the soil pools in regions of recent land cover
change, at an increasing rate over history. Furthermore,

Table 3. Comparison of Primary Emissions of This Study to Previous Studies That Include Preindustrial Estimatesa

Study Preindustrial Industrial Until Present

DeFries et al. [1999] 48–57 (until 1850) 125–151 (1850–1990) 182–199 (until 1987)
Ruddiman [2003] 320 (4000 B.C. to 1800) - -
Ruddiman [2007] 120–137 (�) - -
Strassmann et al. [2008] 45 (until 1700) 188 (1700–1999) 233 (until 1999)
Olofsson and Hickler [2008] 114 (4000 B.C. to 1850) 148 (1850–1990) 262 (4000 B.C. to 1990)
Olofsson and Hickler [2008]

permanent agriculture only
79 (4000 B.C. to 1850) 115 (1850–1990) 194 (4000 B.C. to 1990)

this study 53 (800–1850) 108 (1850–2000) 161 (800–2000)
this study 63 (until 1850) 108 (1850–2000) 171 (until 2000)

aValues are in Gt C and cumulative over the indicated time periods, with 30-year running mean for this study. Estimates of emissions prior to A.D. 800
in this study are estimated by assuming that the same amount of carbon is emitted per m2 of agricultural expansion prior to A.D. 800 as averaged for
A.D. 800 to 1850.

Figure 4. Changes in soil respiration, Rh, over changes in net primary productivity, NPP, for the
indicated pairs of simulations. Gray shades indicate the time period: preindustrial (light), industrial
(medium), future (dark). Simulations ctrl, L, LC are explained in Table 1. Values are 50-year running
means.
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much of the eroded material is likely to be replaced from
cultivated fields to adjacent areas rather than being lost
from the soil carbon stocks to the atmosphere and ocean.
The increased transfer of plant material to the soil pools,
especially of woody parts with slow decomposition rates,
leads to ‘‘committed’’ future carbon emissions beyond the
instantaneous ALCC. This committed flux becomes the
dominant source of emissions in the afforestation scenario
of the future (Table 2).

3.4. Coupling Flux

[21] The quantitative estimates of the coupling flux in this
study cannot be compared directly to previous studies, as
those include changes in CO2 from fossil fuel burning in
addition to ALCC emissions. While those studies assume
that present CO2 lies 70–100 ppm over the preindustrial
level, CO2 in our study rises only by 20 ppm (thus close to
the 18 ppm found by Brovkin et al. [2004] in a comparable
EMIC study). In particular due to lower CO2 fertilization
the coupling flux in our study is thus lower than found,
e.g., byGitz and Ciais [2003] andDenman et al. [2007]. As
described before, the coupling flux leads to carbon uptake
because of an increasing disequilibrium between NPP and
heterotrophic respiration (Figure 4c). The absorbed carbon
is primarily stored in the soil carbon pools (Figure 2). The
larger amount of carbon stored in soils than in vegetation
reflects the proportion of soil and vegetation pools and is
the expected response to a comparatively small forcing over
a long timescale.
[22] The coupling flux increases NEP stronger, though

only marginally, than has been determined above as overall
strength of the coupling flux from the difference in total
terrestrial carbon. The small counteracting effect is the
coupling effect on the direct emissions: with the coupling
to the altered climate and increased CO2, more carbon is
stored in the vegetation than would be under the control
climate and unaltered CO2, and more carbon is thus released
in the conversion of vegetation with ALCC. This effect
amounts to only 2 Gt C until 2000.
[23] Gitz and Ciais [2003] were the first to quantify the

‘‘land use amplifier effect’’ (‘‘replaced sinks/sources’’ of
Strassmann et al. [2008]). This denotes the effect that
ALCC ‘‘acts to diminish the sink capacity of the terrestrial
biosphere by decreasing the residence time of carbon when
croplands have replaced forests’’. In other words, the addi-
tional biosphere sink that arises under rising CO2 is not as
large as would be under natural vegetation, because storage
in woody biomass ceases (carbon turnover rates are thus
higher for cropland). Gitz and Ciais [2003] estimate that
this effect may be as high as 125 Gt C over the 21st century
for the A2 scenario. Calculation of the land use amplifier
effect in our study that most closely imitates their setup is to
determine the loss of NEP for C-LC. For ALCC over the
industrial period, this yields 49 Gt C. This cumulative flux,
however, is composed of two parts: Only one part is the
actual loss in additional sink from increased turnover rates
that is intended to be quantified. The other part are indirect
emissions from past ALCC. By comparing one simulation
with static to one with transient land cover, both under
changing CO2 and climate, Gitz and Ciais [2003] implicitly
include in the land use amplifier effect the indirect emissions.

In our simulation, indirect emissions amount to 45 Gt C,
derived from the changes in NEP for ctrl-L (Table 2). The
indirect emissions have to be subtracted from the 49 Gt C
in order to isolate the loss of additional sink capacity,
which then amounts to only 4 Gt C. The relative difference
between indirect emissions and loss of sink capacity is
certainly not as high in the setup by Gitz and Ciais [2003]
as here, since their study has a stronger increase of CO2 by
also including fossil fuel burning, and the underlying ALCC
is different. Still, with its analysis of subfluxes, our study
suggests that a substantial fraction of the land use amplifier
effect results from the indirect emissions and thus from past
ALCC, rather than from the change in current turnover
rates.

4. Anthropogenic Influence on the Preindustrial
Carbon Cycle and Climate

[24] During the preindustrial period, a lower fraction of
the emissions remains in the atmosphere than during the
industrial period (Table 4): biospheric uptake amounts to
48% of the emissions over the preindustrial period, as com-
pared to only 37% for the industrial, fossil fuel-free, period
in this study. The difference to the industrial period is even
greater when a realistic industrial period is considered that
includes fossil fuel burning: then, only 24–34% of the
emissions are taken up by the biosphere, because of the
additional emissions from fossil fuel combustion (Table 4).
This difference in strength of biospheric uptake between the
industrial and preindustrial period is mostly the result of a
stronger coupling flux in the latter. The slow and more linear
increase of emissions gives the land biosphere more time for
CO2 uptake, and CO2 fertilization is more efficient at low
CO2 concentrations. The relative uptake by the ocean is
almost unaffected and remains at around one third.

4.1. Anthropogenic Contribution to Holocene
CO2 Increase

[25] As a consequence of the strong buffering of primary
emissions by the biosphere and the low airborne fraction
of CO2 in the preindustrial period, the simulations show an
only slow increase of atmospheric carbon content, despite
significantly altered carbon pools of the ocean and the land
biosphere several centuries earlier already (Figure 5). Atmo-
spheric carbon increases by 11.5 or 13.4 Gt C over the time
period 800 to 1850 (5 or 6 ppm) for the best guess ALCC
and high land cover dynamics, respectively. When we assume
the same airborne fraction prior to A.D. 800 as for 800 to
1850 and calculate the change in atmospheric carbon propor-
tionally to agricultural expansion, ALCC prior to 800 would
add roughly 2.1 or 1.1 Gt C (1 or 0.5 ppm, best guess ALCC
and high land cover dynamics, respectively). If we accounted
fully for the net emissions prior to A.D. 800, atmospheric
CO2 may have risen above natural variability prior to
A.D. 800 already. However, especially the ocean uptake must
be expected to have been even more efficient in the early
period of the Holocene, both because uptake by dissolution is
higher with lower CO2 release and because carbonate com-
pensation gets effective at the millennial timescale [Archer
et al., 1997]. It seems thus plausible to neglect these small
early net emissions. In this case, atmospheric carbon content
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has not increased beyond natural variability until the late
medieval times, when net emissions grew larger than the
natural variability in land-atmosphere CO2 exchange (see
Figure 5). This happens rather independently of the ALCC
scenario, since the largest differences between the scenarios
occur only later with stronger population growth in the 16th
and 17th century.
[26] With an increase of atmospheric CO2 by 5–6 ppm by

A.D. 1850, our estimates of the anthropogenic contribution
to the Holocene rise in CO2 are similar to the ones by
Ruddiman [2003, 2007]. Ruddiman suggests in his ‘‘early

anthropogenic hypothesis’’ that preindustrial ALCC emis-
sions increase CO2 by at least 9 ppm, of which about half
are resulting from ALCC, and are responsible, via several
feedbacks, for the anomalous CO2 increase during the
Holocene of 40 ppm. A discrepancy arises, however, when
one considers that much of the anomaly in Ruddiman’s
study has been built up already in the early preindustrial
period, while less than half of the net emissions indicated
above for A.D. 800 to 1850 in our study occur before 1700.
This discrepancymay be explained by the difference inmethod
and data: Ruddiman derives his estimates by assuming one

Table 4. Comparison of Our Results to Previous Studiesa

Study Time Period

Emissions Uptake

ALCC Fossil Fuel Land Ocean Atmosphere

Strassmann et al. [2008] 1700–1999 188 274 113 (24%) 156 (34%) 193 (42%)
House et al. [2002] 1800–2000 200 280 166 (34%) 124 (26%) 190 (40%)
Sabine et al. [2004] 1800–1994 140 244 101 (26%) 118 (31%) 165 (43%)
Bolin et al. [2001] 1850–1998 136 270 110 (27%) 120 (30%) 176 (43%)
Gitz and Ciais [2003] 1850–1998 139 269 110 (29%) 116 (30%) 157 (41%)
Houghton [2003b] 1980–1999 42 117 53 (33%) 41 (26%) 65 (41%)
This study 800–1850 53 0 25 (48%) 17 (31%) 11 (21%)
This study 1850–2000 108 0 40 (37%) 37 (34%) 31 (29%)
This study 2000–2100 48 0 27 (56%) 20 (41%) 1 (3%)

aUptake of anthropogenic CO2 emissions by land, atmosphere, and ocean including sediments. Values are in Gt C and %, respectively, accumulated over
the respective time periods with 30-year running mean. ALCC and fossil fuel emissions are those considered in the studies. For Bolin et al. [2001] and
Sabine et al. [2004], the midrange values were adopted.

Figure 5. Change in the carbon stored globally on land, the ocean and sediment, and the atmosphere.
Red lines are results for the best guess ALCC reconstruction, and blue lines for the high ALCC dynamics.
The yellow area indicates the 5–95 percentile of the control simulation. Values are 10-year running
means.
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global terrestrial carbon stock and one global value for the per
capita use of agricultural areas, which is simplified in
comparison to the present study that applies a spatially and
temporally detailed reconstruction of ALCC and that explic-
itly models terrestrial carbon coupled to the atmosphere and
ocean. Especially the coupling of the biosphere to atmo-
spheric CO2 and to the ocean seems to be a major improve-
ment, since it proofs to be the reason why preindustrial
primary emissions become effective only to the small part
of 21%. The present study further cannot support Ruddiman’s
hypothesis that the ALCC-induced release of CO2 increased
temperatures which in turn triggered an outgassing from the
ocean. In our study, surface temperatures do not rise signif-
icantly in preindustrial times (section 4.2) and the ocean
remains a carbon sink throughout the last millennium. Since
the present study indicates a substantially smaller anthropo-
genic influence on the global carbon cycle than the early
anthropogenic hypothesis, it supports studies that suggested
additional reasons like temporally limited postglacial vege-
tation regrowth and carbonate compensation to explain the
CO2 anomalies (see, e.g., Claussen et al. [2005] for a
discussion).

4.2. Effect of ALCC on Global Mean Temperatures

[27] A significant impact of ALCC on global mean
surface temperature does not occur until the industrial period,
when temperature starts to rise beyond the natural variability
(Figure 6). Changes are small not only because of the low
airborne fraction of CO2 and thus small greenhouse effect,
but also because biogeophysical and biogeochemical effects
are counteracting each other. The anthropogenic influence
on global mean temperature thus begins even later than on
atmospheric CO2.

4.3. Epidemics and Warfare

[28] In addition to the hypothesis of CO2 rising anoma-
lously during the Holocene, Ruddiman [2007] also suggests
that 1–2 ppm of several sudden CO2 drops of up to 8 ppm,
which are reconstructed from ice core records, can be

explained by epidemics. Epidemics as well as warfare have
the potential to change land cover since natural vegetation
regrows on those agricultural areas that have been aban-
doned in the course of the many deaths. Through this, pre-
viously released CO2 could again be sequestered. The land
cover reconstruction applied in this study indicates, for
example, a forest regrowth on about 0.18 million km2 as a
consequence of the Black Death, which arrived in Europe in
1347 and killed about one third of the population [McEvedy
and Jones, 1978]. Other such historic events during the last
millennium are the conquest ofMiddle and SouthAmerica by
the Europeans and both theMongol invasion in China and the
upheavals after the fall of the Ming Dynasty.
[29] Although the conquest of Middle and South America

led to a mass mortality by epidemics as well as direct warfare
(the ALCC reconstruction used in this study assumes that
66% of the 40 million people died), this event does not imply
large areas of regrowing vegetation and alters global carbon
fluxes only negligibly. With total cumulative emissions of
below 0.3 Gt C A.D. 800 to 1500 this region contributes only
2% to global emissions; even a sequestration of the entire
0.3 Gt C would be compensated by global emissions within
6 years and could therefore not be detected in ice core
records. The reason for the few regrowing areas is mainly
the assumption of a low per capita use of agricultural land
by the native Americans, but uncertainties are high in this
region; for details, see Pongratz et al. [2008]. Regrowth
happens on larger areas, however, during the epidemics and
warfare in Europe and China.
[30] As explained in section 3.3, ALCC does not only

imply instantaneous, but also indirect future emissions from
changes in NEP, which arise due to the imbalance of the soil
carbon pools after ALCC. The strength of the indirect
emissions of past ALCC as compared to the carbon seques-
tered in regrowing vegetation determines whether farm aban-
donment turns a region into a carbon sink or not; transient
simulations are essential to capture this process. The Black
Death and the 17th century upheavals in China, for example,
bring emissions from NEP changes to zero or close to it, but
do not lead to negative emissions, i.e., carbon uptake from
regrowth (Figure 7). The amount of carbon sequestered in the
regrowing vegetation is thus balanced by the indirect emis-
sions. For the Mongol invasion, on the other hand, NEP
increases after two decades and leads to an overall carbon
sink. We must thus distinguish two kinds of events: In weak
events indirect emissions from past ALCC keep a region as
carbon source despite declining agricultural area, while in
strong, long-lasting events the increase of NEP with vegeta-
tion regrowth turns a region into a carbon sink. In all events,
direct emissions vanish of course during the time of agricul-
tural decline.
[31] Even if a region becomes a carbon sink, the global

impact of such historic events remains small: even during
the Mongol invasion the global emission rates decrease, but
do not get negative (Figure 7). Other areas in the world with
unperturbed agricultural expansion outdo the regional carbon
uptake. This is valid, according to our simulations, even if we
take into account the uncertainty of relevant parameters such
as turnover rates of soil carbon: If we assume as a maximum
estimate of carbon uptake that the entire area returns to its

Figure 6. Change in the global mean surface temperature.
Red lines are results for the best guess ALCC reconstruction,
and blue lines for the high ALCC dynamics. The yellow area
indicates the 5–95 percentile of the control simulation. Val-
ues are 30-year running means.
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state of A.D. 800 within 100 years (the approximate time of
tree maturing) after the epidemic or war, global emissions
over the following 100 years always compensate the maxi-
mum regional regrowth. From this study, it thus seems
implausible that regrowth on abandoned agricultural areas
following epidemics and warfare, as suggested by Ruddiman
[2007], caused the CO2 drops reconstructed from ice core
data. Not taken into account so far, however, is the global
coupling flux, which restores almost half of the primary
emissions (section 4). It amounts to about 12 Mt C per year
averaged over 800 to 1500, and 48 Mt C per year 1500 to
1700. These values are close to the respective minima in
global primary emissions, so that global carbon sequestration
may indeed temporarily occur. The coupling flux is, however,
highly variable even on a centennial timescale, imposing a
high variability also on the atmospheric response, as seen in
Figure 5c. Drops in CO2 of several ppm may thus indeed
occur, but can entirely be explained by natural variability.

5. Conclusions

[32] For the first time, transient simulations are performed
over the entire last millennium that apply a general circu-
lation model with closed marine and terrestrial carbon cycle.
With this setup we quantify the effects of ALCC on the
carbon cycle and climate isolated from other natural and
anthropogenic forcings. For the preindustrial period, the
magnitude of the simulated carbon fluxes can be expected to
reflect these fluxes realistically, since ALCC is the only
anthropogenic forcing and the only major natural forcing,
volcanoes, acts on a short timescale only. For the industrial
period, the simulated results for both climate and the carbon

cycle are significantly different from observations. By
neglecting the emissions from fossil fuel burning, the
increase of atmospheric CO2 is smaller than observed, with
consequences on the strength of feedbacks, e.g., lower CO2

fertilization.
[33] Results show that without additional CO2 fertiliza-

tion from fossil fuel burning, the biosphere leads to net emis-
sions of 96 Gt C over the last millennium. The underlying
primary emissions are 108 and 53 Gt C for the industrial and
preindustrial period, respectively. We have quantified the
feedback of CO2 emissions on land carbon uptake to be high
especially during the preindustrial era: Here, the biosphere-
atmosphere coupling reduces the impact of ALCC by 48%.
Together with ocean uptake, only 21% of the emissions
remain airborne. This keeps the human impact on atmo-
spheric CO2 small over much of the preindustrial times,
which is in agreement with estimates by Olofsson and
Hickler [2008] and Strassmann et al. [2008]. However,
by late medieval times atmospheric CO2 rises above natural
variability. Our study thus suggests that with respect to global
CO2 concentration, the ‘‘Anthropocene’’ began prior to the
industrialization.
[34] We also investigated the effects of rapid changes in

ALCC as occurred in several regions over the last millen-
nium due to epidemics and warfare. Indirect emissions from
past ALCC can be overcome by carbon storage in regrow-
ing vegetation only for events of long-lasting impact on
population numbers. Only then regional carbon uptake
occurs. The concurrent agricultural expansion in other
regions, however, renders these events ineffective on the
global scale. Such events thus cannot be the major cause
for observed drops in global CO2, as had been suggested
by previous studies. It seems more likely that local climate
has been altered due to the fast changes in biogeophysical
fluxes [Pongratz et al., 2009].
[35] This study applies an estimate of maximum ALCC to

give an upper limit of possible human impact with respect to
uncertainties in reconstructing land cover. Primary emis-
sions are higher in this case, but the net effect on CO2 and
global mean temperature is little altered. The only forcing
taken into account is the change in agricultural extent. Other
types of ALCC such as deforestation for wood harvest are
not included, but, as explained, are unlikely to have a major
impact on our results. The long timescale further reduces the
influence of uncertain parameters such as the decomposition
rates of carbon released during ALCC. Largely unknown,
however, are preindustrial land management practices in
their impact on the carbon cycle. Low-tillage practices, for
example, are known to reduce CO2 fluxes from soils [e.g.,
Reicosky et al., 1997], but base data to follow changes in
management techniques globally and through the last mil-
lennium do not exist. Since the largest emissions arise from
vegetation carbon and since restoration occurs mainly on
natural areas, we expect our results to be generally robust.
[36] The present study is relevant beyond the historical

perspective in several points. First, an analysis of subfluxes
suggests that a large fraction of the land use amplifier effect
results from the indirect emissions and thus from past ALCC,
rather than from the change in current turnover rates. Our
analysis does not suggest that there is less importance of

Figure 7. Direct emissions (red) and indirect emissions
from changes in NEP (blue) for China (top) and Europe
(bottom). The gray boxes indicate the time periods of
decreasing regional population. On the right axes in yellow,
global total primary emissions are given. Values are 30-year
running means.
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including this effect in estimates for future climate change,
but it indicates that a second process acts next to the
change in turnover rates. Being indirect emissions, this sec-
ond process may either be reported as part of the primary
(‘‘bookkeeping’’) emissions, or as part of the land use
amplifier effect, but must not be double counted. It further
is highly dependent on the assumptions made concerning the
decay time of soil carbon on a decadal timescale. Model
comparison and sensitivity studies should in the future aim
at quantifying both processes separately with the associated
uncertainty ranges.
[37] Second, this study has found an anthropogenic influ-

ence on atmospheric CO2 by late medieval times, and has
indicated significant changes in the land and ocean carbon
content even earlier. The carbon balance has already for this
reason been out of equilibrium for many centuries. Further-
more, one third of the ALCC emissions until today have
already been released by the end of the preindustrial era.
This early disturbance of the carbon balance does not only
imply a legacy of the past by increasing the atmospheric
CO2 concentration already prior to the industrialization.
It also implies that the beginning of the simulation period
usually applied for climate projections may be too late: our
results indicate that climate-carbon cycle studies for present
and future centuries, which usually start from an equilibrium
state around 1850, start from a significantly disturbed state
of the carbon cycle, possibly distorting model calibration
against the industrial period.
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