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1. Materials and Methods

1.1. Data

The linguistic parameter that Atkinson (S7) investigates is the size of the phoneme inventory of a
language. Although the acoustic variation of possible linguistic utterances is basically continuous in
nature, humans discretely categorize this continuous variation into distinctive groups, called
phonemes. This discretization is language-specific, i.e. different languages have their own structure
of distinctive groups. Empirically it turns out that some languages have more groups (i.e they divide
phonetic space into more fine-grained distinctive phonemes), while other distinguish less phonemic

clusters of sounds.

To investigate variation in phoneme inventory size, it would have been straightforward for Atkinson
to use data on the actual number of phonemic distinctions in different languages. Much of what is
known about phoneme inventories is based on the UCLA Phonological Segment Inventory
Database (UPSID; S2). The original UPSID sample size of 317 languages was later expanded to
451 (S3) and more recently merged with the core language sample for the World Atlas of Language
Structures (WALS; S4). UPSID is publicly available online and is the most widely used data set for

investigating issues in phonological universals and typology (S5, S6).

Unfortunately, the data as used by Atkinson are only coarse-grained summaries of the slightly
expanded version of UPSID as made available in WALS. Although the WALS data includes a few
more languages, only a few illustrative aspects of phonemic variation among the world's languages
were included, not the complete UPSID data. Specifically, Atkinson only combines the features
‘consonant inventories’ (WALS 1, S7), ‘vowel quality inventory’ (WALS 2, S8) and ‘tone’ (WALS 13,
S9) to obtain an estimate of the size of the phoneme inventory. The data as used by Atkinson is
thus really only a rough (and as we will show rather biased) estimate of the actual number of

phonemes per language. Note that tonal opposition are not included in UPSID, though the data in



WALS is from the same author as UPSID, lan Maddieson. For our replication to remain compatible

with Atkinson’s approach, we added tonal marking to the UPSID data.

We will use the UPSID-451 database (S10) to illustrate our concerns with Atkinson's approach.
There exist better and much more expanded databases on phoneme inventories, but because
these are not (yet) publicly available we decided against their inclusion here. Further, we will only
use the total number of phonemes as listed for each language in UPSID. It would be much more
interesting to investigate the actual variation within the inventories, but such research is too
extensive for the scope of this reply (see Section 2.2 below). We removed the languages Island
Carib and Lai from the UPSID data because these languages have not been included in WALS.
Further, the language Julhoan was removed because the inventory size is an extreme outlier (141
phonemes, while mean of UPSID is 29+10.3), prompting discussion about a suitable analysis of its
phonemic structure: it might be better to analyze the phonemes of Julhoan as clusters of phonemes

(S11-S12).

A central problem with using UPSID in comparison to Atkinson’s analysis is that UPSID does not
include information about tonal distinctions. We decided to add the WALS data about tone to
UPSID to obtain comparable measurements of phonemic inventory size to Atkinson’s
measurement. Because WALS is not explicit about the exact number of tone distinctions for
languages with ‘complex tone systems’, we approximated the number of tones in such languages
with a mean of 4 tone distinctions. Further, because WALS does not provide information about tone
for all languages in UPSID, the combination of UPSID plus tone reduces the set of available
languages to 411. Finally, in various analyses we will use speaker community size as a factor, but a
further 11 UPSID languages do not have any speakers left, reducing the number of usable

languages in these analyses to 400.

Finally, note that there are various different versions of WALS available. WALS was originally

published as a book in 2005, and we here still use the data from this original version (S4). The data



was republished online in 2008 with only minimal changes. Atkinson cites this online version,
though he added page numbers that refer to the printed original from 2005. Recently, the online
version has been renewed to a 2011 version and some new data has been added (S73). However,

there do not appear to have been any changes in the crucial features discussed in this paper.

1.2. Measuring phoneme inventory size

There are various idiosyncrasies in the WALS data that influence Atkinson's results. First, WALS
gives only rough classes of phoneme inventory sizes instead of the actual numbers of phonemes.
Second, Atkinson uses consonants, vowels and tone as equally weighted characteristics, while
consonants are actually much more frequent than the other kinds of segments; this represents an
implicit weighting of specific characteristics of phoneme systems. Third, the WALS count of vowels
only includes the number of vowel qualities, ignoring the many other different ways in which vowels

are phonemically distinguished in human languages.

The first problem is that the data in WALS only distinguishes approximate classes of phoneme
distinctions. For example, for vowel quality inventories only three classes of languages are
distinguished, viz. ‘small vowel inventories’ (i.e. languages with 2-4 vowels), ‘average vowel
inventories’ (i.e. languages with 5-6 vowels) and ‘large vowel inventories’ (i.e. languages with 7-14
vowels). So, languages with 5 vowels are counted as having more oppositions than languages with
4 vowels, but there is no differentiation between languages with 7 or 14 vowels. Using the actual

counts of phoneme oppositions, as available in the UPSID database, is clearly preferable.

The reason that WALS only provides classes of phonemes instead of actual numbers is surely not
“due to uncertainty in ascertaining exact inventory counts across languages”, as Atkinson put it (S7,
p.2). As in every science, there is of course always room left for discussion of individual cases, but
the methodology to describe phoneme systems of the world’s languages is well established and
clearly sufficiently valid to give accurate estimates of the number of phonemes. The usage of

approximate classes in WALS was purely guided by the wish to provide easily accessible maps in



the original printed atlas. Distinguishing more than a few classes per map was deemed to be
visually displeasing. During the preparation of WALS, the question of the cut-off points for the
classes was explicitly discussed, and the author (I. Maddieson) subsequently added an explicit
explanation for the definition of the classes to WALS: “the particular cut-off values for the categories
were chosen so as to approximate a histogram with a normal distribution, although there are
somewhat more languages with inventories smaller than the band defined as “average” than with

larger than average inventories” (S7).

In practice, Atkinson uses an average of z-scores (%) of the numerical values of the WALS

classes. This approach is statistically unfounded, because the WALS classes really are on an
ordinal scale (all one can say is that languages with ‘small vowel inventories’ have less vowels than
those with ‘average vowel inventories’ but not by how much), and not on an interval scale to allow
meaningful computation of the mean and standard deviation. It might, therefore, be preferable to
use a simple addition of the WALS ordinal levels, although it will be necessary to normalize the
number of levels per parameter (WALS 1 distinguishes 5 levels, while WALS 2 and WALS 13

distinguish only 3 levels).

The second problem is immediately obvious when using actual numbers of phonemes instead of
the WALS data, namely that almost all languages have many more consonants than vowels. As
explicitly noted by Maddieson in WALS, the average number of consonants is much higher than the
average number of vowels. The average number of consonants in WALS is minimally below 23
(S7), whereas the average number of vowels is almost 6 (S8). Yet, in Atkinson's assessment of
phoneme inventory size, the vowel inventory size is given equal weight to consonant inventory size,
which can be interpreted as an implicit higher weighting of the number of vowels. This problem of
implicit weighting is even more severe with tonal oppositions, as this is likewise counted on a par
with consonant and vowel inventories. However, the number of tonal oppositions is almost always

lower than the number of vowel oppositions. As an estimate of the mean number of tonal



oppositions among the world’s languages, we will use the following argumentation, based purely on

the WALS data as available to Atkinson:

e Languages with ‘no tone’ are set to having zero tones;

e Languages with ‘simple tone systems’ are explicitly stated by Maddieson to have only a
two-way basic contrast, so we can count them as having two tones;

e Languages with ‘complex tone systems’ can have a variety of number of tones without
concrete specification of the exact number in WALS. We used an approximate average of

four tones for these languages.

Given the frequencies of these three types in WALS, the resulting average number of tones in the
world’s languages is approximately (307-0 + 132-2 + 88-4) / 527 = 1.2. This means that Atkinson’s
assessments of phoneme inventory size are implicitly strongly biased toward tonal oppositions.
Aggravating this implicit weighting is the fact that tonal oppositions show a strong geographic
preference for Africa and Southeast Asia, as can be immediately seen in the original WALS map
(S9). Moreover, if the arguments in (S714) are valid, the current geographic distribution of tone is
influenced by a genetic bias encoded by two human genes involved in brain size and development,
ASPM and Microcephalin. Importantly, the biasing alleles of these genes most probably postdate
the proposed out-of-Africa migration by several tens of thousands of years (Microcephalin: 37kya,
95% CIl 14-60kya; ASPM; 5.8kya, 95% CIl 0.5-14.1kya) showing that an important component of the
geographic distribution of tone -- and, thus, of Atkinson’s assessment of phonemic inventory size --

could very well have no connection to the scenario proposed by Atkinson.

Further, by counting vowel inventory and tonal oppositions as independent characteristics Atkinson
introduces yet another implicit weighting, because these two characteristics are actually positively

correlated (r = 0.32, p = 0.0015 using WALS data, with probabilities estimated from a mixed-effects
model with genus, family and macroarea as random effects, thus controlling for these types of non-

independence between languages). This somewhat surprising correlation is explicitly noted by



Maddieson in WALS (S9), and even while it is not clear how exactly this correlation should be
interpreted, it results in an even stronger emphasis on languages with tone and large vowel
inventories in Atkinson's assessment of phoneme inventory sizes.

The third problem with using the WALS data is that only vowel quality differences are considered in
the ‘vowel quality inventory’. There are many more phonetic aspects of vowels that are used by
languages in the world to express meaningful differences. Maddieson himself explicitly addresses
length, nasalization and diphtongization in WALS (S8). Further possibilities, though less frequently
attested, are pharyngalization and glottalization. So, Atkinson could, for example, easily have
included the WALS feature on vowel nasalization (S15) in his phoneme inventory assessment, as
this feature is definitionally independent of the three WALS features used. This inclusion might even
have been in favor of an African origin, because vowel nasalization is particularly common in West
Africa. The UPSID database includes most such vowel oppositions as described for the world’s
languages. Note that this aspect argues that there are normally more vowel oppositions than the

mean of 6 vowels that WALS 2 indicates.

In summary, Atkinson’s assessment of phoneme inventory size is only a rough approximation of the
actual number of phonemes. There are various easy remedies for the most glaring disproportions,
like adding a weighting factor to each WALS parameter based on the mean number of oppositions
and the number of levels distinguished for each WALS parameter, as shown in (1). This would have

been feasible for Atkinson, as it includes only information available in WALS.

(1) Phoneme inventory size = 23/5 - (WALS 1) + 6/3 - (WALS 2) + 1.2/3 - (WALS 13)

As a post-hoc indication of how well these weights fare, we performed a simple linear regression of
the UPSID frequencies on the WALS parameters. This results in the following predictive formula in
(2), which also shows highest weighting for consonant, and lowest weighting for tone, though the

effect for tone is less dramatic than with the formula above. This is probably due to the fact that the

assessment of tones in our UPSID data is based on the same WALS data (see previous section).



(2) Phoneme inventory size = 6.5 - (WALS 1) + 4.0 - (WALS 2) + 2.8 - (WALS 13)

To get an impression of how good these approximations are, we correlated them with the actual
UPSID counts. Atkinson’s average of z-scores reaches r = 0.604, while the simple weighted sum in
(1) approximates UPSID slightly better with r = 0.715, and the post-hoc linear regression in (2)
represents the best approximation possible with WALS data, but only reaches r = 0.719 (all these
correlations are of course highly significant p < 2.2-10'16). Thus, the simple weighting scheme in (1)
is almost the best attainable approximation of UPSID using the WALS data, and is clearly
preferable over Atkinson’s average of z-scores. Still, all these different WALS-based measures of

phoneme inventory size are a rather limited approximation of the UPSID counts.

1.3. Geographic distribution of phoneme inventory size

In most cases, geographic patterns can only be discerned through some kind of geographic
interpolation, and Atkinson’s global cline is the result of a method of interpolation to be discussed in
detail below. However, before trying to induce any global geographic clines, we will first investigate
more local patterns of geographic variation. We will show that Atkinson’s measurement of phoneme
inventory size results in a rather restricted view of world-wide linguistic variation. Additionally, we
will show that African languages in the current sample are extremely homogeneous in their
inventory sizes. Such homogeneity is rather at odds with any assumed point of origin, as one would

have expected large variation instead (as is the case for modern human genetic diversity).

To be able to interpolate geographically, a measure of geographic distance is crucial. To calculate a
distance measure between languages, Atkinson uses great circle distance through a few specified
waypoints, e.g. to reach America, the distance has to be measured passing through the Bering
strait. These waypoints represent an approximation of possible paths of human population
movement until a few thousand years ago. However, even if widely used, the main problem with

this approach to geographic distance is that the actual number of kilometers between two



languages does not seem to be the best approximation to the socio-historical distance between
their speakers. Two neighboring languages in Siberia will be measured as being thousands of

kilometers apart, while two neighboring languages in Africa are often just a few kilometers apart.

Yet, it is not immediately obvious how to improve on this measure of distance. It is clear that one
would like to include climatic, topographic and socio-historical factors in such a measure, but it is
difficult to decide what to include and how to obtain the necessary information. We would like to
propose a novel approach: instead of conceptualizing the distance between two languages in actual
kilometers, we would like to define the distance between two languages as the number of
languages that have to be crossed to get from one language to the other. So, the distance between
two languages that are 100 kilometers apart might be rather far in areas with high language density,
but low in areas with low language density. The central assumption behind this measure is that it is
possible to establish the practical impact of external factors (be it climatic, topographic and socio-
historical or else) without needing to know which factors really influenced linguistic density and to
which extent. The trick is that the current empirically observed language density in the world is a
result of any combination of such factors and the actual language density can thus be used as a

measure of the factual effect of these unknown factors.

In practice, we removed all sign languages from the 2560 languages in WALS, and we also
removed the language Yazva because it had exactly the same coordinates as Komi-Zyrian (both
are Finnic languages). For the remaining 2519 languages, we calculated a Delaunay triangulation
between all point-locations for the languages as specified in WALS. The triangulation was not
allowed to cross through a few explicitly specified water boundaries (Fig. S1) that humans do not
seem to have crossed up until a few thousand years ago. The 2519 languages only represent about
one third of the total number of human languages (S76), but for the current purpose this sample is
sufficient to estimate relative language distances. The distance between two languages is now

defined as the shortest path along the graph that results from the triangulation (Fig. S2).
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FIG. S1. Hypothesized ancient water boundaries that appear not to have been crossed until a few
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On a global scale, this distance measure produces very similar results to Atkinson’s land distance
(see Section 1.6), suggesting that they capture similar aspects of the linguistic reality in this context.
However, our conception of language distance allows us to do local interpolations in a sensible
manner. Just averaging over groups of languages in a circle of, say, a land distance of 100
kilometers will result in highly unequal groups depending on language density. In contrast,
averaging over groups of languages within a distance of, say, maximally five “language crossings”
results in much more balanced groups. With this distance it is possible to compute running
averages for each sampled language L to show areal preferences. Basically, a maximum distance
is chosen, and then the set of languages within this maximum distance is selected for each
language L. An average is computed for all sampled languages within this set around L (note that
the number of sampled languages is normally much smaller than the total 2519 languages in the

Delaunay triangulation). This average is then plotted instead of the original value of L.

The first illustration in Fig. S3 shows the raw values of Atkinson’s measure of phoneme inventory
size. Although there are visually some areal preferences discernible, there is still a large amount of
regional variation. The second illustration in Fig. S3 shows the same data, but now interpolated
over areas with a maximum distance of five languages. Here there are clearly two areas with large
phoneme inventories in Africa and Southeast Asia. Note that this areal distribution is highly similar
to the areal distribution of tone marking alone (S8), once again indicating that tone marking is
overvalued in Atkinson’s measurement of phoneme inventory size. In contrast, Fig. S4 shows
exactly the same illustrations, but now made on the basis of the UPSID data. The raw frequencies
show even more variation, but the interpolation over areas of maximally a five-language distance
clearly shows various areas with on average large phoneme inventories, viz. South Africa, the
Caucasus, Northwest America, and minor clusters in Western Europe and Southeast Asia. These
clusters exactly match linguistic intuitions about where languages with large phoneme inventories
are to be found. Predominantly small phoneme inventories are found in New Guinea, Australia and
South America, i.e. the furthest regions from Africa. No obvious origin discernible, as basically all of

Africa, Europe, Asia and Northwest America show areas with large phoneme inventories.
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FIG. S3. Geographic distribution of phoneme inventory sizes according to Atkinson’s measurement.
Red/orange/yellow are the upper 10/20/30% of the sizes; purple/blue/green are the lower
10/20/30% of the sizes. The first plot shows the raw numbers, while the second plot shows for each
language the local average, averaging over all languages sampled within a range of maximally a
five-language distance. Clearly visible are two main regions with large phoneme inventories: Africa

and Southeast Asia.
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FIG. S4. Geographic distribution of phoneme inventory sizes according to the UPSID count.
Red/orange/yellow are the upper 10/20/30% of the sizes; purple/blue/green are the lower
10/20/30% of the sizes. The first plot shows the raw numbers, while the second plot shows for each
language the local average, averaging over all languages sampled within a range of maximally a
five-language distance. There appears to be many more clusters of languages with an average high
phoneme inventory as in Atkinson’s measurement. Centers of high phoneme counts are attested in

South and East Africa, the Caucasus, Western Europa, Southeast Asia and Northwest America.
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FIG. S5. Standard deviation of the UPSID phoneme inventory sizes (in log10) established for each
language by taking all available sampled languages within a maximal distance of 5 languages.
Red/orange/yellow are the lower 10/20/30% of the standard deviations (i.e. low variation);
purple/blue/green are the upper 10/20/30% of the standard deviations (i.e. high variation). Africa

and New Guinea/Australia show the least variation in their inventory sizes.

Instead of locally averaging over the actual number of phonemes, it is also highly informative to
investigate the standard deviation of inventory sizes within local areas. Fig. S5 shows the standard
deviation in inventory sizes from UPSID within a maximal distance of five languages at each language
location. Africa and New Guinea/Australia are the predominant areas with little variation in inventory
sizes. From the perspective of a serial founder effect, the low variation in New Guinea/Australia is

exactly as would be expected, but the low variation in Africa, the supposed origin, is unexpected.

1.4. Correlation with speaker community size

It has repeatedly been observed that there is a positive correlation between the phoneme inventory
size of a language and the speaker community size (S77-S79). Atkinson reiterates this observation
and we can reproduce it also using UPSID (r = 0.30, p = 7.18-10"°, using data from S76 for the

population sizes). Note that for this correlation, we used the logarithm of population size and the
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logarithm of the phoneme inventory size. The analysis of the expected distribution of phoneme
inventory size is still not settled (S20-S22), but using a logarithm seems to be preferable to using
the raw numbers. However, this correlation shows strong dependency on the specific measurement
of phoneme inventory size that is used. Scatter plots for various measurements are shown in Fig.
S6 with a smooth spline indicating the local direction of the correlation. Globally, these correlations
are all significant. However, the most important difference between these correlations is the
behavior with small speaker communities. Atkinson argues that there is also a significant correlation
“‘when the analysis is restricted to languages with speaker populations of 5000 or less, a range in
line with speaker populations of modern hunter-gatherers” (Fig. S1 in S7). This significant
correlation for small populations is crucial for Atkinson’s proposal of a serial founder effect, because
the founding populations would have been small. Unfortunately, the correlation for populations
below 5000 is not significant at all with the other measurements of phoneme inventory (Weighted
WALS: r=-0.04, p = 0.69, UPSID: r = 0.04, p = 0.64). With both these measurements, the
correlation only reaches significance at the 5% level when much larger populations are included (all
populations up to 5.0-10° for Weighted WALS, or 1.0-10° for UPSID), but such sizes are clearly

outside the range of founding populations during the colonization of the world (S23).

Atkinson's measurement Weighted WALS features UPSID

- | © 000 0 Bowu o ® 8 o o oo
2 o oa apg o s 9 ®o 9 g0 %0 Bon® o
op Soso ©,8 © 5
) B oo%ﬁoeé%:%ma? A 0% o o 8 00 W 82008000 o i
s o® 96 0% V900 @ Bm, _ o odm o °o ca aPaS s 21

Average z-scores

w0 8 o8 8 B0 B
%2 FEsopRS 0g °
o 0o o omabed B Bouo ° o

o
0o o6 0 §%0° 8
0 0000 0 0momoo _00om o o9 9 o o ~
o &SRB o0 °% T o ot B &

Weighted WALS scores
phoneme count (log10)

° | o 00 o0
: oom ce o o 00 0% BBBW f o o o o

Speaker community size (log10) Speaker community size (log10) Speaker community size (log10)

FIG. S6. Scatter plots of speaker community size against phoneme inventory size for three different
measurements of phoneme inventories with a smooth spline to show the local correlation effects.
All correlations are significant over the whole population range, but when restricted to small speaker

communities (up to 50,000 speakers) only Atkinson’s measurement shows significance.
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Nevertheless, the global correlation between speaker community size and phoneme inventory size
is small but solid, though it is still far from clear how to explain it. We will here simply accept the
correlation as given, and assume that it is not an accidental effect. Given the existence of this
correlation, there is the question of the direction of causation. Whatever the reason for the
correlation, it seems clear that it has to be the population size that has some kind of influence on
language structure. It is highly unlikely that language structure influences population size, i.e. that
languages with more phonemes favor the development of larger speaker populations. Further, the
existence of large speaker populations (which we roughly define here as populations larger than 10°
speakers) is probably a relatively recent phenomenon (S23), meaning that the correlation is most
probably an effect that only arose after the human settlement of the world was already finished.
Finally, the reason for a speaker population to grow large has various geographic, climatic,
technological and sociopolitical reasons that are completely independent of the specific language
being spoken, i.e. from a linguistic perspective it is pure chance that it happened to be language X

that grew large instead of its neighbor Y (S24-525)

Given this perspective, speaker community size is a factor to account for in the measurement of
inventory size. The more so as the geographic distribution of large speaker communities is not
random at all. There is a strong bias of large speaker communities to occur in Africa, Eurasia and
Southeast Asia. Fig. S7 shows the geographic distribution of speaker community size, showing for
each language the average if its own population size combined with the population sizes of the
directly neighboring languages. The geographic bias is striking. Most importantly, assuming some
kind of causal role of population size in determining phoneme inventory size, this geographic
distribution of large speaker communities influences the geographic distribution of phoneme
inventory sizes, favoring Africa, Europe and South Asia as being a region with large phoneme
systems. So, the factor speaker community size has to be statistically removed when the

distribution of phoneme systems across the world’s languages is investigated.
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FIG. S7. Geographic distribution of speaker community sizes. For each language, the average
population size for the language itself together with its direct neighbors is shown.
Red/orange/yellow are the upper 30% of the population sizes; purple/blue/green are the lower 30%
of the sizes. Extremely small (and often highly endangered) languages predominate in Australia
and North America, while there are many small languages in New Guinea and South America.
Languages with large speaker communities predominate in Europe, Africa, South Asia, and

Southeast Asia.

1.5. Distribution over macroareas

As an approximate indication that there might be an ‘out-of-Africa’ effect in the geographic
distribution of phoneme inventory sizes, Atkinson presents a boxplot in the original article
comparing the inventory sizes across six macroareas as distinguished in WALS (Fig. 1B in S7).
This boxplot is replicated here in Fig. S8, top left, where it is compared to other measurements of

phoneme inventory size. However, there are various problems with this boxplot.

Atkinson does not elucidate the definition of the macroareas, but from the visual inspection of his

boxplot it very much looks like he took the definitions of macroareas as available in WALS. It is
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important to realize that the boundaries of the macroareas in WALS have rather special definitions
(S26). They were defined to be linguistically maximally independent from each other and they were
never intended to be used to investigate the peopling of the globe. The geographic distribution of
these macroareas is shown in Fig. S9. Specifically, the relative order of Eurasia and Southeast Asia
is difficult to interpret from a viewpoint of ancient human population movements. For reasons of
comparability, we have retained Atkinson’s order of macroareas in all of our boxplots in Fig. S8:

Africa - Southeast Asia - Eurasia - North America - South America - Oceania.

Further, the term ‘Oceania’ as used by Atkinson in his boxplot does not seem to be appropriate.
The area ‘Oceania’ does not exist in WALS, but there is an area ‘New Guinea and Australia’ that
matches the numerical distribution in the boxplot. Linguistically, this difference is crucial, because
Oceania would basically represent a grouping of languages from New Guinea and Australia
together with the Austronesian family of languages. The Austronesian languages only dispersed
relatively recently into the Pacific region (starting about 4,000 years ago, S27), while the non-
Austronesian languages from New Guinea and Australia already populated this area long before
the Austronesians (possibly even dating back to the original peopling of the globe). Thus, we
decided to change the label in our boxplots to the more appropriate “New Guinea and Australia”

(abbreviated ‘NG+Aus’).

There are six different versions of the boxplot shown in Fig. S8. The boxplots differ depending on
which data is used and whether to account for population size or not. In all plots, South America
and New Guinea/Australia seem to be substantially lower than the other areas, with Southeast Asia
being mostly intermediate. Africa, Eurasia and North America are approximately equally high in all
plots. A preference for Africa is only found in one of the boxplots, viz. the one replicating Atkinson’s
method. In contrast, North America shows the highest averages when using the data from UPSID
and regressing to population size. A clear ‘out-of-Africa’ cline is thus only discernible using the
exact details of Atkinson’s approach. Slight variations in the method of measurement do not

suggest this effect.
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Weighted WALS features
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FIG. S8. Boxplots showing phoneme inventory size by macroarea. The upper row reports the raw

numbers of phoneme inventory size, while the lower set of boxplots reports the residuals after

regressing to population size, including linguistic genera as a random factor. The leftmost boxplots

use Atkinson’s measure of phoneme size (average z-scores of three WALS features). The middle

boxplots use the weighted sum of the same WALS features, and the rightmost boxplots use the

phoneme counts from UPSID. All variants show a relatively small phoneme inventory for South

America and New Guinea/Australia. The exceptionally large phoneme inventories for Africa are only

attested in Atkinson’s original measures (this boxplot was printed in his original article). The

residuals from UPSID (our favored measure) show North America as the macroarea with the

highest phoneme inventories.
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FIG. S9. Geographic distribution of WALS macroareas.

1.6. Global clines of phoneme inventory size

Atkinson’s research clearly was inspired by previous work investigating human evolution, which
found clines of decreasing genetic and phenotypic diversity in modern humans the farther away
from Africa the sampled populations are (S28-S29). Basically, in this method the trait of interest
(here, phoneme inventory size) is measured at several geographic locations and then regressed on
the distance to a given geographic origin, while controlling for various possible confounds such as
population size. Then, several possible such origins are considered and the Bayesian Information
Criterion (BIC; S30) of these regression models is computed. These possible origins are then sorted
in order of increasing BIC. The origin with the minimum BIC is considered to give the best
relationship of the trait of interest to geographic distance and taken to be the most probable (“true”)
origin of expansion. Please note that at this stage neither the sign nor the size of the regression
coefficient of geographic distance are considered. This best fitting model could be one with
decreasing or increasing trait values as a function of distance. Next, Atkinson selects those
locations at most 4 BIC units away from this optimum as having ‘considerable support’ in being the

origin of the expansion. Please see section 1.8 for a detailed critique and analysis of this method.
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We replicated this method used by Atkinson to assess the global origin of phoneme inventory size
as follows. Following Atkinson, we considered in turn each of the available languages as a possible
origin, and we regressed the phoneme inventory size of all other languages on the geographic
distance to the considered origin, while controlling for speaker community size as a second
regressor and dealing with the genealogical non-independence of languages by including linguistic
genera as a random factor. An alternative model not considered by Atkinson is a quadratic factor in
geographic distance, which turned out to change the results drastically (see below). Further, we
took the languages within 4 BIC points from the optimum model as the probable region of origin.
Note that in all these regressions, we always took the logarithm of the speaker community size.
Likewise, we used logarithms of the UPSID counts (cf. Section 1.4), but not for the other

measurements of phoneme inventory size.

The geographic distribution of the languages within the BIC+2,4,6,8 range is shown to the left in
Fig. S10. Shown in blue is the BIC cluster according to Atkinson’s rough measurement of phoneme
inventory size. This cluster shows exactly the West African origin as claimed by Atkinson. Shown in
green is the BIC cluster on the basis of the weighted sum of the same WALS features. This green
cluster is still based in Africa, but shows a markedly different geographic orientation, being centered
on Sandawe in eastern Africa. Shown in red is the BIC range based on the UPSID counts of
phonemes per language. This BIC range actually consists of two clusters. The minimum BIC is
attested for the East African languages Sandawe, but the second lowest BIC is found for the
Caucasian language Hunzib. Clusters of low BIC values arise around these two centers, which only
merge into a single cluster when BIC-values above BIC+3 are included. When we added a
quadratic geographic term into the regression model (shown to right in Fig. S10), there was no
change to the BIC area according to Atkinson’s measure. However, for the other two
measurements of phoneme inventory size the clusters of minimal BIC languages shifted
dramatically to the eastern tip of New Guinea. In this model, the origin of phoneme inventory size

consists of languages with small phoneme inventories.
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FIG. S10. Geographic distribution of languages within the BIC+2,4,6,8 range, indicated with
contours of diminishing thickness. In blue is Atkinson’s own measurement of phoneme inventory
size, showing his claimed West African origin. In green is the weighted WALS assessment of
phoneme inventory size with an East African origin. In red is the phoneme inventory count in UPSID
with a double East African and Caucasian origin. To the right the models with an additional
quadratic geographic term are shown. The blue area does not change in the quadratic model, but

the two other measurements now show New Guinean origins.
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In summary, using the UPSID data results in a second origin of large phoneme inventories outside
Africa (in the Caucasus), and in general the size of the BIC+4 cluster is markedly larger than the
BIC+4 cluster based on Atkinson’ data. However, the ‘true origin’ of phoneme inventory size is still
in Africa, while the Caucasus could possibly be construed as a very ancient secondary
development. In contrast, when we add a quadratic geographic term to the regression, the
supposed ‘origin’ is placed in New Guinea, and the original state of the phoneme inventory size

would be one with small inventories.

1.7. Global clines of other WALS features

The explanation presented by Atkinson for the African origin of large phoneme inventories (i.e. a
serial founder effect in which small daughter populations lost linguistic categories) is general
enough that it should also hold for other linguistic characteristics that involve some kind of ‘more’
vs. ‘less’ explicit marking structure. Note that we will refer to this ‘more’ vs. ‘less’ explicit marking as
‘complexity’ here, even though the definition of complexity in language is a hotly debated topic

(S31-S33).

Contrary to the general explanatory principles proposed by Atkinson, other applicable WALS
features do not indicate the same scenario as implied by Atkinson’s explanation. We investigated
an ad-hoc selection of 16 WALS features that are easily construed as involving some kind of
structural complexity difference. All these features distinguish between languages that have some
kind of overt morpho-phonological marking vs. languages that do not have any overt linguistic
marking structure (which normally means that this second group of languages use other, more
implicit, strategies to express the same content). For all these characteristics we replicated the
same analysis as used by Atkinson. The first problem for Atkinson’s explanation is that we find
‘origins’ all over the world, not just in Africa. And second, the implied original linguistic state can go
both ways, being either the one with the most or with the least explicitly marked structures. These

16 features are the following (see also Fig. S11):
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WALS 9 “The velar nasal”’ (S34) describes the usage of the velar nasal consonant. Most
languages do not have such a phonemic consonant, some have such a phoneme, but it can
only be used in restricted non-initial environments. Finally, a large set of languages allows
the velar nasal also in initial position. The minimal BIC is found in Madurese Southeast Asia
& Oceania) with only 6 languages (1% of all sampled languages) being within the BIC+4
range. This area typically has unrestricted usage of the velar nasal (i.e. more structure).
WALS 10 “Vowel nasalisation” (S15) describes whether a language has phonemic vowel
nasalization or not. The minimal BIC is found in Maybrat (Australia - New Guinea) with 46
languages (19%) within the BIC+4 range. These languages typically do not have
nasalization (i.e. less structure).

WALS 12 “Syllable structure” (S35) classifies the complexity of syllable structures. The
minimal BIC is found in Yupik (on the Eurasian - North American border), but a secondary
center is English, showing two disconnected areas within the BIC+4 range with in total 13
languages (3%). The whole of Eurasia and large parts of North America are characterized
by complex syllable structures (i.e. more structure).

WALS 22 “Inflectional synthesis of the verb” (S36) describes how many inflectional
categories are marked on a verb in the languages investigated. The minimal BIC is found in
Koasati (North America), an area that typically has high inflectional synthesis. However, all
145 samples languages fall within the BIC+4 range, so this characteristic does not show
any clear founder structure.

WALS 27 “Reduplication” (S37) describes the extent to which languages use reduplication.
The minimal BIC is located in Uradhi (Australia) with a large area of 103 languages (28%)
around it within the BIC+4 range. These languages typically have productive full and partial
reduplication (i.e. more structure).

WALS 30 “Number of genders” (S38) describes how many grammatical genders are
distinguished in languages. The minimal BIC is attested in Cocopa (North America) with 33
neighboring languages (13%) within the BIC+4 range. These languages typically do not

have any grammatical gender (i.e. less structure).
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WALS 34 “Occurrence of nominal plurality” (S39) describes the extent to which languages
use overt plural marking on nouns. The minimal BIC is found in Greek (Eurasia) with 48
languages (16%) in Europe and northern Africa within the BIC+4 range. These languages
typically have obligatory plural marking on all nouns (i.e. more structure).

WALS 41 “Distance contrasts in demonstratives” (S40) describes how many distance
contrasts languages mark in their demonstratives. The minimal BIC is located at German
(Europe) with a large area of 94 languages (40%) being within the BIC+4 range. These
languages span an enormous area, basically including all of Eurasia, Mainland South and
Southeast Asia, and large parts of Africa. The languages in this area typically have just a
two-way demonstrative system (i.e. less structure).

WALS 47 “Intensifiers and reflexive pronouns” (S41) describes whether languages have a
specific intensifier, or whether they simply use the reflexive pronouns for this function. The
minimal BIC is found in Alamblak (New Guinea) with an area of 30 surrounding languages
(18%) within the BIC+4 range. These languages typically do not have specialized
intensifiers (i.e. less structure).

WALS 49 “Number of cases” (S42) shows how many noun cases a language distinguishes.
The minimal BIC is located in Russian (Eurasia), but the set of languages within the BIC+4
range includes all 261 languages sampled, so this characteristic does not show any clear
founder structure.

WALS 55 “Numerical classifiers” (S43) describes whether languages use numerical
classifiers. The minimal BIC is attested in the Southeast Asian language Loven with a small
area of 11 languages (3%) being within the BIC+4 range. These languages typically have
obligatorily usage of numeral classifiers (i.e. more structure).

WALS 59 “Possessive classification” (S44) describes how many noun classes are
distinguished in the formal marking of pronominal possession. The minimal BIC is attested
in Chuchki (Eurasia, on the boundary to North America) with an extremely large group of 72

languages (30%) within the BIC+4 range, spanning over all of Eurasia and North America.
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These languages typically do not have any noun class distinctions for pronominal
possession (i.e. less structure).

e WALS 65 “Perfective/imperfective marking” (S45) classifies languages according to
whether they grammatically mark a perfective/imperfective distinction or not. The minimal
BIC is found in Kanakuru (Africa) with a large group of 68 languages (31%) within the
BIC+4 range, spanning all of Africa, the Near East, and parts of Europe. These languages
typically grammatically make such a distinction (i.e. more structure).

e WALS 67 