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## 1 Introduction

Among the known examples of consistent non-linear embeddings in Kaluza-Klein supergravity (and Kaluza-Klein theories in general), the non-linear embedding of $\mathcal{N}=8, d=4$ gauged supergravity [1] into $\mathcal{N}=1, d=11$ supergravity [2] stands out as the most subtle and complicated. This embedding was derived a long time ago in [3] on the basis of the $\mathrm{SU}(8)$ invariant reformulation of $d=11$ supergravity presented in [4] (a list of references to earlier work can be found in [3]). However, with the exception of [5], where the simpler embedding of maximal $d=7$ gauged supergravity into the $d=11$ theory was completely worked out, there has not been much follow-up work on maximal supergravity embeddings since then. In particular, no complete proof exists for the $A d S_{5} \times S^{5}$ compactification of IIB supergravity to maximal gauged $\mathcal{N}=8$ supergravity in $d=5$, although partial formulae for the embedding were obtained in [6-8]. By contrast, there has been considerable work on consistent truncations of $\mathcal{N}=1, d=11$ supergravity to non-maximal supergravities in $d=4$, whose scalar sectors are much simpler. ${ }^{1}$

[^0]In this paper we re-analyze the embedding of the scalar sector of the $\mathcal{N}=8$ theory and, in particular, examine the flux ansätze in [3] for solutions of $\mathcal{N}=1, d=11$ supergravity that correspond to lifts of critical points of the scalar potential in four dimensions. Our present interest in this problem has been motivated on the one hand by the recent discovery of a large number of new critical points [18-21] for which the corresponding eleven-dimensional solutions are not yet known. On the other hand, the explicit flux formulae in [3] have never been tested for any but the maximally supersymmetric point. The present investigation originated from an attempt to extend this analysis to non-trivial vacua, and to test the general formulae by performing numerical checks for some configurations of the scalar fields. To our surprise, these checks revealed systematic inconsistencies. ${ }^{2}$ This raised questions not just about the flux formulae per se, but also about the completeness of the proof of consistency for the $S^{7}$ truncation in [3]. In this paper, we resolve the apparent discrepancies and complete the proof of consistency, on the way also deriving the exact formulae for the non-linear flux ansätze. Indeed, the formulae given in [3], after considerable work, turn out to be essentially correct, modulo an important subtlety that was not appreciated there, and which is the main subject of the present paper.

Recall that solutions of $d=11$ supergravity corresponding to given critical points of gauged $\mathcal{N}=8$ supergravity are warped products $A d S_{4} \times \mathcal{M}_{7}$,

$$
\begin{align*}
d s_{11} & =\Delta^{-1} d s_{A d S_{4}}^{2}+d s_{\mathcal{M}_{7}}^{2}  \tag{1.1}\\
F_{(4)} & =f \Delta^{-2} \operatorname{vol}_{A d S_{4}}+\frac{1}{4!} F_{a b c d} e^{a} \wedge e^{b} \wedge e^{c} \wedge e^{d} \tag{1.2}
\end{align*}
$$

where $d s_{A d S_{4}}^{2}$ denotes the line element in $A d S_{4}$ with warp factor $\Delta^{-1}$, and $d s_{\mathcal{M}_{7}}^{2} \equiv$ $g_{m n} d y^{m} \otimes d y^{n}$ is the internal seven-metric (as in [3], we will label four-dimensional coordinates $x^{\mu}$ by Greek indices $\mu, \nu \ldots=0,1,2,3$, and internal coordinates $y^{m}$ by Latin indices $m, n, \ldots=1, \ldots, 7)$. The flux components are defined in the usual way, with flat indices and $24 i f \equiv \varepsilon^{\alpha \beta \gamma \delta} F_{\alpha \beta \gamma \delta}$ (so the constant $f_{0} \equiv f \Delta^{-2}$ is the Freund-Rubin parameter [23]). Hence, the internal manifold $\mathcal{M}_{7}$ is a deformation of the seven-sphere $S^{7}$ (which corresponds to the maximally supersymmetric vacuum [24]). In fact, such deformations can be studied for any field configuration of the $d=4$ theory satisfying the field equations of $\mathcal{N}=8$ supergravity, in which case the internal metric and fluxes depend on both $x$ and $y$, such as for instance the $A d S_{4}$-type vacua with $x$-dependent scalar field configurations which have attracted recent interest in the context of M2-branes and holographic superconductors. The main question then concerns $(i)$ how to construct the non-linear embedding of a given $d=4$ configuration into the $d=11$ theory, and (ii) the consistency of this embedding. By a consistent truncation (or embedding) we shall here generally mean that any $d=4$ solution (whether $x$-independent or not), when embedded into the $d=11$ theory, should yield an exact solution of the latter at the full non-linear level (see e.g. [25] for an introductory review). As we will see, this requirement will lead to rather complicated formulae for both the internal metric and the fluxes in terms of the $d=4$ fields.

[^1]
## 2 Synopsis

In this section we recall some central results from earlier work and summarize our main new insights. We strongly recommend that readers consult the two main references [3, 4], whose notations and conventions we will follow throughout this paper, as well as [26] for further details whenever necessary

The explicit construction of the lift in $[3,4,26]$ starts with the so-called generalized vielbein. This object is a 'soldering form' with one internal upper world index and two flat (tangent space) $\mathrm{SU}(8)$ indices, and plays a key role in the $\mathrm{SU}(8)$ invariant reformulation of $d=11$ supergravity presented in [4, 27]. It is expressed in two different and independent ways, one coming from the $d=11$ side via the reformulation [4], and the other coming from the $d=4$ theory, and in terms of the scalar fields of $\mathcal{N}=8$ supergravity and the $S^{7}$ Killing spinors. The comparison between the $d=4$ and the $d=11$ expressions, obtained by judicious analysis of the supersymmetry variations, then yields crucial information about the non-linear embedding, as we now explain.

Let us start with the $d=11$ side, which is based on the reformulation [4], where the original tangent space symmetry $\mathrm{SO}(1,10)$ is replaced by $\mathrm{SO}(1,3) \times \mathrm{SU}(8)$, as appropriate to a (4+7)-decomposition of the original theory [2], and where the dependence on all coordinates is initially retained. The generalized vielbein is defined from the $d=11$ supersymmetry variations as

$$
\begin{equation*}
e_{A B}^{m}(x, y)=i e_{a}^{m} \Delta^{-1 / 2} \Gamma_{A B}^{a}, \tag{2.1}
\end{equation*}
$$

where $e_{m}{ }^{a}(x, y)$ is the siebenbein of the full metric on $\mathcal{M}_{7}$, and $e_{a}{ }^{m}(x, y)$ its inverse. The factor $\Delta$ is essentially the siebenbein determinant, except that for convenience we define

$$
\begin{equation*}
S_{a}{ }^{b}(x, y) \equiv \stackrel{\circ}{e}_{a}^{m}(y) e_{m}^{b}(x, y), \quad \Delta \equiv \operatorname{det} S, \tag{2.2}
\end{equation*}
$$

thus taking out the $y$-dependent background factor det $\dot{e}_{m}{ }^{a}$, where ${ }^{\circ}{ }_{m}{ }^{a}(y)$ is the background $S^{7}$ siebenbein, and the metric on the round $S^{7}$ is $\stackrel{\circ}{g}_{m n}=\stackrel{\circ}{e}_{m}{ }^{a}{ }^{\circ}{ }_{n}{ }^{b} \delta_{a b} .{ }^{3}$ The $\mathrm{SO}(7)$ gamma matrices, $\Gamma^{a}$, are purely imaginary, and therefore $e_{A B}^{m}$, as defined in (2.1), is real. However, a crucial step taken in [4] in order to re-write the theory into $\operatorname{SU}(8)$ covariant form is now to replace (2.1) by the more general definition

$$
\begin{equation*}
e_{A B}^{m}(x, y)=i e_{a}^{m} \Delta^{-1 / 2}\left(\Phi^{T} \Gamma^{a} \Phi\right)_{A B}, \quad e^{m A B}=\left(e_{A B}^{m}\right)^{*} \tag{2.3}
\end{equation*}
$$

where $\Phi^{A}{ }_{B}(x, y)$ is an arbitrary local $\mathrm{SU}(8)$ rotation depending on all eleven coordinates. In this way the local $\operatorname{SO}(7)$ tangent space symmetry is enhanced to local $\mathrm{SU}(8)$ in eleven dimensions. As a consequence, the real internal siebenbein is converted into a complex object transforming under local $\operatorname{SU}(8)$, unlike the original siebenbein which transforms only under $\mathrm{SO}(7)$. The real form (2.1) is then viewed as an $\mathrm{SU}(8)$ tensor $\mathbf{2 8} \oplus \overline{\mathbf{2 8}}$ taken in a special gauge. ${ }^{4}$ This gauge choice will prove extremely useful below, and we will return to it on several occasions.

[^2]On the $d=4$ side, by contrast, the generalized vielbein is determined in terms of the 70 scalar fields of $\mathcal{N}=8$ supergravity and the 28 Killing vectors on $S^{7}$ as

$$
\begin{equation*}
e_{i j}^{m}(x, y)=K^{m I J}(y)\left(u_{i j}^{I J}(x)+v_{i j I J}(x)\right), \quad e^{m i j}=\left(e_{i j}^{m}\right)^{*} \tag{2.4}
\end{equation*}
$$

where the scalar '56-bein'

$$
\mathcal{V}(x)=\left(\begin{array}{ll}
u_{i j}^{I J}(x) & v_{i j I J}(x)  \tag{2.5}\\
v^{i j I J}(x) & u^{i j}{ }_{I J}(x)
\end{array}\right) \in \mathrm{E}_{7(7)}
$$

is an element of the maximally ('split') non-compact form of the $\mathrm{E}_{7}$ Lie group in the fundamental representation. The Killing vectors in (2.4) are represented in the usual way as bilinears of the Killing spinors,

$$
\begin{equation*}
K^{m I J}=i \stackrel{\circ}{e}_{a}^{m} \bar{\eta}^{I} \Gamma^{a} \eta^{J} \tag{2.6}
\end{equation*}
$$

Those (commuting) Killing spinors, $\eta^{I}(y)$, satisfy

$$
\begin{equation*}
\left(\stackrel{\circ}{D}_{m}+\frac{i}{2} m_{7} \stackrel{\circ}{\Gamma}_{m}\right) \eta^{I}=0, \quad I=1, \ldots, 8 \tag{2.7}
\end{equation*}
$$

where $m_{7}$ is the inverse radius of $S^{7}, \stackrel{\circ}{\Gamma}_{m} \equiv \stackrel{\circ}{e}_{m}{ }^{a} \Gamma_{a}$, and $\stackrel{\circ}{D}_{m}$ denotes the $S^{7}$ background covariant derivative.

We also note that, when considered as $8 \times 8$ matrices, the Killing spinors are orthonormal, in the sense that $\eta^{I}{ }_{A} \eta^{A}{ }_{J}=\delta^{I}{ }_{J}$, etc. As explained in [3], this allows us to use the Killing spinors to convert the two kinds of $\mathrm{SU}(8)$ indices: $A, B, C, \ldots$, and $i, j, k, \ldots$ or $I, J, K, \ldots$, appropriate to $d=11$ and $d=4$, respectively, into one another. However, a direct comparison between $d=11$ and $d=4$ quantities is more subtle, and realizing that was one of the crucial steps in the proof of the consistent truncation in [3].

One key ingredient in the proof of consistency is the $\mathrm{SU}(8)$ rotation matrix $\Phi \equiv \Phi(x, y)$ introduced in (2.3), which is required for a consistent 'alignment' of the $d=4$ and $d=11$ theories and, in particular, of the generalized vielbeine (2.3) and (2.4). More precisely, the $d=4$ and $d=11$ vielbeine (2.3) and (2.4) above are related by

$$
\begin{equation*}
e_{A B}^{m}(x, y) \equiv i e_{a}^{m} \Delta^{-1 / 2} \Gamma_{C D}^{a} \Phi_{A}^{C} \Phi_{B}^{D}=e_{i j}^{m} \eta^{i}{ }_{A} \eta_{B}^{j} \tag{2.8}
\end{equation*}
$$

This formula makes obvious the necessity of complexifying the original internal siebenbein (2.1) via (2.3), because (2.4) and hence the right hand side of (2.8) are manifestly complex. It also confirms that the $\mathrm{SU}(8)$ rotation $\Phi$ in general depends non-trivially on both the $d=4$ (space-time) and the $d=7$ (internal) coordinates. The existence of the $\mathrm{SU}(8)$ rotation $\Phi$ for any vielbein of the form (2.4) follows from the fact that the latter can be shown to satisfy the Clifford property by virtue of some $\mathrm{E}_{7(7)}$ identities, as explained in section 2 of [3].

From the two different representations of the generalized vielbein in (2.1) and (2.4), and from (2.8), we deduce two key results:
(i) The non-linear metric ansatz [26]

$$
\begin{equation*}
8\left(\Delta^{-1} g^{m n}\right)(x, y)=e_{i j}^{m} e^{n i j}=\left(K^{m I J} K^{n K L}\right)(y)\left(u_{i j}^{I J}+v_{i j I J}\right)\left(u^{i j} K L+v^{i j K L}\right)(x), \tag{2.9}
\end{equation*}
$$

implicitly giving the dependence of the internal metric on the scalar 56 -bein $\mathcal{V}(x)$ and the $S^{7}$ Killing vectors $K^{I J}(y)$. Given any configuration of the $\mathcal{N}=8$ fields, this formula can be solved (at least in principle) for the embedded internal metric $g_{m n}(x, y)$.
(ii) The $\mathrm{SU}(8)$ rotation matrix $\Phi(x, y)$ is determined as a function of the scalar 56-bein and the $S^{7}$ Killing spinors. As already mentioned, this $\mathrm{SU}(8)$ rotation is needed to 'align' the linear fermionic ansätze with the non-linear bosonic ones in an $\mathrm{SU}(8)$ gauge where the linear fermionic ansätze are exact to all orders, as explained in [3].

Of course, closed form expressions for either $g_{m n}(x, y)$ and $\Phi(x, y)$ are hard to come by, and can only be obtained in very special circumstances. Nevertheless, the non-linear metric ansatz (2.9) has been successfully tested over the years for a variety of non-trivial solutions: critical points [26, 29, 30], RG flows [29, 31-34] and quadratic fluctuations [35]. It was also used to construct smaller truncations [11, 35], and was generalized to maximal supergravities in $d=5[6]$ and $d=7[5,36]$. Observe that (2.9) fixes the overall normalization of the metric relative to the trivial vacuum for any solution of the $d=11$ equations of motion corresponding to a consistent embedding of an on-shell configuration of $N=8$ supergravity (whereas the former are in principle only determined up to an overall scaling).

Similarly, the $\mathrm{SU}(8)$ rotation is known in closed form only for some special critical points, the very simplest example being the maximally supersymmetric point, $\Phi=1$. Corrections to first order in the supersymmetry parameter induced by the non-linear embedding were given in [37], although without mention of $\mathrm{SU}(8)$. For purely scalar fluctuations, with no pseudoscalars, a perturbative expansion for $\Phi$ was derived in [38], but no closed form for the summed series is known. For all other scalar and pseudoscalar configurations, the explicit solutions for $\Phi$ become rapidly very complicated and cumbersome, as can be seen from the examples in section 6 .

While the above results are enough to derive the non-linear metric ansatz, they are not sufficient to obtain the fluxes as functions of the scalar 56-bein. For this we need to invoke the extra information provided by two consistency requirements, namely $(i)$ the generalized vielbein postulate, and (ii) the so-called $\mathfrak{A}$-equations. ${ }^{5}$

The first condition derived in [4] is that the generalized vielbein must satisfy an equation, the so-called Generalized Vielbein Postulate (or GVP, for short). Like the generalized vielbein itself, this condition comes in two different guises. Again, we first discuss the equation as obtained from the $d=11$ side where $e_{A B}^{m}$ must obey

$$
\begin{equation*}
\stackrel{\circ}{D}_{m} e_{A B}^{n}+\mathcal{B}_{m}{ }_{[A A}^{C} e_{B] C}^{n}+\mathcal{A}_{m A B C D} e^{n C D}=0, \tag{2.10}
\end{equation*}
$$

[^3]with a corresponding equation for the complex conjugate vielbein $e^{m A B}$. Here, $\mathcal{B}_{m}{ }^{A}{ }_{B}(x, y)$ and $\mathcal{A}_{m A B C D}(x, y)$ together can be viewed as an $\mathrm{E}_{7(7)}$ connection in the seven internal dimension. The $G V P$ constitutes the analog of the corresponding conditions for the $d=4$ connection $\left(\mathcal{B}_{\mu}{ }^{A}{ }_{B}, \mathcal{A}_{\mu A B C D}\right)$, which upon compactification on $S^{7}$ reduce to the CartanMaurer equations for $\mathrm{E}_{7(7)}$ (with $\mathrm{SO}(8)$ gauge covariant derivatives, cf. [3]).

Explicit expressions in terms of $d=11$ fields are obtained by careful analysis of the $d=11$ supersymmetry variations [4]:

$$
\begin{align*}
\mathcal{B}_{m}{ }^{A}{ }_{B} & =\frac{1}{2}\left(S^{-1} \stackrel{\circ}{D}_{m} S\right)_{a b} \Gamma_{A B}^{a b}+\frac{i \sqrt{2}}{14} f e_{m a} \Gamma_{A B}^{a}-\frac{\sqrt{2}}{48} e_{m}{ }^{a} F_{a b c d} \Gamma_{A B}^{b c d},  \tag{2.11}\\
\mathcal{A}_{m A B C D} & =-\frac{3}{4}\left(S^{-1} \stackrel{\circ}{D}_{m} S\right)_{a b} \Gamma_{[A B}^{a} \Gamma_{C D]}^{b}+\frac{i \sqrt{2}}{56} e_{m a} f \Gamma_{[A B}^{a b} \Gamma_{C D]}^{b}+\frac{\sqrt{2}}{32} e_{m}{ }^{a} F_{a b c d} \Gamma_{[A B}^{b} \Gamma_{C D]}^{c d} . \tag{2.12}
\end{align*}
$$

The matrix $S_{a}{ }^{b}$ was already defined in (2.2), while the remaining flux terms originate from the four-form field strength of $d=11$ supergravity in the standard way. These two formulae are only valid in the 'real vielbein gauge' (2.1), and they will change when we switch to another $\operatorname{SU}(8)$ gauge. On the other hand, when reverting from a general $\mathrm{SU}(8)$ covariant expression back to the real gauge, one must, of course, ensure that the resulting expressions preserve the tensor structure inherited from $d=11$ supergravity, which is manifest in (2.11) and (2.12). ${ }^{6}$

An important feature of the real gauge (2.1), not spelled out in [4], is that (2.11) is in fact not the most general solution; rather, the $G V P$ will still be satisfied if we replace

$$
\begin{equation*}
f e_{m a} \rightarrow e_{m}{ }^{a} X_{a \mid b}, \quad e_{m}{ }^{a} F_{a b c d} \rightarrow e_{m}{ }^{a} X_{a \mid b c d}, \tag{2.13}
\end{equation*}
$$

where $X_{a \mid b}$ is an arbitrary matrix, and $X_{a \mid b c d}$ is anti-symmetric only in the indices [bcd]. In other words, the $G V P$ admits solutions which in general are not compatible with the properties of the fluxes dictated by $d=11$ supergravity. A crucial requirement for the consistency of the truncation is therefore to ensure that the embedding formula for the fluxes respects these properties. We will call it the correct tensor structure condition.

Let us now turn to the $d=4$ side of the story. Here we have formally the same $G V P$ equation

$$
\begin{equation*}
\stackrel{\circ}{D}_{m} e_{i j}^{n}+\mathcal{B}_{m}{ }^{k}{ }_{[i} e_{j] k}^{n}+\mathcal{A}_{m i j k l} e^{n k l}=0, \tag{2.14}
\end{equation*}
$$

but where the $\mathrm{SU}(8)$ gauge field $\mathcal{B}_{m}{ }^{i}{ }_{j}$ and the self-dual tensor field $\mathcal{A}_{m i j k l}$ are now to be expressed in terms of the $d=4$ fields. To match the $d=11$ supersymmetry variations with those of gauged $\mathcal{N}=8$ supergravity, however, we must invoke a second consistency requirement. This is to require that the $\mathfrak{A}_{1}$ and $\mathfrak{A}_{2}$ tensors, defined as [3]

$$
\begin{align*}
\mathfrak{A}_{1}^{i j} & =-\frac{\sqrt{2}}{4}\left(e^{m i k} \mathcal{B}_{m}{ }^{j}{ }_{k}+\mathcal{A}_{m}{ }^{i j k l} e_{k l}^{m}\right),  \tag{2.15}\\
\mathfrak{A}_{2 l}^{i j k} & =-\frac{\sqrt{2}}{4}\left(3 e^{m[i j} \mathcal{B}_{m}{ }^{k]}{ }_{l}-3 e_{p q}^{m} \mathcal{A}_{m}{ }^{p q[i j} \delta^{k]}{ }_{l}-4 \mathcal{A}_{m}{ }^{i j k p} e_{p l}^{m}\right), \tag{2.16}
\end{align*}
$$

[^4]are equal to the corresponding $A_{1}$ and $A_{2}$ tensors ${ }^{7}$ of $\mathcal{N}=8, d=4$ supergravity, which parametrize the $g$-dependent deformations (Yukawa couplings and scalar potential) from the ungauged theory:
\[

$$
\begin{align*}
\mathfrak{A}_{1}^{i j} & =g A_{1}^{i j},  \tag{2.17}\\
\mathfrak{A}_{2} l^{i j k} & =g A_{2 l}{ }^{i j k} . \tag{2.18}
\end{align*}
$$
\]

In the remainder we will refer to these equations as the ' $\mathfrak{A}$-equations.'
The role of these two conditions in the consistent truncation is to ensure that the dependence on the internal space drops out in the reduction of the supersymmetry variations of $d=11$ supergravity to four dimensions, and that in the process one recovers the complete supersymmetry transformations of gauged $\mathcal{N}=8$ supergravity. In particular, one should note that while the $A_{1}$ and $A_{2}$ tensors on the right hand side in (2.17) and (2.18) are functions only of the scalar 56 -bein of the $d=4$ theory, hence depend only on $x$, the $\mathfrak{A}_{1}$ and $\mathfrak{A}_{2}$ tensors are hybrid objects that a priori depend both on the scalar 56 -bein and the internal coordinates.

A special solution of the $G V P$ (2.14) and the $\mathfrak{A}$-equations (2.17) and (2.18) was constructed explicitly in [3] in terms of the scalar 56 -bein and the Killing vectors on $S^{7}$ as follows. Consider

$$
\begin{align*}
& \mathcal{B}_{m}{ }^{i}{ }_{j}(\alpha, \beta)=-\frac{2}{3} \alpha m_{7} K_{m}{ }^{I J}\left(u^{i k}{ }_{I K} u_{j k}{ }^{J K}-v^{i k I K} v_{j k J K}\right)  \tag{2.19}\\
& \quad-\frac{2}{3} \beta \stackrel{\circ}{D}_{m} K_{n}{ }^{[I J} K^{n K L]}\left(v^{i k I J} u_{j k}{ }^{K L}-u^{i k}{ }_{I J} v_{j k K L}\right), \\
& \mathcal{A}_{m i j k l}(\alpha, \beta)=\alpha m_{7} K_{m}{ }^{I J}\left(v_{i j J K} u_{k l}^{I K}-u_{i j}{ }^{J K} v_{k l I K}\right) \\
&-\beta \stackrel{\circ}{D}_{m} K_{n}{ }^{[I J} K^{n K L]}\left(u_{i j}{ }^{I J} u_{k l}{ }^{K L}-v_{i j I J} v_{k l K L}\right), \tag{2.20}
\end{align*}
$$

where $\alpha$ and $\beta$ are arbitrary real parameters (recall that the indices on the Killing vectors are raised with the $S^{7}$ background metric, that is, $\left.K^{m I J} \equiv{ }^{\circ}{ }^{m n} K_{n}^{I J}\right)$. Substitution of these expressions into (2.14) shows that the $G V P$ is satisfied provided $\alpha+4 \beta=1$, leaving a one-parameter family of solutions.

The remaining freedom is then fixed by imposing the $\mathfrak{A}$-equations. This is by no means obvious, but happily, the detailed analysis of [3] shows that the $\mathfrak{A}$-equations do have a solution of the form above and indeed fix the free coefficients uniquely,

$$
\begin{equation*}
\alpha=\frac{4}{7}, \quad \beta=\frac{3}{28}, \tag{2.21}
\end{equation*}
$$

when the gauge coupling constant of the $d=4$ theory is set to the inverse radius of $S^{7}$,

$$
\begin{equation*}
g=\sqrt{2} m_{7} . \tag{2.22}
\end{equation*}
$$

With these values, one re-obtains the correct four-dimensional expressions, such that all dependence on the internal coordinates drops out on the left hand side of (2.17) and (2.18),

[^5]as required for consistency. For this reason, we will refer to the solution (2.19) and (2.20) with the special values (2.21) as the standard inhomogeneous solution of the GVP, and simply denote it by $\left(\mathscr{\mathcal { B }}_{m}{ }^{i}{ }_{j}, \dot{\mathcal{A}}_{m i j k l}\right)$.

Nevertheless, direct translation of (2.19) and (2.20) into the $d=11$ expressions (keeping track of the $\mathrm{SU}(8)$ alignment rotation, see below) leads to apparent discrepancies with $d=11$ supergravity, in the sense that the resulting expressions in general will not respect the tensor structure required by (2.11) and (2.12). The main new result of the present paper is to show how this defect can be remedied: namely, the $G V P$ and the $\mathfrak{A}$-equations still leave the freedom to modify the standard inhomogeneous solution by a homogeneous term 'in the kernel of the GVP and the $\mathfrak{A}$-equations,' and this extra homogeneous contribution is precisely what is needed for the fluxes in (2.11) and (2.12) to acquire the requisite tensor structure compatible with $d=11$ supergravity. We show that such a correction exists and is unique for any point on the scalar manifold $\mathrm{E}_{7(7)} / \mathrm{SU}(8)$.

Put another way, given any solution to the $G V P$ (2.14) and the $\mathfrak{A}$-equations (2.17) and (2.18), viewed as a system of linear equations for $\mathcal{B}_{m}{ }^{i}{ }_{j}$ and $\mathcal{A}_{m i j k l}$ on the $d=4$ side, one can, at least in principle, determine the corresponding solution of the GVP (2.10) on the $d=11$ side by performing the $\mathrm{SU}(8)$ gauge transformation:

$$
\begin{align*}
\mathcal{B}_{m}{ }^{A}{ }_{B} & =U^{A}{ }_{i}\left[\mathcal{B}_{m}{ }^{i}{ }_{j}+2{ }_{D}{ }_{m}\right] U^{j}{ }_{B},  \tag{2.23}\\
\mathcal{A}_{m ~}^{A B C D} & =\mathcal{A}_{m i j k l} U^{i}{ }_{A} U^{j}{ }_{B} U^{k}{ }_{C} U^{l}{ }_{D},
\end{align*}
$$

where

$$
\begin{equation*}
U^{A}{ }_{i}(x, y) \equiv \Phi^{A}{ }_{B}(x, y) \eta^{B}{ }_{i}(y), \tag{2.24}
\end{equation*}
$$

involves both the $\mathrm{SU}(8)$ alignment matrix $\Phi(x, y)$ and the conversion matrix $\eta(y)$ (alias Killing spinor) between the two kinds of $\mathrm{SU}(8)$ indices. Note that $\mathcal{B}_{m}$ transforms as a bona fide $\mathrm{SU}(8)$ gauge connection with the usual inhomogeneous contribution. There is $a$ priori no reason why the standard inhomogenous solution (2.20) and (2.19) would yield the particular solution (2.11) and (2.12) with the correct tensor structure in $d=11$, and, in fact, as we verify explicitly in section 6 , in general it does not. This means that the proof of the consistent truncation based on that particular solution is incomplete; one must still show that for each point on the $\mathrm{E}_{7(7)} / \mathrm{SU}(8)$ coset there exists a solution to the linear system (2.14), (2.17) and (2.18) on the $d=4$ side that does have the correct tensor structure in $d=11$.

Our strategy will be to look for a correction $\left(\delta \mathcal{B}_{m}{ }^{i}{ }_{j}, \delta \mathcal{A}_{m}{ }_{i j k l}\right)$ to the standard inhomogeneous solution and solving the homogeneous part of the $G V P$, such that

$$
\begin{equation*}
\mathcal{B}_{m}{ }^{i}{ }_{j}=\dot{\mathcal{B}}_{m}{ }^{i}{ }_{j}+\delta \mathcal{B}_{m}{ }^{i}{ }_{j}, \quad \mathcal{A}_{m i j k l}=\dot{\mathcal{A}}_{m i j k l}+\delta \mathcal{A}_{m i j k l}, \tag{2.25}
\end{equation*}
$$

satisfy all consistency conditions. In particular, the 'corrections' $\delta \mathcal{B}_{m}$ and $\delta \mathcal{A}_{m}$ must drop out of the $\mathfrak{A}$-equations (hence belong to their 'kernel'), as otherwise the agreement with the $d=4$ theory would be spoiled! Identifying these 'corrections' is actually a simpler problem than finding a full solution because the tensors $\left(\delta \mathcal{B}_{m}{ }^{i}{ }_{j}, \delta \mathcal{A}_{m i j k l}\right)$ satisfy the homogenous system of equations corresponding to (2.14), (2.17) and (2.18) and transform covariantly
under the $U$-rotation. We will not present a closed form solution (which is available in principle, but very cumbersome), but we do prove that it always exists and is unique. Quite remarkably, it will turn out that the closed form solution is not even needed to extract the non-linear ansätze for the fluxes!

Given a solution to all consistency conditions, the fluxes can be either read off from the expansions (2.11) and/or (2.12), or alternatively from the $\mathrm{SU}(8)$-invariant projection that is summarized in the flux formula (7.5) in $[3]^{8}$

$$
\begin{equation*}
\frac{4}{7} \text { if } g_{n[p} \delta_{q]}{ }^{m}+\frac{1}{2} F^{m}{ }_{n p q}=-i \frac{\sqrt{2}}{480} \Delta^{4} \epsilon_{p q r s t u v} e_{i j}^{m}\left(e^{r} e^{s} e^{t} e^{-u} e^{v}\right)_{k l} \mathcal{A}_{n}^{i j k l} \tag{2.26}
\end{equation*}
$$

Let us emphasize once again that in general this equation is inconsistent if $\mathcal{A}_{m}{ }^{i j k l}$ is replaced with the standard one $\left(=\check{\mathcal{A}}_{m}{ }^{i j k l}\right)$ but, as we will show, there always exists a unique $\delta \mathcal{A}_{m i j k l}$ such that (2.26) does hold with (2.25). Solving (2.26) for the flux components, we find

$$
\begin{equation*}
f=-\frac{\sqrt{2}}{48 \cdot 5!} \Delta^{4} g^{m u} \epsilon_{m n p q r s t} e_{i j}^{n}\left(e^{[p} \bar{e}^{q} e^{r} \bar{e}^{s} e^{t]}\right)_{k l} \mathcal{A}_{u}^{i j k l} \tag{2.27}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{m n p q}=-\frac{i}{144} \Delta^{4} g_{r w} e_{i j}^{r}\left(e^{[s} e^{t} e^{u} e^{v} e^{w]}\right)_{k l} \epsilon_{s t u w[m n p} \mathcal{A}_{q]}^{i j k l} . \tag{2.28}
\end{equation*}
$$

Note that in order to exploit these equations we must first solve for the full metric $g_{m n}$ from (2.9). As we will explain in detail below, $f$ and $F_{m n p q}$ as given in (2.27) and (2.28) are invariants of the linear system. In other words, it does not matter which solution to the linear system $(2.14),(2.17)$ and (2.18) one uses to evaluate them by projecting the right hand side of (2.26) onto the components (2.27) and (2.28): all solutions, in particular the standard inhomogeneous solution (2.19)-(2.21) give the same answer! In this sense [3] contains already the complete result for the fluxes. Besides the analytic examples of section 6 we will present some non-trivial numerical checks of (2.27) in section 7 .

The rest of this paper is more technical, as we present the details of our calculations. In section 3 we determine the general solutions for $G V P(2.14)$ and (2.10). The $\mathfrak{A}$-equations are included in section 4. We show that the full linear system is invariant under the natural action of $\mathrm{E}_{7(7)}$ and use this symmetry to determine the general solution for all consistency conditions on the $d=4$ and the $d=11$ sides. This allows us to complete the proof of the consistent truncation. Explicit flux formulae are rederived in section 5. In section 6 we illustrate various point of the construction on two examples, the $\mathrm{SO}(7)^{-}$and $\mathrm{SO}(7)^{+}$families. Some results of numerical explorations are summarized in section 7 and we conlude in section 8 .

## 3 The Generalized Vielbein Postulate (GVP)

We now return to the vielbein equation (2.14) in order to explain the construction in more detail and to work out the most general solution of the $G V P$. For a given vielbein, (2.14) can

[^6]be viewed as an inhomogenous linear equation for the components of the $\mathrm{SU}(8)$ gauge field, $\mathcal{B}_{m}{ }^{i}{ }_{j}$, and the tensor field, $\mathcal{A}_{m i j k l}$. Recall that the generalized vielbein, $e_{i j}^{m}$, and its complex conjugate, $e^{m i j}$, can be assigned to transform in the $\mathbf{5 6}$-dimensional representation of $\mathrm{E}_{7(7)}$. For a given point on the scalar coset represented by the group element $\mathcal{V}(x)$, cf. (2.5), we can rewrite (2.4) as
\[

\binom{e_{i j}^{m}}{e^{m i j}}=\left($$
\begin{array}{ll}
u_{i j}^{I J} & v_{i j I J}  \tag{3.1}\\
v^{i j I J} & u^{i j}{ }_{I J}
\end{array}
$$\right)\binom{K^{m}{ }_{I J}}{K^{m} I J},
\]

where $K_{I J}^{m} \equiv K^{m I J}$, as the Killing vectors are real. Similarly, $\mathcal{B}_{m}{ }^{i}{ }_{j}$ and $\mathcal{A}_{m i j k l}$, together with the complex conjugates, can be assigned to the adjoint representation 133 of $\mathrm{E}_{7(7)}$,

$$
\left(\begin{array}{cc}
\delta_{[i}^{[k} \mathcal{B}_{m j]}{ }^{l]} & \mathcal{A}_{m i j k l}  \tag{3.2}\\
\mathcal{A}_{m}{ }^{i j k l} & \left.\delta^{[i}{ }_{[k} \mathcal{B}_{m}{ }^{j]} l\right]
\end{array}\right)=\mathcal{V}\left(\begin{array}{cc}
\delta_{[I}^{\left[K^{[K} B_{m J]}{ }^{L]}\right.} & A_{m I J K L} \\
A_{m}{ }^{I J K L} & \left.\delta^{[I}{ }_{[K} B_{m}{ }^{J]} L\right]
\end{array}\right) \mathcal{V}^{-1} .
$$

By performing a purely $x$-dependent $\mathrm{E}_{7(7)}$ rotation ${ }^{9}$ by $\mathcal{V}^{-1}(x)$, one transforms the $G V P(2.14)$ into an equation that has no explicit dependence on the scalar 56-bein any more [3],

$$
\begin{equation*}
\stackrel{\circ}{D}_{m} K_{I J}^{n}+B_{m}{ }^{K}{ }_{[I} K_{J] K}^{n}+A_{m I J K L} K^{n K L}=0 . \tag{3.3}
\end{equation*}
$$

This equation can be further simplified if we consider the Killing spinors $\eta^{I}{ }_{A}$ in (2.6) as a local $\mathrm{SO}(8) \subset \mathrm{SU}(8)$ transformation on $S^{7}$. Taking into account the inhomogeneous term in the transformation of $B_{m}{ }^{I}{ }_{J}$, cf. (2.23), we can also remove the explicit dependence on the $S^{7}$ coordinates in (3.3),

$$
\begin{equation*}
B_{m}{ }^{C}{ }_{[A} \Gamma_{B] C}^{n}+A_{m A B C D} \Gamma_{C D}^{n}=0, \tag{3.4}
\end{equation*}
$$

ending up with a homogenous equation for $B_{m}{ }^{A} B$ and $A_{m} A B C D$. This amounts to analyzing (3.3) at the North Pole of $S^{7}$, from where it can be parallel transported back to any other point by application of the matrix $\eta$. The anti-hermitean $B_{m}{ }^{A} B$ and the complex-selfdual $A_{m A B C D}$ can now be expanded into a basis of $\Gamma$-matrices as follows:

$$
\begin{align*}
B_{m}{ }^{A} B & =\alpha_{m a b} \Gamma_{A B}^{a b}-i \alpha_{m a} \Gamma_{A B}^{a}+\alpha_{m a b c} \Gamma_{A B}^{a b c},  \tag{3.5}\\
A_{m A B C D} & =\beta_{m a b} \Gamma_{[A B}^{a} \Gamma_{C D]}^{b}+i \beta_{m a} \Gamma_{[A B}^{a b} \Gamma_{C D]}^{b}+\beta_{m a b c} \Gamma_{[A B}^{a} \Gamma_{C D]}^{b c]}, \tag{3.6}
\end{align*}
$$

where the expansion coefficients are (anti-)symmetric according to the contraction with the $\Gamma$-matrices, but otherwise real and arbitrary. Substituting those expansions into (3.4), we obtain an equation that is antisymmetric in the spinor indices. The contraction with $\Gamma_{A B}^{a}$ and $\Gamma_{A B}^{a b}$ projects out two independent equations for the expansion coefficients:

$$
\begin{align*}
\alpha_{m a b}+\frac{2}{3} \beta_{m a b}+\frac{1}{3} \delta_{a b} \beta_{m c c} & =0,  \tag{3.7}\\
\alpha_{m a b c}+\frac{2}{3} \beta_{m a b c}-\frac{i}{3} \delta_{a[b}\left(\alpha_{m c]}+4 \beta_{m c]}\right) & =0, \tag{3.8}
\end{align*}
$$

[^7]where the antisymmetrization is only over the flat indices. From the symmetric and antisymmetric parts of (3.7) and the real and imaginary parts of (3.8), we obtain the general solution:
\[

$$
\begin{gather*}
\alpha_{m a b}=0, \quad \beta_{m a b}=0  \tag{3.9}\\
\alpha_{m a}+4 \beta_{m a}=0, \quad \alpha_{m a b c}+\frac{2}{3} \beta_{m a b c}=0 . \tag{3.10}
\end{gather*}
$$
\]

Rotating back with Killing spinors gives the general solution to (3.3), which may be partially recast in terms of the Killing vectors:

$$
\begin{align*}
B_{m}{ }^{I}{ }_{J} & =-i\left(m_{7} \stackrel{\circ}{e}_{m a}+\alpha_{m a}\right) \bar{\eta}^{I} \Gamma^{a} \eta^{J}+\alpha_{m a b c} \bar{\eta}^{I} \Gamma^{a b c} \eta^{J} \\
& =-\left(m_{7} \delta_{m}^{n}+\alpha_{m}{ }^{n}\right) K_{n}{ }^{I J}+\alpha_{m a b c} \bar{\eta}^{I} \Gamma^{a b c} \eta^{J},  \tag{3.11}\\
A_{m I J K L} & =i \beta_{m a} \bar{\eta}^{[I} \Gamma^{a b} \eta^{J} \bar{\eta}^{K} \Gamma^{b} \eta^{L]}+\beta_{m a b c} \bar{\eta}^{[I} \Gamma^{a b} \eta^{J} \bar{\eta}^{K} \Gamma^{c} \eta^{L]} \\
& =-\beta_{m}{ }^{n} \stackrel{\circ}{D}_{n} K_{p}^{[I J} K^{p I J]}+\beta_{m a b c} \bar{\eta}^{[I} \Gamma^{a b} \eta^{J} \bar{\eta}^{K} \Gamma^{c} \eta^{L]}, \tag{3.12}
\end{align*}
$$

where

$$
\begin{equation*}
\alpha_{m}{ }^{n}=\alpha_{m a} e^{a n}, \quad \beta_{m}^{n}=\beta_{m a} e^{\circ a n} . \tag{3.13}
\end{equation*}
$$

Finally, by applying the $\mathrm{E}_{7(7)}$ transformation (3.2) to (3.11) and (3.12), we obtain the general solution to the $G V P(2.14)$ on the $d=4$ side.

We see that the one parameter family in the standard solution (2.19) and (2.20) of the vielbein equation corresponds to the special choice

$$
\begin{equation*}
\alpha_{m}^{n}=(\alpha-1) m_{7} \delta_{m}^{n}, \quad \beta_{m}^{n}=\beta \delta_{m}^{n}, \quad \alpha+4 \beta=1 \tag{3.14}
\end{equation*}
$$

This family is distinguished in that $\mathcal{B}_{m}{ }^{i}{ }_{j}$ and $\mathcal{A}_{m i j k l}$ are constructed entirely from the 56 -bein and the Killing vectors, and are 'covariant' with respect to the round $S^{7}$ in the sense that $\alpha_{m a} \sim \beta_{m a} \sim \stackrel{\circ}{e}_{m a}$. However, we will see in the following that the consistent truncation calls for more general solutions than the standard one.

To enumerate all solutions to the $G V P$ in $d=4$, we introduce the independent parameters with flat indices,

$$
\begin{equation*}
\alpha_{a \mid b}=\stackrel{\circ}{e}_{a}^{m} \alpha_{m b}, \quad \alpha_{a \mid b c d}=\stackrel{\circ}{e}_{a}^{m} \alpha_{m b c d} \tag{3.15}
\end{equation*}
$$

which, as suggested by the notation, have no a priori symmetry between the first index and the remaining ones. Hence, under the $\mathrm{SO}(7)$ tangent rotations acting on the background siebenbein $\stackrel{\circ}{e}^{a}$, they decompose into the following irreducible components:

$$
\begin{align*}
\alpha_{a \mid b} & =\alpha_{a b}^{\boxminus}+\alpha_{a b}^{\square}+(\alpha-1) m_{7} \delta_{a b}, \\
\alpha_{a \mid b c d} & =\alpha_{a b c d} \dot{\theta}^{\boxminus}+\alpha_{a b c d}^{\boxminus}+\delta_{a[b} \tilde{\alpha}_{c d]}^{\boxminus}, \tag{3.16}
\end{align*}
$$

all of which will in general be present in any particular solution (note that $\alpha_{a b}$ and $\tilde{\alpha}_{a b}$ are different).

Let us now turn to the $G V P(2.10)$ on the $d=11$ side. Using covariance of the $G V P$, the $\mathrm{SU}(8)$ gauge field $\mathcal{B}_{m}{ }^{A}{ }_{B}$ and the self-dual tensor $\mathcal{A}_{m A B C D}$ of the general solution in
$d=11$ can be obtained by applying the $\mathrm{SU}(8)$ gauge transformation (the $U$-rotation) (2.23) to the general solution for $\mathcal{B}_{m}{ }^{i}{ }_{j}$ and $\mathcal{A}_{\text {mijkl }}$ in (3.11) and (3.12), respectively. However, since the $U$-rotation is not known explicitly, we will proceed differently and solve (2.10) directly on the $d=11$ side.

First we note that the decomposition of $\mathcal{B}_{m}{ }^{A} B$ and $\mathcal{A}_{m A B C D}$ into irreducible $\operatorname{SU}(8)$ components is given by precisely the same expansions as in (3.5) and (3.6), respectively, although values of the expansion parameters for a given solution will in general be different on the $d=4$ and the $d=11$ side. Next we evaluate the derivative of the generalized vielbein in (2.10), which, using (2.1) and (2.2), can be expressed in terms of the matrix $S^{-1}{ }_{\circ}^{\circ}{ }_{m} S[4]$. It is then straightforward to check that the first terms in (2.11) and (2.12) given by the antisymmetric and symmetric parts of $\left(S^{-1} \stackrel{\circ}{D}_{m} S\right)_{a b}$, respectively, already solve (2.10) by themselves and that the resulting homogeneous equation that determines parameters of the general solution is exactly the same as (3.4) or, equivalently, (3.9) and (3.10). Hence, we may readily write down the most general solution to (2.10) which, in accordance with (2.13), is given by

$$
\begin{align*}
\mathcal{B}_{m}{ }^{A}{ }_{B} & =\frac{1}{2}\left(S^{-1} \stackrel{\circ}{D}_{m} S\right)_{a b} \Gamma_{A B}^{a}+4 i X_{m a} \Gamma_{A B}^{a}-\frac{2}{3} X_{m b c d} \Gamma_{A B}^{b c d},  \tag{3.17}\\
\mathcal{A}_{m A B C D} & =-\frac{3}{4}\left(S^{-1} \stackrel{\circ}{D}_{m} S\right)_{a b} \Gamma_{[A B}^{a} \Gamma_{C D]}^{b}+i X_{m a} \Gamma_{[A B}^{b} \Gamma_{C D]}^{a b}+X_{m b c d} \Gamma_{[A B}^{b} \Gamma_{C D]}^{c d}, \tag{3.18}
\end{align*}
$$

where $X_{m a}$ and $X_{m a b c}=X_{m[a b c]}$ are real and otherwise arbitrary. ${ }^{10}$
After conversion to flat indices, the tensors

$$
\begin{equation*}
X_{a \mid b}=e_{a}^{m} X_{m b}, \quad X_{a \mid b c d}=e_{a}{ }^{m} X_{m b c d}, \tag{3.19}
\end{equation*}
$$

may be decomposed into irreducible components under the $\mathrm{SO}(7)$ rotations acting on the metric vielbein $e^{a}$,

$$
\begin{gather*}
X_{a \mid b}=X_{a b}^{\mathrm{a}}+X_{a b}^{\boxminus}+\delta_{a b} X, \\
X_{a \mid b c d}=X_{a b c d}^{\mathrm{B}}+X_{a b c d}^{\mathrm{P}}+\delta_{a[b} \tilde{X}_{c d]}^{\mathrm{E}} . \tag{3.20}
\end{gather*}
$$

with the same representation content as in (3.16).
Comparing with the solution (2.11) and (2.12), we see that the only $\mathrm{SO}(7)$ representations in (3.19) and (3.16) that are consistent with the supersymmetry in $d=11$ are the singlet and the totally antisymmetric one. Those are determined by the components of the flux,

$$
\begin{equation*}
X=\frac{\sqrt{2}}{56} f, \quad X_{a b c d}^{\mathrm{\theta}}=\frac{\sqrt{2}}{32} F_{a b c d} . \tag{3.21}
\end{equation*}
$$

The correct tensor structure condition simply means that the $X$-parameters in all other representations must vanish.

In table 1 we have summarized the different forms of the vielbein equation that we looked at in this section and listed the functions that parametrize the space of solutions.

[^8]| GV | $\mathrm{E}_{7(7)}$ connection | Parameters | GVP | Rotation |
| :---: | :---: | :---: | :---: | :--- |
| $i \Gamma_{A B}^{m}$ | $B_{m}{ }^{A}{ }_{B}, A_{m A B C D}$ | $\alpha_{a \mid b}, \alpha_{a \mid b c d}$ | $(3.4)$ |  |
| $K_{I J}^{m}$ | $B_{m}{ }^{I}{ }_{J}, A_{m I J K L}$ | $\alpha_{a \mid b}, \alpha_{a \mid b c d}$ | $(3.3)$ | $\eta \in \operatorname{SO}(8)$ |
| $e_{i j}^{m}$ | $\mathcal{B}_{m}{ }^{i}{ }_{j}, \mathcal{A}_{m i j k l}$ | $\alpha_{a \mid b}, \alpha_{a \mid b c d}$ | $(2.14)$ | $U \in \mathrm{E}_{7(7)}$ |
| $e_{A B}^{m}$ | $\mathcal{B}_{m}{ }^{A}{ }_{B}, \mathcal{A}_{m A B C D}$ | $X_{a \mid b}, X_{a \mid b c d}$ | $(2.10)$ |  |

Table 1. Generalized Vielbein Postulate in different frames.
While it is clear that any solution on the $d=4$ side given in terms of $\alpha_{a \mid b}(x, y)$ and $\alpha_{a \mid b c d}(x, y)$ maps under the $\mathrm{SU}(8)$ rotation, $U(x, y)$, onto a unique solution given in terms of $S(x, y), X_{a \mid b}(x, y)$ and $X_{a \mid b c d}(x, y)$, it is by no means guaranteed that the latter will be consistent with the tensor structure (3.21) required by $d=11$ supergravity.

## 4 The $\mathfrak{A}$-equations

To resolve the possible remaining discrepancies we need to take a closer look at $\mathfrak{A}$ equations (2.17) and (2.18) which, together with the $G V P$ (2.14), guarantee the consistent reduction of the supersymmetry transformations from $d=11$ to $d=4$ [3]. The new key insight of the present work is that these equations admit more general solutions than the one given in [3], and encapsulated in the standard inhomogeneous solution (2.19)-(2.21).

We first show that the system of vielbein equations and $\mathfrak{A}$-equations is invariant under the action of $\mathrm{E}_{7(7)}$. To this end we recall that the $A_{1}^{i j}$ and $A_{2}{ }^{i j k}$ tensors and their complex conjugates correspond to two $\mathrm{SU}(8)$ irreducible components of the so-called $T$-tensor of $\mathcal{N}=8, d=4$ gauged supergravity. The latter is defined in terms of the scalar 56-bein [1]

$$
\begin{equation*}
T_{i}^{j k l}=\left(u^{k l}{ }_{I J}+v^{k l I J}\right)\left(u_{i m}^{J K} u^{j m}{ }_{K I}-v_{i m J K} v^{j m K I}\right) . \tag{4.1}
\end{equation*}
$$

Then

$$
\begin{equation*}
A_{1}^{i j}=\frac{4}{21} T_{k}^{i k j}, \quad A_{2 l}{ }^{i j k}=-\frac{4}{3} T_{l}^{[i j k]} . \tag{4.2}
\end{equation*}
$$

It follows from the variations of the $T$-tensor in [1] that under infinitesimal transformations of the scalar vielbein,

$$
\delta \mathcal{V}=\left(\begin{array}{cc}
\left.\delta_{[i}^{[k} \Lambda_{j]}\right] & \Sigma_{i j k l}  \tag{4.3}\\
\Sigma^{i j k l} & \delta^{[i}{ }_{[k} \Lambda^{j]}{ }_{l]}
\end{array}\right) \mathcal{V},
$$

where $\Lambda^{i}{ }_{j}$ are antihermitian and $\Sigma_{i j k l}$ are self-dual, the $A_{1}^{i j}$ and $A_{2 i}{ }^{i j k l}$ tensors together transform in the 912 irreducible representation of $\mathrm{E}_{7(7)}[39] .{ }^{11} \mathrm{We}$ will now show that the $E_{7(7)}$ transformations of the generalized vielbein and the tensor fields in (3.1) and (3.2) induce exactly the same $\mathrm{E}_{7(7)}$ transformations of the composite $\mathfrak{A}_{1}^{i j}$ and $\mathfrak{A}_{2 i}{ }^{j k l}$ tensors defined in (2.15) and (2.16).

[^9]Since the $\operatorname{SU}(8)$ covariance is manifest, all we must show is that under infinitesimal transformation by the coset generators [39]

$$
\begin{align*}
\delta \mathfrak{A}_{1}^{i j} & =-\frac{1}{6}\left(\mathfrak{A}_{2}{ }^{i}{ }_{p q r} \Sigma^{j p q r}+\mathfrak{A}_{2}{ }^{j}{ }_{p q r} \Sigma^{i p q r}\right),  \tag{4.4}\\
\delta \mathfrak{A}_{2 i}{ }^{j k l} & =-2 \mathfrak{A}_{1 i p} \Sigma^{p j k l}-3 \Sigma^{p q[j k} \mathfrak{A}_{2}{ }^{l{ }^{l}{ }_{i p q}}-\Sigma^{p q r[j} \delta^{k}{ }_{i} \mathfrak{A}_{2}{ }^{l}{ }_{p q r} . \tag{4.5}
\end{align*}
$$

Evaluating $\delta \mathfrak{A}_{1}^{i j}$ from the definition (2.15) and setting it equal to (4.4) gives

$$
\begin{equation*}
\Sigma^{i j k l} \mathcal{B}_{m}{ }^{p}{ }_{[k} e_{l] p}^{m}+\Sigma_{k l p q} \mathcal{A}_{m}^{i j p q} e^{m k l}+\frac{2}{3} \Sigma_{k l p q} \mathcal{A}_{m}{ }^{j k l p} e^{m i q}+\frac{2}{3} \Sigma^{i k l p} \mathcal{A}_{m k l p q} e^{m j q} \stackrel{?}{=} 0 . \tag{4.6}
\end{equation*}
$$

Then using selfduality of $\Sigma_{i j k l}$ and $\mathcal{A}_{m i j k l}$, we can rewrite the second and the third terms as

$$
\begin{align*}
\Sigma_{k l p q} \mathcal{A}_{m}{ }^{i j p q} e^{m k l}=\Sigma^{i j k l} & \mathcal{A}_{m k l p q} e^{m p q}+\frac{1}{6} \Sigma^{k l p q} \mathcal{A}_{m k l p q} e^{m i j}  \tag{4.7}\\
& -\frac{2}{3}\left(\Sigma^{i k l p} \mathcal{A}_{m k l p q} e^{m j q}-\Sigma^{j k l p} \mathcal{A}_{m k l p q} e^{m i q}\right)
\end{align*}
$$

and

$$
\begin{equation*}
\frac{2}{3} \Sigma_{k l p q} \mathcal{A}_{m}{ }^{j k l p} e^{m i q}=-\frac{1}{6} \Sigma^{k l p q} \mathcal{A}_{m k l p q} e^{m i j}-\frac{2}{3} \Sigma^{j k l p} \mathcal{A}_{m k l p q} e^{m i q} \tag{4.8}
\end{equation*}
$$

respectively. This reduces (4.6) to the vielbein equation,

$$
\begin{equation*}
\Sigma^{i j k l}\left(\mathcal{B}_{m}{ }^{p}{ }_{[k} e_{l] p}^{m}+\mathcal{A}_{m k l p q} e^{m p q}\right)=0, \tag{4.9}
\end{equation*}
$$

where we have used that ${ }_{D} e_{i j}^{m}=0$, which follows from the definition of the generalized vielbein in terms of the Killing vectors on $S^{7}$.

One can also check the $\delta \mathfrak{A}_{1}^{i j}$ equation (4.4) starting from the equivalent definition [3]

$$
\begin{equation*}
\mathfrak{A}_{1}^{i j}=\frac{\sqrt{2}}{4} e^{m k(i} \mathcal{B}_{m}{ }^{j)}{ }_{k}, \tag{4.10}
\end{equation*}
$$

which makes the symmetry in $(i j)$ manifest. Here, a simple substitution of variations yields the condition

$$
\begin{equation*}
\Sigma^{i p q r} \mathcal{A}_{m \text { pqrs }} e^{m j s}+(i \leftrightarrow j) \stackrel{?}{=} 0 \tag{4.11}
\end{equation*}
$$

Denote $U^{j}{ }_{p q r}=\mathcal{A}_{m p q r s} e^{m j s}$ and use the self-duality of the $\mathrm{E}_{7(7)}$ generator to rewrite the left hand side in (4.10) as

$$
\begin{equation*}
\frac{1}{24} \Sigma_{x y w z} \epsilon^{x y w z i p q r} U^{j}{ }_{p q r}+(i \leftrightarrow j)=\frac{1}{24} \Sigma_{x y w z} \epsilon^{i x y w z p q r} \delta^{s}{ }_{p} U^{j}{ }_{s q r}+(i \leftrightarrow j) . \tag{4.12}
\end{equation*}
$$

The vanishing of this expression follows now from the Schouten identity applied to the indices $x y w z p q r s j$ and the explicit symmetry in (ij).

The $\delta \mathfrak{A}_{2 i}{ }^{j k l}$ equation obtained by comparing the variation of (2.16) with (4.5), is satisifed after using the vielbein equation and the selfduality of $\Sigma_{i j k l}$ and $\mathcal{A}_{m i j k l}$. The intermediate expressions are more involved and we omit them here.

The $\mathrm{E}_{7(7)}$ invariance of the $\mathfrak{A}$-equations (2.17) and (2.18) on the space of solutions of the generalized vielbein equation (2.14) allows us to solve those equations at the origin of the coset, where

$$
\begin{equation*}
\left.A_{1}^{i j}\right|_{\mathcal{V}=1}=\delta_{i j},\left.\quad A_{2 i}{ }^{j k l}\right|_{\mathcal{V}=1}=0 \tag{4.13}
\end{equation*}
$$

and $\mathcal{B}_{m}{ }^{i}{ }_{j}$ and $\mathcal{A}_{m i j k l}$ are given in (3.11) and (3.12). Furthermore, since the Killing spinors form an $\mathrm{SO}(8)$ matrix, they can be rotated away from all equations, which then involve only the parameters $\alpha_{a \mid b}$ and $\alpha_{a \mid b c d}$, and the $\Gamma$-matrices.

Let us first look at the $\mathfrak{A}_{1}$ equation (2.17). Using (3.11), (4.10) and (4.13) it becomes

$$
\begin{equation*}
g \delta_{i j}=\frac{\sqrt{2}}{4} i \Gamma_{k(i}^{a}\left[-i\left(m_{7} \delta_{a b}+\alpha_{a \mid b}\right) \Gamma_{j) k}^{b}+\alpha_{a \mid b c d} \Gamma_{j) k}^{b c d}\right] \tag{4.14}
\end{equation*}
$$

Collecting the independent terms and using (2.22), we get

$$
\begin{equation*}
\left(3 m_{7}+\alpha_{a \mid a}\right) \delta_{i j}-i \alpha_{a \mid b c d} \Gamma_{i j}^{a b c d}=0 \tag{4.15}
\end{equation*}
$$

which sets the completely antisymmetric component $\alpha_{[a \mid b c d]}$ to zero and fixes the trace of $\alpha_{a \mid b}$ via (3.14) such that $\alpha=\frac{4}{7}$. All the other components of $\alpha_{a \mid b}$ and $\alpha_{a \mid b c d}$ are left arbitrary.

It is more tedious to check that the $\mathfrak{A}_{2}$-equation (2.18), which now simply reads

$$
\begin{equation*}
\left.\mathfrak{A}_{2 i}{ }^{j k l}\right|_{\mathcal{V}=\mathbf{1}}=0 \tag{4.16}
\end{equation*}
$$

is also solved if (4.15) is satisfied. To check this explicitly, we note that (4.16) is antisymmetric in $[j k l]$, hence we may instead show that the two equations obtained by contracting (4.16) with $\Gamma_{j k}^{a}$ and $\Gamma_{j k}^{a b}$ are satisfied. This is actually easier than working with the original equation, which is a fourth-rank tensor that must be expanded in the basis of independent products of $\Gamma$-matrices. Instead, after the contraction, one ends up with a second rank tensor, which is much simpler. Still given all anti-symmetrizations in (2.16) and in (3.12), one ends up with a large number of terms which are best handled by a computer.

To summarize, we have shown that a general solution to the generalized vielbein equation and the $\mathfrak{A}$-equations is given by

$$
\begin{equation*}
\alpha_{a \mid b}=-\frac{3}{7} m_{7} \delta_{a b}+\alpha_{a b}^{\square}+\alpha_{a b}^{\boxminus}, \quad \alpha_{a \mid b c d}=\alpha_{a b c d}^{\boxminus}+\delta_{a[b} \tilde{\alpha}_{c d]}^{\boxminus}, \tag{4.17}
\end{equation*}
$$

where we used the same notation as in (3.16). All parameters in (4.17) are completely arbitrary. The standard solution (2.19)-(2.21) is obtained by setting all those parameters to zero. Then from (3.14) we get $\alpha=\frac{4}{7}$ which agrees with (2.21).

The reader might have noticed that the $\mathrm{SO}(7)$ representations that arise in the solution (4.17) are precisely the same representations that must be set to zero in the parameters (3.19) of the general solution (3.17) and (3.18) to the $G V P$ in $d=11$ to obtain standard form with the fluxes in (3.21). However, one must be careful here because, as we have noted at the end of section 3 , the relation between the parameters $\alpha_{a \mid b}$ and $\alpha_{a \mid b c d}$ on the $d=4$ side and the parameters $X_{a \mid b}$ and $X_{a \mid b c d}$ on the $d=11$ side is by no means
straightforward as it involves, see table 1, both the $\mathrm{E}_{7(7)}$ and the $\mathrm{SU}(8)$ rotations that can mix different $\mathrm{SO}(7)$ components.

Let us now choose a particular solution in $d=4$, for example the standard solution, $\left(\dot{\mathcal{B}}_{m}{ }^{i}{ }_{j}, \dot{\mathcal{A}}_{i j k l}\right)$. Any other solution is then obtained by adding to it a solution, $\left(\delta \mathcal{B}_{m}{ }^{i}{ }_{j}, \delta \mathcal{A}_{m}{ }_{i j k l}\right)$, to the homogenous equations given by setting the first term in (2.14) and the left hand sides in (2.17) and (2.18) to zero. Since $\delta \mathcal{B}_{m}{ }^{i}{ }_{j}$ and $\delta \mathcal{A}_{m i j k l}$ transform homogeneously under $\mathrm{SU}(8)$, we may now apply the $U$ rotation to those homogeneous equations to revert to the real vielbein gauge (2.1). After converting to flat indices using the metric vielbein, $e_{a}{ }^{m}$, and dropping the warp factor, the homogeneous part of the GVP reduces to

$$
\begin{equation*}
\delta \mathcal{B}_{a}{ }^{C}{ }_{[A} \Gamma_{B] C}^{b}+\delta \mathcal{A}_{a A B C D} \Gamma_{C D}^{a}=0, \tag{4.18}
\end{equation*}
$$

while the conditions for ( $\delta \mathcal{B}_{a}{ }^{A}{ }_{B}, \delta \mathcal{A}_{a} A B C D$ ) to be 'in the kernel of the $\mathfrak{A}$-equations' become

$$
\begin{align*}
\Gamma^{a C(A} \delta \mathcal{B}_{a}{ }^{B)}{ }^{2} & =0,  \tag{4.19}\\
3 \Gamma^{a[A B} \delta \mathcal{B}_{a}{ }^{C]}{ }_{D}-3 \Gamma_{E F}^{a} \delta \mathcal{A}_{a}^{E F[A B} \delta^{C]}{ }_{D}-4 \delta \mathcal{A}_{a}{ }^{A B C E} \Gamma_{E D}^{a} & =0 . \tag{4.20}
\end{align*}
$$

Those are equations of the type we have already encountered and solved above in (3.4), (4.14) and (4.16), so we may readily write the solution

$$
\begin{align*}
e_{a}^{m} \delta \mathcal{B}_{m}^{A}{ }_{B} & =-4 i \delta X_{a \mid b} \Gamma_{A B}^{b}-\frac{2}{3} \delta X_{a \mid b c d} \Gamma_{A B}^{b c d}  \tag{4.21}\\
e_{a}^{m} \delta \mathcal{A}_{m A B C D} & =i \delta X_{a \mid b} \Gamma_{[A B}^{c} \Gamma_{C D]}^{a c}+\delta X_{a \mid b c d} \Gamma_{[A B}^{b} \Gamma_{C D]}^{c d} \tag{4.22}
\end{align*}
$$

where

$$
\begin{equation*}
\delta X_{a \mid a}=0, \quad \delta X_{[a \mid b c d]}=0 . \tag{4.23}
\end{equation*}
$$

While it is straightforward to verify the solution for (4.19), the proof for (4.20) is more involved. We proceed similarly as before by first substituting (4.21) and (4.22) into (4.20) and then contracting this equation with $\Gamma_{A B}^{a}$ and $\Gamma_{A B}^{a b}$, respectively, to show that the resulting expressions indeed vanish if (4.23) is satisfied. Again we omit the lengthy intermediate expressions.

This proves that given any solution on the $d=4$ side, we can always correct it such as to obtain after the $U$-rotation a solution with the tensor structure consistent with the $d=11$ supersymmetry. Moreover, that solution is unique and hence determines the fluxes $f$ and $F_{a b c d}$ in terms of the scalar vielbein of the $\mathcal{N}=8, d=4$ theory. Furthermore, the constraints (4.23) on the homogeneous correction are precisely such that both $f$ and $F_{\text {abcd }}$ do not get modified in the process, and hence, at a given point on the scalar coset, can be read off from any solution on the $d=4$ side, even if that solution may not be the one that has the correct tensor structure after it is $U$-rotated to $d=11$. This both completes the proof of the consistent truncation in [3] and shows that one can extract correct fluxes from the standard solution that was found there.

## 5 The fluxes

In this section, we will outline in a systematic way two methods for computing the fluxes, $f$ and $F_{m n p q}$, in terms of $d=4$ quantities. The first method follows directly from the
discussion above and has been essentially spelled out already. The second one requires some additional work to prove the flux formulae (2.27) and (2.28).

For a fixed scalar 56 -bein (2.5) in $d=4$, the starting point for computing the corresponding field configuration in $d=11$ is the triplet,

$$
\begin{equation*}
e_{i j}^{m}, \quad \mathcal{B}_{m}{ }^{i}{ }_{j}, \quad \mathcal{A}_{m i j k l} \tag{5.1}
\end{equation*}
$$

where $e_{i j}^{m}$ is the generalized vielbein defined in (2.4) and ( $\left.\mathcal{B}_{m}{ }^{i}{ }_{j}, \mathcal{A}_{m i j k l}\right)$ is a solution to the $G V P$ (2.14) and the $\mathfrak{A}$-equations (2.17) and (2.18). One can either use the standard inhomogeneous solution (2.19)-(2.21), or any other solution if that is more convenient. It follows from the general solution to the $G V P$ in section 3 that, for a given generalized vielbein, $\mathcal{B}_{m}{ }^{i}{ }_{j}$ and $\mathcal{A}_{m i j k l}$ completely determine each other. Hence either of them contains the full information about the fluxes. Here we choose to work with $\mathcal{A}_{m i j k l}$ for the simple reason that it is an $\mathrm{SU}(8)$ tensor.

From the generalized vielbein we determine the metric, $g_{m n}$, and the warp factor, $\Delta$, which in general are already quite difficult to obtain in a closed analytic form.

Next we turn to the fluxes. In the first method, we calculate the metric vielbein, $e_{m}{ }^{a}$, and solve (2.8) for the $\mathrm{SU}(8)$ rotation matrix, $U$, and then use the latter to rotate $\mathcal{A}_{m i j k l}$ to $d=11$ according to $(2.23)$. The resulting $\mathcal{A}_{m A B C D}$ tensor is a solution to the GVP (2.10) and thus of the general form given in (3.18). We then read off the expansion coefficients, $X_{a \mid b}$ and $X_{a \mid b c d}$, from which the fluxes are obtained by projecting onto irreducible $\mathrm{SO}(7)$ components, see (3.21),

$$
\begin{equation*}
f=4 \sqrt{2} X_{a \mid a}, \quad F_{a b c d}=16 \sqrt{2} X_{[a \mid b c d]} \tag{5.2}
\end{equation*}
$$

As was shown above, the result does not depend on which particular solution $\mathcal{A}_{\text {mijkl }}$ of the $G V P$ we start with on the $d=4$ side.

A difficulty one encounters in trying to apply this construction in any specific example is that both the metric vielbein, $e_{m}{ }^{a}$, and the $\mathrm{SU}(8)$ rotation, $U$, are obtained by solving quadratic equations, and can become quite complicated, if calculable analytically at all. Hence, one would like to avoid having to perform the rotation explicitly by working with $\mathrm{SU}(8)$ invariant quantities as in (2.9). The method how to do this was outlined in [3] , and here we expand on it.

We start on the $d=11$ side with $\mathcal{A}_{m A B C D}$ that is obtained from $\mathcal{A}_{m i j k l}$ by the $U$-rotation (2.23). Then the fluxes are given by the projections (5.2) of the expansion coefficients of $\mathcal{A}_{m A B C D}$ in (3.18), so all that is needed is an effective way to extract those two projections from the $d=4$ result. The problem here is that the basis of the $\Gamma$-matrices used in (3.18) is not $\mathrm{SU}(8)$-covariant and $U$-rotation mixes different terms in the expansion.

In order to construct $\mathrm{SU}(8)$-covariant projections, we note that (2.1) and (2.8) imply a covariant transformation between the $\Gamma$-matrices on the $d=11$ side and the generalized vielbeine on the $d=4$ side, namely

$$
\begin{equation*}
\Gamma_{A B}^{a} U_{i}^{A} U^{B}{ }_{j}=-i \Delta^{1 / 2} e_{m}^{a} e_{i j}^{m} \tag{5.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma_{A B}^{a}\left(U^{A}{ }_{i}\right)^{*}\left(U^{B}{ }_{j}\right)^{*}=-i \Delta^{1 / 2} e_{m}{ }^{a} e^{m i j} \tag{5.4}
\end{equation*}
$$

and it is this covariance that must be preserved. In particular, it implies that an $\mathrm{SU}(8)$ covariant basis for the expansion of the $\mathcal{A}_{m A B C D}$ tensor must be constructed from odd products of $\Gamma$-matrices, which are then $U$-rotated into $\mathrm{SU}(8)$-invariant contractions of the vielbeine $e_{i j}^{m}$ and $e^{m i j}$. To implement this change of basis, we use $\Gamma$-matrix identities,

$$
\begin{equation*}
\Gamma_{A B}^{a b}=-\frac{i}{5!} \epsilon^{a b c d e f g} \Gamma_{A B}^{c d e f g}, \quad \Gamma_{A B}^{a b c d e}=\frac{i}{2} \epsilon_{a b c d e f g} \Gamma_{A B}^{f g} \tag{5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma_{[A B}^{a} \Gamma_{C D]}^{b c d e f}=\Gamma_{[A B}^{[a} \Gamma_{C D]}^{b c d e f]}+\frac{5}{3} \delta^{a[b} \Gamma_{[A B}^{|g|} \Gamma_{C D]}^{c d e f] g} \tag{5.6}
\end{equation*}
$$

to recast (3.18) in the form

$$
\begin{equation*}
\mathcal{A}_{m A B C D}=-\frac{3}{4}\left(S^{-1} \stackrel{\circ}{D}_{m} S\right)_{a b} \Gamma_{[A B}^{a} \Gamma_{C D]}^{b}+i X_{m a b c d} \Gamma_{[A B}^{f} \Gamma_{C D]}^{a b c d f}+X_{m a b c d e f} \Gamma_{[A B}^{[a} \Gamma_{C D]}^{b c d e f]} \tag{5.7}
\end{equation*}
$$

where $X_{m a b c d}$ and $X_{m a b c d e f}$ are completely antisymmetric in their (flat) indices, and are related to the original expansion coefficients in (3.18) by

$$
\begin{gather*}
X_{m a b c d}=-\frac{1}{3 \cdot 4!} \epsilon_{a b c d e f g} X_{m e f g}  \tag{5.8}\\
X_{m a b c d e f}=\frac{1}{5!} \epsilon_{a b c d e f g} X_{m g} \tag{5.9}
\end{gather*}
$$

Then from (5.2) we obtain ${ }^{12}$

$$
\begin{equation*}
f=4 \sqrt{2} e_{a}^{m} X_{m a}=\frac{2 \sqrt{2}}{3} \epsilon^{a b c d e f g} e_{a}^{m} X_{m b c d e f g} \tag{5.10}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{a b c d}=-8 \sqrt{2} e_{[a}^{m} \epsilon_{b c d]}{ }^{e f g h} X_{m e f g h} \tag{5.11}
\end{equation*}
$$

One should note the antisymmetrization in (5.11) that projects onto the correct tensor structure of the four-form flux in $d=11$ supergravity.

To project out the components (5.8) and (5.9) from the $\mathcal{A}_{m A B C D}$ tensor, we can simply contract with the basis tensors $\Gamma_{[A B}^{f} \Gamma_{C D]}^{a b c d f}$ and $\Gamma_{[A B}^{[a} \Gamma_{C D]}^{b c d e f]}$, which are orthogonal with respect to each other and normalized according to

$$
\begin{gather*}
\Gamma_{[A B}^{c} \Gamma_{C D]}^{a_{1} a_{2} a_{3} a_{4} c} \Gamma_{A B}^{d} \Gamma_{C D}^{b_{1} b_{2} b_{3} b_{4} d}=48 \cdot 4!\delta_{b_{1} b_{2} b_{3} b_{4}}^{a_{1} a_{2} a_{3} a_{4}},  \tag{5.12}\\
\Gamma_{[A B}^{\left[a_{1}\right.} \Gamma_{C D]}^{\left.a_{2} a_{3} a_{4} a_{5} a_{6}\right]} \Gamma_{A B}^{\left[b_{1}\right.} \Gamma_{C D}^{\left.b_{2} b_{3} b_{4} b_{5} b_{6}\right]}=32 \cdot 5!\delta_{b_{1} b_{2} b_{3} b_{4} b_{5} b_{6}}^{a_{1} a_{2} a_{3} a_{4} a_{5} a_{6}} . \tag{5.13}
\end{gather*}
$$

The same projections in terms of $\mathrm{SU}(8)$-covariant products of the vielbeine, $e_{i j}^{m}$ and $e^{m i j}$, obtained using (5.3) and (5.4), can be applied to $\mathcal{A}_{m i j k l}$. In this way, after passing to curved indices, we obtain explicit formulae for the fluxes expressed entirely in terms of $d=4$ quantities:

$$
\begin{equation*}
f=-\frac{\sqrt{2}}{48 \cdot 5!} \Delta^{4} g^{m u} \epsilon_{m n p q r s t} e_{i j}^{n}\left(e^{[p} \bar{e}^{q} e^{r} \bar{e}^{s} e^{t]}\right)_{k l} \mathcal{A}_{u}^{i j k l} \tag{5.14}
\end{equation*}
$$

[^10]and
\[

$$
\begin{equation*}
F_{m n p q}=-\frac{i}{144} \Delta^{4} g_{r w} e_{i j}^{r}\left(e^{[s} e^{t} e^{u} \bar{e}^{v} e^{w]}\right)_{k l} \epsilon_{s t u v[m n p} \mathcal{A}_{q]}{ }^{i j k l} \tag{5.15}
\end{equation*}
$$

\]

Those expressions for the fluxes are valid for any $\mathcal{A}_{m i j k l}$ satisfying the $G V P$ and the $\mathfrak{A}$-equations. In particular, they hold for $\mathcal{\mathcal { A }}_{m i j k l}$, the standard solution (2.20).

For the particular $\mathcal{A}_{m i j k l}$ that has the correct tensor structure in $d=11$, we may combine (5.14) and (5.15) into (2.26), however, for other $\mathcal{A}_{m i j k l}$ this equation will in general not hold if there are other than just the flux components in $\mathcal{A}_{m A B C D}$. We will illustrate this on some examples in the next section.

Finally, let us note that by plugging in the general solution for $\mathcal{A}_{\text {mijkl }}$ derived in sections 3 and 4, and parametrized in terms of $\alpha_{a \mid b}$ and $\alpha_{a \mid b c d}$, in the flux formulae (5.14) and (5.15), we can directly relate two of the $X$-parameters, namely, $X$ and $X_{a b c d}^{\text {目 }}$, to the $\alpha$ parameters. Working out projection formulae for the other $\mathrm{SO}(7)$ irreducible components, similar relations can be obtained for other parameters as well. However, it is clear that, largely because of the $E_{7(7)}$ rotation that mixes different $\Gamma$-matrix structures, the final formulae will be quite involved and not very illuminating.

## 6 Analytic examples

In this section we illustrate various points of the general discussion on three examples: (i) the $\mathrm{SO}(8)$ critical point, (ii) the $\mathrm{SO}(7)^{-}$invariant family, and (iii) the $\mathrm{SO}(7)^{+}$invariant family, for which the $U$-rotations are known in a closed form.

## 6.1 $\mathrm{SO}(8)$

We begin with the maximally supersymmetric critical point,

$$
\begin{equation*}
u_{i j}^{I J}=\delta_{i j}^{I J}, \quad v_{i j I J}=0, \tag{6.1}
\end{equation*}
$$

corresponding to the $A d S_{4} \times S^{7}$ solution [23] of $d=11$ supergravity,

$$
\begin{equation*}
e_{m}{ }^{a}=\dot{e}_{m}{ }^{a}, \quad f=3 \sqrt{2} m_{7}, \quad F_{a b c d}=0 . \tag{6.2}
\end{equation*}
$$

The generalized vielbein and the $U$-rotation are simply,

$$
\begin{equation*}
e_{i j}^{m}=i \stackrel{\circ}{e}_{a}{ }^{m} \bar{\eta}^{i} \Gamma^{a} \eta^{j}, \quad U^{i}{ }_{A}=\eta^{i}{ }_{A}, \tag{6.3}
\end{equation*}
$$

and the general solution to the $G V P$ and the $\mathfrak{A}$-equations, c.f. (4.17), is

$$
\begin{align*}
\stackrel{\circ}{e}_{a}{ }^{m} A_{m i j k l}= & -\frac{i}{4}\left(-\frac{3}{7} m_{7} \delta_{a b}+\alpha_{a b}^{\square}+\alpha_{a b}^{\boxminus}\right) \bar{\eta}_{[i} \Gamma^{b c} \eta_{j} \bar{\eta}_{k} \Gamma^{c} \eta_{l]} \\
& -\frac{3}{2}\left(\alpha_{a b c d}^{\boxminus}+\delta_{a[b} \tilde{\alpha}_{c d]}^{\boxminus}\right) \bar{\eta}_{[i} \Gamma^{[b c} \eta_{j} \bar{\eta}_{k} \Gamma^{d]} \eta_{l]} . \tag{6.4}
\end{align*}
$$

Since the $U$-rotation is merely a change between the two types of $\mathrm{SU}(8)$ indices, the $X$ parameters are proportional to the $\alpha$-parameters,

$$
\begin{equation*}
X_{a \mid b}=-\frac{1}{4} \alpha_{a \mid b}, \quad \alpha_{a \mid b c d}=-\frac{2}{3} X_{a \mid b c d}, \tag{6.5}
\end{equation*}
$$

and, in particular, we have

$$
\begin{equation*}
X=\frac{3}{4} m_{7}, \quad X_{a b c d}^{\text {目 }}=0, \tag{6.6}
\end{equation*}
$$

from which the fluxes (6.2) follow.
We also note that by setting the explicit $\alpha$-parameters in (6.4) to zero, we recover the standard inhomogenous solution, which in this example satisfies the correct tensor structure condition. This is not surprising, as by construction the standard inhomogenous solution (2.19) and (2.20) has the same symmetry as the scalar background in $d=4$, and the only $\mathrm{SO}(8)$-invariant $\alpha$-parameter that one can have is a constant singlet. The formula for the fluxes based on the standard solution was already tested in [3].

We may also verify the fluxes by evaluating the projections (5.14) and (5.15). From the orthonormality of the Killing spinors and $\Gamma$-matrix identities, we have

$$
\begin{equation*}
\epsilon_{\text {mnpqrst }} e_{i j}^{n}\left(e^{[p p} \bar{e}^{q} e^{r} \bar{e}^{s} e^{t]}\right)_{k l} \bar{\eta}_{[i} \Gamma^{b c} \eta_{j} \bar{\eta}_{k} \Gamma^{c} \eta_{l]}=192 \cdot 5!i \text { e }_{m}{ }^{a}, \tag{6.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\epsilon_{m n p q r s t} e_{i j}^{n}\left(e^{[p} \bar{e}^{q} e^{r} \bar{e}^{s} e^{t]}\right)_{k l} \bar{\eta}_{[i} \Gamma^{[b c} \eta_{j} \bar{\eta}_{k} \Gamma^{d]} \eta_{l]}=0, \tag{6.8}
\end{equation*}
$$

where (6.8) also follows from the $\mathrm{SO}(8)$ invariance. Substituting those contractions in (5.14) and using the tracelessness of $\alpha_{a b}^{\square}$ and $\alpha_{a b}^{\boxminus}$, we get

$$
\begin{equation*}
f=-\left(\frac{\sqrt{2}}{48 \cdot 5!}\right) \times\left(\frac{3}{28} i\right) \times(192 \cdot 5!i) \times 7 m_{7}=3 \sqrt{2} m_{7} . \tag{6.9}
\end{equation*}
$$

The vanishing of the internal flux is verified similarly.

## 6.2 $\mathrm{SO}(7)^{-}$

The $\mathrm{SO}(7)^{-}$-invariant sector of $\mathcal{N}=8, d=4$ supergravity provides the simplest example with a nontrivial $U$-rotation [42]. By symmetry, the standard inhomogenous solution must have the correct tensor structure in $d=11$ and we verify that at the $\mathrm{SO}(7)^{-}$critical point it yields the fluxes of Englert's 'parallelizing torsion solution' of $\mathcal{N}=1, d=11$ supergravity [43].

The scalar 56 -bein in this sector forms a one parameter family [39]

$$
\begin{equation*}
u_{i j}{ }^{I J}(t)=u_{1}(t) \delta_{i j}^{I J}+u_{2}(t) C_{-}^{i j I J}, \quad v_{i j I J}(t)=v_{1}(t) \delta_{i j}^{I J}+v_{2}(t) C_{-}^{i j I J}, \tag{6.10}
\end{equation*}
$$

where $C_{-}^{I J K L}$ is an anti-selfdual tensor satisfying

$$
\begin{equation*}
C_{-}^{I J M N} C_{-}^{M N K L}=12 \delta_{K L}^{I J}-4 C_{-}^{I J K L}, \tag{6.11}
\end{equation*}
$$

and

$$
\begin{array}{ll}
u_{1}(t)=\cosh ^{3}(2 t), & u_{2}(t)=\frac{1}{2} \cosh (2 t) \sinh ^{2}(2 t), \\
v_{1}(t)=i \sinh ^{3}(2 t), & v_{2}(t)=\frac{i}{2} \cosh ^{2}(2 t) \sinh (2 t) . \tag{6.12}
\end{array}
$$

The scalar potential along the $\mathrm{SO}(7)^{-}$family is

$$
\begin{equation*}
\mathcal{P}(t)=-2 g^{2} \cosh ^{5}(4 t)(5-2 \cosh (8 t)), \tag{6.13}
\end{equation*}
$$

and has two critical points: the maximally supersymmetric one at $t=0$, and the $\mathrm{SO}(7)^{-}$ point at $t=\frac{1}{4} \operatorname{arcoth}(\sqrt{5})$.

The solution of $d=11$ supergravity corresponding to the $\mathrm{SO}(7)^{-}$point can be expressed entirely in terms of an $\mathrm{SO}(7)^{-}$invariant rank three tensor, $S_{a b c}$, on $S^{7}$,

$$
\begin{equation*}
S_{a b c}=\frac{i}{16} C_{-}^{I J K L} \bar{\eta}^{I} \Gamma_{[a b} \eta^{J} \bar{\eta}^{K} \Gamma_{c]} \eta^{L} \tag{6.14}
\end{equation*}
$$

known as the 'parallelizing torsion,' in terms of which the generalized vielbein is given by

$$
\begin{equation*}
e_{i j}^{m}=i\left(u_{1}+v_{1}\right) \bar{\eta}^{i} \Gamma^{m} \eta^{j}+\left(u_{2}+v_{2}\right) S_{m a b} \bar{\eta}^{i} \Gamma^{a b} \eta^{j} . \tag{6.15}
\end{equation*}
$$

As usual, the conversion between the flat/curved indices on the $\Gamma$-matrices and the $S_{a b c}$ tensor is done with the background vielbeins. To derive (6.15), one uses the 'inverse' of (6.14), see [42],

$$
\begin{equation*}
C_{-}^{I J K L}=\frac{i}{2} S_{a b c} \bar{\eta}^{[I} \Gamma^{a b} \eta^{J} \bar{\eta}^{K} \Gamma^{c} \eta^{L]} \tag{6.16}
\end{equation*}
$$

Then, using ${ }^{13}$

$$
\begin{equation*}
S_{a c d} S_{b c d}=6 \delta_{a b}, \tag{6.17}
\end{equation*}
$$

the metric and the warp factor are calculated from the metric lift formula (2.9):

$$
\begin{equation*}
\Delta^{-1} g^{m n}=\cosh ^{3}(4 t) \stackrel{\circ}{g}^{m n}, \quad \Delta^{-1}=\cosh ^{7 / 3}(4 t) \tag{6.18}
\end{equation*}
$$

The metric vielbein, $e_{m}{ }^{a}$, can be chosen to be proportional to ${ }^{\circ}{ }_{m}{ }^{a}$,

$$
\begin{equation*}
e_{m}^{a}=\cosh ^{-1 / 3}(4 t) \stackrel{\circ}{e}_{m}^{a}, \tag{6.19}
\end{equation*}
$$

which means that the $S$-terms in $\mathcal{A}_{m A B C D}$ and $\mathcal{B}_{m}{ }^{A}{ }_{B}$ will be absent. As we already pointed out, once the normalization at the $\mathrm{SO}(8)$ point is fixed, the overall normalization of the $d=11$ metric (as well as the other fields) is fixed along the whole family, and in particular at the $\mathrm{SO}(7)^{-}$stationary point.

The $U=\Phi \eta$ matrix for those vielbeine was calculated in [42],

$$
\begin{equation*}
\Phi=\frac{1}{8}\left(e^{-7 i \tau}+7 e^{i \tau}\right)+\frac{i}{48}\left(e^{-7 i \tau}-e^{i \tau}\right) S_{a b c} \Gamma^{a b c} \tag{6.20}
\end{equation*}
$$

where the parameter $\tau$ is related to $t$ by

$$
\begin{equation*}
\tan (2 \tau)=\tanh (2 t) \tag{6.21}
\end{equation*}
$$

To evaluate $\mathcal{\mathcal { A }}_{m i j k l}$ of the standard inhomogenous solution (2.20), we first rewrite the Killing vectors in terms of the Killing spinors (2.6). It follows from (2.6) and (2.7) that

$$
\begin{equation*}
\stackrel{\circ}{D}_{m} K_{n}{ }^{I J}=-m_{7} \bar{\eta}^{I} \stackrel{\circ}{\Gamma}_{m n} \eta^{J} \tag{6.22}
\end{equation*}
$$

and we use it to similarly rewrite the second term in (2.20). Finally, after using (6.16) in the scalar 56-bein (6.10), and the orthonormality of the Kiling spinors, we are left with

[^11]some tedious $\Gamma$-matrix algebra that is required to simplify the resulting expressions. A number of useful identities to do that can be found in [28] and [4]. The result is
\[

$$
\begin{equation*}
\stackrel{\mathcal{A}}{m i j k l}=-\frac{i}{28} m_{7} \sinh (8 t) \stackrel{\AA}{e}_{m d} S_{a b c} \eta^{[i} \Gamma^{d a} \eta^{j} \bar{\eta}^{k} \Gamma^{b c} \eta^{l]}+\frac{3 i}{28} m_{7} \cosh (4 t) \dot{e}_{m b} \bar{\eta}_{[i} \Gamma^{b a} \eta_{j} \bar{\eta}_{k} \Gamma^{a} \eta_{l]} . \tag{6.23}
\end{equation*}
$$

\]

The $U$-rotation to $d=11$ requires similar algebra, but is even more tedious and we omit here the intermediate steps. At the end we find

$$
\begin{align*}
\stackrel{\mathcal{A}}{m A B C D}=\frac{i}{28} m_{7}(5-2 & \cosh (8 t)) \stackrel{\circ}{e}_{m}{ }^{a} \Gamma_{[A B}^{a b} \Gamma_{C D]}^{b}  \tag{6.24}\\
& +\frac{1}{48} m_{7} \sinh (4 t) \dot{e}_{m}{ }^{a} \epsilon_{a b c d e f g} S_{e f g} \Gamma_{[A B}^{b} \Gamma_{C D]}^{c d}
\end{align*}
$$

We see that since $e_{m}{ }^{a}$ and $\dot{e}_{m}{ }^{a}$ are proportional, this tensor has the correct tensor structure (2.12) and we readily read off the fluxes not just at the critical points, but along the entire $\mathrm{SO}(7)^{-}$family,

$$
\begin{align*}
f & =\sqrt{2} m_{7} \cosh ^{1 / 3}(4 t)(5-2 \cosh (8 t))  \tag{6.25}\\
F_{a b c d} & =\frac{\sqrt{2}}{3} m_{7} \cosh ^{1 / 3}(4 t) \sinh (4 t) \epsilon_{a b c d e f g} S_{e f g} \tag{6.26}
\end{align*}
$$

Once more the correct tensor structure of (6.24) is guaranteed by the $\mathrm{SO}(7)^{-}$ symmetry - one cannot construct from the torsion tensor, $S_{a b c}$, and the vielbein, $e_{m}{ }^{a}$, any other coefficients $X_{a \mid b}$ and $X_{a \mid b c d}$ than the singlet and the completely antisymmetric tensor, respectively. However, the normalization of each term at the $\mathrm{SO}(7)^{-}$critical point must agree with the known solution, which is a nontrivial test of our flux formulae.

The solution in $[39,42]$ is ${ }^{14}$

$$
\begin{align*}
\widetilde{f} & \equiv-\frac{i}{24} \Delta^{-1 / 2} \epsilon^{\alpha \beta \gamma \delta} F_{\alpha \beta \gamma \delta}=\sqrt{2} \widetilde{m}_{7}\left(3-4 \tan ^{2}(4 \tau)\right),  \tag{6.27}\\
F_{a b c} & =\frac{1}{24} \Delta^{-1 / 2} \epsilon_{a b c}{ }^{d e f g} F_{d e f g} \tag{6.28}
\end{align*}=2 \sqrt{2} \widetilde{m}_{7} \tan (4 \tau) S_{a b c}, ~ l
$$

where the flux components, $F_{\alpha \beta \gamma \delta}$ and $F_{a b c d}$, are with respect to the vielbein of the same form as in (6.19), while $\tilde{f}$ is rescaled with respect to (1.2),

$$
\begin{equation*}
\tilde{f}=\Delta^{-1 / 2} f \tag{6.29}
\end{equation*}
$$

Then, noticing that from (6.21) we have

$$
\begin{equation*}
5-2 \cosh (8 t)=3-4 \tan ^{2}(4 \tau), \quad \sinh (4 t)=\tan (4 \tau) \tag{6.30}
\end{equation*}
$$

we get

$$
\begin{align*}
f & =\sqrt{2} \widetilde{m}_{7} \Delta^{1 / 2}(5-2 \cosh (8 t)),  \tag{6.31}\\
F_{a b c d} & =\frac{1}{6} \Delta^{1 / 2} \epsilon_{a b c d}{ }^{e f g} F_{e f g}=\frac{\sqrt{2}}{3} \widetilde{m}_{7} \Delta^{1 / 2} \sinh (4 t) \epsilon_{a b c d e f g} S_{e f g} . \tag{6.32}
\end{align*}
$$

[^12]We see that those fluxes agree with the ones in (6.25) and (6.26), provided we set

$$
\begin{equation*}
\widetilde{m}_{7}=\cosh ^{3 / 2}(4 t) m_{7} \tag{6.33}
\end{equation*}
$$

There is no explicit expression for $\widetilde{m}_{7}$ as a functions of $t$ in [42], except that its relation to the gauge coupling constant, $g$, changes along the family. Since we have $g=\sqrt{2} m_{7}$, we deduce from (6.33) that this relation must be

$$
\begin{equation*}
g=\sqrt{2} \cosh ^{-3 / 2}(4 t) \widetilde{m}_{7} \tag{6.34}
\end{equation*}
$$

This implies that at the maximally supersymmetric point,

$$
\begin{equation*}
g=\sqrt{2} \widetilde{m}_{7}, \tag{6.35}
\end{equation*}
$$

while at the $\mathrm{SO}(7)^{-}$point,

$$
\begin{equation*}
g=4 \cdot 5^{-3 / 4} \widetilde{m}_{7} \tag{6.36}
\end{equation*}
$$

This agrees with (1.4) in [42] and is our first new non-trivial test of the lift formulae for the fluxes.

## 6.3 $\quad \mathrm{SO}(7)^{+}$

The $\mathrm{SO}(7)^{+}$solution of $\mathcal{N}=1, d=11$ supergravity is constructed in terms of an invariant vector field $\xi^{a}$ on $S^{7}[44]$. This implies that the $X_{a \mid b c d}$ parameters of the standard inhomogenous solution in $d=11$ must vanish, which agrees with $F_{a b c d}=0$ [44], but allows for $X_{a \mid b}$ with both trace and traceless components. We will show that in fact the standard inhomogeneous solution has a non-vanishing $X_{a b}^{\square}$ term, which can be removed by a suitable homogeneous correction, and that the resulting flux, $f$, agrees with the known solution. Throughout this subsecton we set $m_{7}=1$.

The scalar 56 -bein of the one-parameter $\mathrm{SO}(7)^{+}$invariant family is

$$
\begin{equation*}
u_{i j}^{I J}(t)=u_{1}(t) \delta_{i j}^{I J}+u_{2}(t) C_{+}^{i j I J}, \quad v_{i j I J}(t)=v_{1}(t) \delta_{i j}^{I J}+v_{2}(t) C_{+}^{i j I J}, \tag{6.37}
\end{equation*}
$$

where $C_{+}^{I J K L}$ is a self-dual tensor satisfying

$$
\begin{equation*}
C_{+}^{I J M N} C_{+}^{M N K L}=12 \delta_{K L}^{I J}+4 C_{+}^{I J K L}, \tag{6.38}
\end{equation*}
$$

and

$$
\begin{array}{ll}
u_{1}(t)=\cosh ^{3}(2 t), & u_{2}(t)=\frac{1}{2} \cosh (2 t) \sinh ^{2}(2 t) \\
v_{1}(t)=\sinh ^{3}(2 t), & v_{2}(t)=\frac{1}{2} \cosh ^{2}(2 t) \sinh (2 t) \tag{6.39}
\end{array}
$$

All the dependence on the internal geometry can be expressed in terms of the vector field,

$$
\begin{equation*}
\xi^{a}(y)=\frac{i}{16} C_{+}^{I J K L} \bar{\eta}^{I} \Gamma^{a b} \eta^{J} \bar{\eta}^{K} \Gamma^{b} \eta^{L}, \tag{6.40}
\end{equation*}
$$

and a scalar function, $\xi(y)$, defined by

$$
\begin{equation*}
\xi^{a} \xi^{a}=(3-\xi)(21+\xi) . \tag{6.41}
\end{equation*}
$$

A complete list of identities satisfied by $\xi^{a}$ and $\xi$ and their derivatives as well as further discussion of their properties can be found in [44].

Once more, (6.40) can be inverted by [44],

$$
\begin{align*}
C_{+}^{I J K L}=\frac{1}{12}(9+\xi) & \bar{\eta}^{[I} \Gamma^{a} \eta^{J} \bar{\eta}^{K} \Gamma^{a} \eta^{L]} \\
& -\frac{\xi^{a} \xi^{b}}{4(3-\xi)} \bar{\eta}^{[I} \Gamma^{a} \eta^{J} \bar{\eta}^{K} \Gamma^{a} \eta^{L]}+\frac{i}{12} \xi^{a} \bar{\eta}^{[I} \Gamma^{a b} \eta^{J} \bar{\eta}^{K} \Gamma^{b} \eta^{L]} \tag{6.42}
\end{align*}
$$

which is then used to rewrite the 56 -bein (6.37). It is then straightforward to obtain the generalized vielbein (2.4), which reads

$$
\begin{align*}
e_{i j}^{m}=\left[\left(u_{1}+v_{1}\right)-\right. & \left.\frac{1}{3}\left(u_{2}+v_{2}\right)(3+\xi)\right] i \bar{\eta}^{i} \Gamma^{m} \eta^{j}  \tag{6.43}\\
& +\left(u_{2}+v_{2}\right) \frac{\xi^{m} \xi^{a}}{3(3-\xi)} i \bar{\eta}^{i} \Gamma^{a} \eta^{j}+\frac{1}{3}\left(u_{2}+v_{2}\right) \xi^{a} \bar{\eta}^{i} \Gamma^{a m} \eta^{j},
\end{align*}
$$

where the conversion to curved indices is with the background vielbein, $\stackrel{\circ}{e}_{a}{ }^{m}$.
At this point it is convenient to switch to the parameter,

$$
\begin{equation*}
\tau=\frac{e^{8 t}-1}{3\left(e^{8 t}+7\right)}, \tag{6.44}
\end{equation*}
$$

introduced in [44], and absorb any dependence on $\xi$ into the function

$$
\begin{equation*}
H(\xi, \tau)=\frac{(1+21 \tau)}{\sqrt{\left(1+63 \tau^{2}\right)-2 \xi \tau(1+9 \tau)}} . \tag{6.45}
\end{equation*}
$$

In the new parametrization, the maximally supersymmetric critical point is at $\tau=0$, while the $\mathrm{SO}(7)^{+}$critical point is at $\tau=\frac{1}{33}(2 \sqrt{5}-3)$ or, equivalently, at $16 t=\ln 5$.

From the generalized vielbein (6.43), one calculates the metric, the warp factor and the metric vielbein. The latter is given by [26]

$$
\begin{equation*}
e_{m}{ }^{a}=\lambda^{1 / 2}\left[\delta_{m}{ }^{a}-\left(1-\frac{1}{H}\right) \xi_{m} \xi^{a}\right], \tag{6.46}
\end{equation*}
$$

where $\boldsymbol{\xi}^{a}$ is the unit vector field corresponding to $\xi^{a}$, and

$$
\begin{equation*}
\lambda=\frac{(1-3 \tau)^{1 / 3}}{(1+21 \tau)^{1 / 3}} H^{2 / 3} . \tag{6.47}
\end{equation*}
$$

The warp factor is

$$
\begin{equation*}
\Delta=\frac{(1-3 \tau)^{7 / 6}}{(1+21 \tau)^{7 / 6}} H^{4 / 3} . \tag{6.48}
\end{equation*}
$$

We note that the overall $\tau$-dependent normalization factors in (6.47) and (6.48), that follow from the lift formula for the metric (2.9), differ from those in [26] which were obtained by a different method. While this is irrelevant for a solution at the critical point, the correct $\tau$-dependent normalization is needed to obtain lifts of more general solutions, such as RG-flows.

The $U=\Phi \eta$ matrix was given in [26] and it reads

$$
\begin{equation*}
\Phi=\cos \vartheta+\sin \vartheta\left(i \boldsymbol{\xi}^{a} \Gamma^{a}\right) \tag{6.49}
\end{equation*}
$$

where

$$
\begin{equation*}
\cos (2 \vartheta)=\frac{H}{(1+21 \tau)}(1-\tau \xi), \quad \sin (2 \vartheta)=\frac{H \tau}{(1+21 \tau)} \sqrt{(21+\xi)(3-\xi)} \tag{6.50}
\end{equation*}
$$

Note that in this example $\Phi$ (and $U$ ) is a real and hence an orthogonal matrix.
The evaluation of the $\mathcal{\mathcal { A }}_{m i j k l}$ tensor (2.20) of the standard inhomogenous solution follows the same steps as in the $\mathrm{SO}(7)^{-}$example, but is much more tedious as may be inferred from the presence of higher rank symmetric tensors that can be constructed from products of $\xi^{a}$ 's. We refer the reader to [4, 44] for some useful identities.

Let us expand the tensor $\mathcal{A}_{m i j k l}(\alpha, \beta)$ on the left hand side in (2.20) as

$$
\begin{equation*}
\mathcal{A}_{m i j k l}(\alpha, \beta)=\alpha \mathcal{A}_{m i j k l}^{(\alpha)}+\beta \mathcal{A}_{m i j k l}^{(\beta)} \tag{6.51}
\end{equation*}
$$

The tensors on the right hand side, written in the form similar to (6.43) that allows us to trace the origin of individual terms, are given by

$$
\begin{align*}
& A_{m i j k l}^{(\alpha)}=\left(u_{1} v_{2}-u_{2} v_{1}\right)\left[\frac{1}{2} \xi^{a} \bar{\eta}_{[i} \Gamma_{m} \eta_{j} \bar{\eta}_{k} \Gamma^{a} \eta_{l]}-\frac{1}{6} \xi_{m} \bar{\eta}_{[i} \Gamma^{a} \eta_{j} \bar{\eta}_{k} \Gamma^{a} \eta_{l]}\right.  \tag{6.52}\\
&\left.\quad-\frac{i}{12}(3-\xi) \bar{\eta}_{[i} \Gamma_{m}{ }^{a} \eta_{j} \bar{\eta}_{k} \Gamma^{a} \eta_{l]}+\frac{i}{12} \frac{\xi_{m} \xi^{a}}{(3-\xi)} \bar{\eta}_{[i} \Gamma^{a b} \eta_{j} \bar{\eta}_{k} \Gamma^{b} \eta_{l]}\right] \\
& A_{m i j k l}^{(\beta)}=\left(u_{1}^{2}-v_{1}^{2}\right) \bar{\eta}_{[i} \Gamma_{m}{ }^{a} \eta_{j} \bar{\eta}_{k} \Gamma^{a} \eta_{l]} \\
&+\left(u_{1} u_{2}-v_{1} v_{2}\right)\left[\frac{4 i}{3} \xi^{a} \bar{\eta}_{[i} \Gamma_{m} \eta_{j} \bar{\eta}_{k} \Gamma^{a} \eta_{l]}\right.  \tag{6.53}\\
&\left.-\frac{2}{9}(3+\xi) \bar{\eta}_{[i} \Gamma_{m}{ }^{a} \eta_{j} \bar{\eta}_{k} \Gamma^{a} \eta_{l]}+\frac{2}{9} \frac{\xi_{m} \xi^{a}}{(3-\xi)} \bar{\eta}_{[i} \Gamma_{m}{ }^{a} \eta_{j} \bar{\eta}_{k} \Gamma^{a} \eta_{l]}\right] \\
&+\left(u_{2}^{2}-v_{2}^{2}\right)\left[-\frac{16 i}{3} \xi^{a} \bar{\eta}_{[i} \Gamma_{m} \eta_{j} \bar{\eta}_{k} \Gamma^{a} \eta_{l]}-\frac{2 i}{9}(9+\xi) \xi_{m} \bar{\eta}_{[i} \Gamma^{a} \eta_{j} \bar{\eta}_{k} \Gamma^{a} \eta_{l]}\right. \\
&+\frac{2 i}{3} \frac{\xi_{m} \xi^{a} \xi^{b}}{(3-\xi)} \bar{\eta}_{[i} \Gamma^{a} \eta_{j} \bar{\eta}_{k} \Gamma^{b} \eta_{l]}+\frac{4}{9}(15+2 \xi) \bar{\eta}_{[i} \Gamma_{m}{ }^{a} \eta_{j} \bar{\eta}_{k} \Gamma^{a} \eta_{l]} \\
&\left.-\frac{2}{9} \frac{\xi_{m} \xi^{a}}{(3-\xi)} \bar{\eta}_{[i} \Gamma^{a b} \eta_{j} \bar{\eta}_{k} \Gamma^{b} \eta_{l]}\right] \tag{6.54}
\end{align*}
$$

The $U$-rotation is now effectively a substitution in (6.52) and (6.53) of the form

$$
\begin{equation*}
\bar{\eta}_{i} \Gamma^{a} \eta_{j} \longmapsto \cos (2 \vartheta) \Gamma_{A B}^{a}-i \sin (2 \vartheta) \boldsymbol{\xi}^{b} \Gamma_{A B}^{a b}+2 \sin ^{2} \vartheta \boldsymbol{\xi}^{a} \boldsymbol{\xi}^{b} \Gamma_{A B}^{b} \tag{6.55}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\eta}_{i} \Gamma^{a b} \eta_{j} \longmapsto \Gamma_{A B}^{a b}+2 i \sin (2 \vartheta) \boldsymbol{\xi}^{[a} \Gamma_{A B}^{b]}+4 \sin ^{2} \vartheta \boldsymbol{\xi}^{c} \boldsymbol{\xi}^{[a} \Gamma_{A B}^{b] c} . \tag{6.56}
\end{equation*}
$$

Note that, in particular, we have

$$
\begin{equation*}
\xi^{a} \bar{\eta}_{i} \Gamma^{a} \eta_{j} \quad \longmapsto \quad \xi^{a} \Gamma_{A B}^{a} \tag{6.57}
\end{equation*}
$$

as expected from a rotation about $\xi^{a}$.
After tedious algebra, we find

$$
\begin{align*}
\mathcal{A}_{m A B C D}(\alpha, \beta)= & P_{1} \boldsymbol{\xi}_{m} \Gamma_{[A B}^{a} \Gamma_{C D]}^{a}+P_{2} \boldsymbol{\xi}^{a} \Gamma_{m[A B} \Gamma_{C D]}^{a}+P_{3} \boldsymbol{\xi}_{m} \boldsymbol{\xi}^{a} \boldsymbol{\xi}^{b} \Gamma_{[A B}^{a} \Gamma_{C D]}^{b} \\
& +Q_{1} i \Gamma_{m}^{a}{ }_{[A B}^{a} \Gamma_{C D]}^{a}+Q_{2} i \boldsymbol{\xi}_{m} \boldsymbol{\xi}^{a} \Gamma_{[A B}^{a b} \Gamma_{C D]}^{b}, \tag{6.58}
\end{align*}
$$

which has the correct form (3.18) of a solution to the $G V P$ in $d=11$. Indeed, the first three terms on the right hand side, with

$$
\begin{equation*}
\frac{P_{1}}{P_{0}}=\frac{2}{3} H^{2}, \quad \frac{P_{2}}{P_{0}}=-2 H, \quad \frac{P_{3}}{P_{0}}=-2 H(H-1), \tag{6.59}
\end{equation*}
$$

and the common factor

$$
\begin{equation*}
P_{0}=-\frac{3}{4}(\alpha+4 \beta) \frac{\tau(1+9 \tau)}{(1+21 \tau)^{2}} \sqrt{(21+\xi)(3-\xi)} \tag{6.60}
\end{equation*}
$$

combine correctly to

$$
\begin{equation*}
-\frac{3}{4}(\alpha+4 \beta)\left(S^{-1} \stackrel{\circ}{D}_{m} S\right)_{(a b)} \Gamma_{[A B}^{a} \Gamma_{C D]}^{b}, \tag{6.61}
\end{equation*}
$$

confirming the relation $\alpha+4 \beta=1$. This can be checked by evaluating the background derivative of the siebenbein (6.46) using two identities

$$
\begin{gather*}
\stackrel{\circ}{D}_{m} \xi=2 \sqrt{(21+\xi)(3-\xi)} \boldsymbol{\xi}_{m}, \\
\stackrel{\circ}{D}_{m} \boldsymbol{\xi}^{a}=\sqrt{\frac{3-\xi}{21+\xi}}\left(\stackrel{\circ}{e}_{m}^{a}-\boldsymbol{\xi}_{m} \boldsymbol{\xi}^{a}\right), \tag{6.62}
\end{gather*}
$$

that follow from the definition (6.40).
The coefficients in the remaining two terms in (6.58) are considerably more complicated:

$$
\begin{equation*}
Q_{1}=-\frac{1}{8}(\alpha-4 \beta) \frac{1+21 \tau}{1-3 \tau} \frac{1}{H}+\frac{1}{8}(\alpha+4 \beta) \frac{1-3 \tau}{1+21 \tau} H \tag{6.63}
\end{equation*}
$$

and

$$
\begin{align*}
Q_{2}= & \beta \frac{1+21 \tau}{1-3 \tau} \frac{1}{H^{2}}+\frac{1}{8}(\alpha-4 \beta) \frac{1+21 \tau}{1-3 \tau} \frac{1}{H} \\
& -\frac{1}{4}(\alpha+4 \beta) \frac{1+18 \tau+225 \tau^{2}}{(1-3 \tau)(1+21 \tau)}  \tag{6.64}\\
& -\frac{1}{8}(\alpha+4 \beta) \frac{1-3 \tau}{1+21 \tau} H+\frac{1}{4}(\alpha+4 \beta) \frac{1-3 \tau}{1+21 \tau} H^{2} .
\end{align*}
$$

Comparing (6.58) with (3.18), we read off $X_{m a}$ and confirm that $X_{m a b c}=0$. By contracting the former with the inverse siebenbein, see (3.19), and setting $\alpha$ and $\beta$ to the required values (2.21), we find that

$$
\begin{equation*}
X_{a \mid b}=X_{0} \delta^{a b}+X_{2} \xi^{a} \xi^{b}, \tag{6.65}
\end{equation*}
$$

where

$$
\begin{align*}
& X_{0}=-\frac{(21 \tau+1)^{2}-7 H^{2}(1-3 \tau)^{2}}{56 H^{4 / 3}(1-3 \tau)^{7 / 6}(21 \tau+1)^{5 / 6}},  \tag{6.66}\\
& X_{2}=\frac{\left(H^{2}-1\right)\left(2 H^{2}(1-3 \tau)^{2}-(21 \tau+1)^{2}\right)}{8 H^{4 / 3}(1-3 \tau)^{7 / 6}(21 \tau+1)^{5 / 6}} .
\end{align*}
$$

Decomposing $X_{a \mid b}$ into irreducible components (3.20), we get

$$
\begin{align*}
X & =X_{0}+\frac{1}{7} X_{2},  \tag{6.67}\\
X_{a b}^{\Phi} & =-\frac{1}{7} X_{2} \delta_{a b}+X_{2} \xi_{a} \xi_{b} . \tag{6.68}
\end{align*}
$$

From (5.2) we now obtain the flux along the entire $\mathrm{SO}(7)^{+}$family,

$$
\begin{equation*}
f=\frac{\sqrt{2} H^{2 / 3}\left(H^{2}(1-3 \tau)^{2}-198 \tau^{2}-36 \tau+2\right)}{(1-3 \tau)^{7 / 6}(21 \tau+1)^{5 / 6}}, \quad F_{a b c d}=0 . \tag{6.69}
\end{equation*}
$$

Once more, at the $\mathrm{SO}(8)$ point with $\tau=0$ and $H=1$, we reproduce (6.2). At the $\mathrm{SO}(7)^{+}$ point, we have $99 \tau^{2}+18 \tau=1$, and therefore the expression for $f$ simplifies to

$$
\begin{equation*}
f=2^{1 / 2} \cdot 5^{3 / 4} \Delta^{2}, \tag{6.70}
\end{equation*}
$$

which agrees with the known solution, see table I in [26]. ${ }^{15}$ As required by consistency, the Freund-Rubin parameter $f_{0}=f \Delta^{-2}$ becomes $y$-independent at the critical point. Hence the standard inhomogeneous solution does reproduce the correct flux at the $\mathrm{SO}(7)^{+}$ point as well.

However, since $X_{2}$ does not vanish outside the maximally supersymmetric point, we conclude that in this example the standard inhomogenous solution does not have the correct tensor structure (2.12). This can be seen even more directly by comparing the last two terms in (6.58) with the $e_{\text {ma }} f$ term in (2.12). In order that the matrix

$$
\begin{equation*}
Q_{1} \stackrel{\circ}{m a}+Q_{2} \boldsymbol{\xi}_{m} \boldsymbol{\xi}_{a} \tag{6.71}
\end{equation*}
$$

be proportional to $e_{m a}$, we must have

$$
\begin{equation*}
Q_{2}-\left(\frac{1}{H}-1\right) Q_{1}=0 \tag{6.7}
\end{equation*}
$$

Evaluating the left hand side we get

$$
\begin{equation*}
(\alpha+4 \beta) \frac{\left(H^{2}-1\right)\left(2 H^{2}(1-3 \tau)^{2}-(21 \tau+1)^{2}\right)}{8 H^{2}(3 \tau-1)(21 \tau+1)}=0 \tag{6.73}
\end{equation*}
$$

which can vanish at each point on $S^{7}$ when either $H \equiv 1$, which is the maximally supersymmetric solution, or when $\alpha+4 \beta=0$. However, the latter cannot be satisfied given (2.21). In

[^13]the next section we will argue that this appears to be a generic feature of the $\mathcal{A}_{m i j k l}(\alpha, \beta)$ tensor in (2.20). To see that there is no discrepancy here at all, we verify explicitly that the standard inhomogeneous solution can be shifted as in section 4, such that one obtains a solution satisfying the correct tensor structure condition. From the general solution to the homogeneous equations found in sections 3 and 4 , and using the $\mathrm{SO}(7)^{+}$invariance to limit the allowed $\alpha$-parameters, we find that the correction must be of the form
\[

$$
\begin{equation*}
\delta \mathcal{A}_{m i j k l}=\left(\alpha_{m}{ }^{n}+\frac{3}{7} \delta_{m}{ }^{n}\right) \mathcal{A}_{n i j k l}^{(\alpha)}-\left(\frac{1}{4} \alpha_{m}{ }^{n}+\frac{3}{28} \delta_{m}{ }^{n}\right) \mathcal{A}_{n i j k l}^{(\beta)} . \tag{6.74}
\end{equation*}
$$

\]

The result for the $U$-rotated tensor can be read-off from the $\alpha$ and $\beta$ components of $\mathcal{A}_{m A B C D}(\alpha, \beta)$ in (6.58). We then find that the $S^{-1} \stackrel{\circ}{D}_{m} S$ terms cancel, as they should. Imposing the correct tensor structure condition yields a unique solution

$$
\begin{equation*}
\alpha_{m}{ }^{n}(\xi, \tau)=a_{0}(\xi, \tau) \delta_{m}{ }^{n}+a_{2}(\xi, \tau) \xi_{m} \xi^{n} \tag{6.75}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{0}=-\frac{1}{7} a_{2}=-\frac{\left(H^{2}-1\right)\left(2 H^{2}(1-3 \tau)^{2}-(21 \tau+1)^{2}\right)}{14(21 \tau+1)^{2}} \tag{6.76}
\end{equation*}
$$

Note that $\alpha_{m}{ }^{m}=0$ as required, however, the correction breaks the $\mathrm{SO}(7)$ 'background covariance' in the sense of the comment after (3.14).

## 7 Numerical examples

In this section, we summarize some numerical tests that led us to reexamine the proof of the consistent truncation in [3], and discuss the standard inhomogenous solution and fluxes for additional critical points. We also found 'numerical explorations' to be quite helpful in developing analytic arguments in sections $3-5$. The term 'numerical' is used here in a wide sense; it means either an actual numerical solution to the system of equations given by the consistent truncation ansätze, or simply an explicit evaluation (mixed numerical and analytic) of expressions using specific coordinates on the internal manifold and a particular representation of the internal $\Gamma$-matrices.

It is important to note that the construction of the lift for the metric and the fluxes at a given point on the scalar manifold, $\mathrm{E}_{7(7)} / \mathrm{SU}(8)$, is 'algebraic' with respect to the internal space. This is of course manifest for the metric, cf. (2.9), but is also true for the fluxes, the simple reason being that the background covariant derivative always acts on the Killing spinors or vectors on $S^{7}$ and, by virtue of (2.7) or (6.22), respectively, is effectively an algebraic operation. Hence, all equations given by the ansätze can be evaluated and then solved at each point on $S^{7}$ independently, and the solution involves only algebraic operations.

### 7.1 Preliminaries

In the following, we use stereographic coordinates on $S^{7}$ and the Killing spinors that are obtained as follows: ${ }^{16}$ Represent $S^{7}$ as the surface, $\left(X^{1}\right)^{2}+\ldots+\left(X^{8}\right)^{2}=m_{7}^{-2}$, in $\mathbb{R}^{8}$. The

[^14]stereographic coordinates, $y^{a} \in \mathbb{R}(a=1, \ldots, 7)$, are defined by
\[

$$
\begin{equation*}
X^{i}=m_{7}^{-1} \frac{2 y^{i}}{1+\left(y^{a}\right)^{2}}, \quad X^{8}=m_{7}^{-1} \frac{1-\left(y^{a}\right)^{2}}{1+\left(y^{a}\right)^{2}}, \quad i=1, \ldots, 7 \tag{7.1}
\end{equation*}
$$

\]

and we use

$$
\begin{equation*}
\dot{e}^{a}=-\frac{2 m_{7}^{-1} d y^{a}}{1+\left(y^{a}\right)^{2}}, \quad a=1, \ldots, 7, \tag{7.2}
\end{equation*}
$$

as the background siebenbein. Then the spin-connection 1-forms are $\stackrel{\circ}{\omega}^{a b}=-m_{7}\left(y^{a}{ }^{\circ} e^{b}-\right.$ $y^{b}{ }^{\circ}{ }^{a}$ ), such that the Ricci tensor is $\stackrel{\circ}{R}_{a b}=6 m_{7}^{2} \delta_{a b}$.

The matrix, $\eta=\left(\eta^{I} A\right)$, of the Killing spinors is

$$
\begin{equation*}
\eta(y)=\frac{1+i y^{a} \Gamma^{a}}{\sqrt{1+\left(y^{b}\right)^{2}}} . \tag{7.3}
\end{equation*}
$$

It is easy to check that $\eta^{I}$,s satisfy the Killing spinor equation (2.7), and that $\eta$ is a real orthogonal matrix. At the North Pole, $y^{a}=0$, we have $\eta^{I}{ }_{A}=\delta^{I}{ }_{A}$ and $\dot{\omega}^{a b}=0$.

We use the $\mathrm{SO}(7)$ gamma matrices, $\Gamma_{A B}^{a}, a=1, \ldots, 7$, that are antisymmetric and purely imaginary and satisfy

$$
\begin{align*}
\Gamma^{a} \Gamma^{b}+\Gamma^{b} \Gamma^{a} & =2 \delta^{a b} \mathbf{1}  \tag{7.4}\\
\Gamma^{7} & =i \Gamma^{123456} . \tag{7.5}
\end{align*}
$$

If needed, explicit representations with these properties can be found in appendix C. 1 of [46], or in appendix C of [28]. Note that the latter is for the negative Euclidean signature and gives the opposite sign in (7.5).

### 7.2 Initial numerical tests

In our initial tests, we looked at the orginal flux formula (2.26) for two non-supersymmetric critical points of the scalar potential of $\mathcal{N}=8, d=4$ supergravity: the perturbatively unstable $\mathrm{SU}(4)^{-}$point and the perturbatively stable $\mathrm{SO}(3) \times \mathrm{SO}(3)$ point. The same calculation performed for a random scalar 56 -bein yields similar results.

Starting with (2.26), which is (7.5) in [3], we evaluate the trace over $m=q$. Since the flux $F_{\text {mnpq }}$ should be totally antisymmetric, we then get

$$
\begin{equation*}
\frac{12}{7}(i f) g_{n p}=-i \frac{\sqrt{2}}{480} \Delta^{4} \epsilon_{p q r s t u v} e_{i j}^{q}\left(e^{r} e^{s} e^{t} e^{u} e^{v}\right)_{k l} \mathcal{A}_{n}^{i j k l}(\alpha, \beta) . \tag{7.6}
\end{equation*}
$$

The left hand side is now proportional to the metric tensor, and thus its contraction with the inverse metric tensor $\Delta^{-1} g^{m n}$ in (2.9) should yield a result proportional to the identity matrix. To test that, we would fix a point on $S^{7}$, either at the North Pole or at some random value of the stereographic coordinates, and evaluate numerically:
(i) the inverse tensor in (2.9), and
(ii) the tensor defined by the right hand side in (7.6) for arbitrary values of $\alpha$ and $\beta$.

| $\mathcal{V}$ | Symmetry | $X$ | $X_{a b c d}^{\text {E }}$ | $X_{a b}^{\square}$ | $X_{a b}^{\boxminus}$ | $X_{a b c d}^{巴}$ | $\delta_{a[b} \tilde{X}_{c d]}^{\mathrm{E}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| S 0600000 | $\mathrm{SO}(8)$ | $*$ |  |  |  |  |  |
| S 0668740 | $\mathrm{SO}(7)^{-}$ | $*$ | $*$ |  |  |  |  |
| S 0698771 | $\mathrm{SO}(7)^{+}$ | $*$ |  | $*$ |  |  |  |
| S 0719157 | $\mathrm{G}_{2}$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |
| S 0779422 | $\mathrm{SU}(3) \times \mathrm{U}(1)$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |
| S 0800000 | $\mathrm{SU}(4)^{-}$ | $*$ | $*$ | $*$ |  |  |  |
| S 0880733 | $\mathrm{SO}(3) \times \mathrm{SO}(3)$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |
| S 1200000 | $\mathrm{U}(1) \times \mathrm{U}(1)$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |
| S 1400000 | $\mathrm{SO}(3) \times \mathrm{SO}(3)$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |

Table 2. Irreducible components in $\mathcal{A}_{m A B C D}\left(\frac{4}{7}, \frac{3}{28}\right)$ at some critical points.

The result is that for the $\mathrm{SU}(4)^{-}$point, the contraction between the tensors (i) and (ii) is not proportional to the unit matrix, while for the $\mathrm{SO}(3) \times \mathrm{SO}(3)$ point, the tensor in (ii) is not even symmetric. In both examples, the undesired terms are proportional to $\alpha+4 \beta$ and do not vanish for the standard inhomogenous solution (2.21). In retrospect, they arise because $\mathcal{\mathcal { A }}_{m i j k l}$ does not satisfy the correct tensor structure condition (2.12).

### 7.3 Tensor structure tests

The main purpose of a more systematic numerical exploration is to determine the structure of the $\mathcal{\mathcal { A }}_{m A B C D}$ tensor obtained by the $U$-rotation of the $\mathcal{\mathcal { A }}_{m i j k l}$ tensor of the standard inhomogenous solution.

Once more we take a scalar 56 -bein, $\mathcal{V}$, for one of the critical points and choose a random point on $S^{7}$. We then evaluate numerically the metric tensor, $g_{m n}$, and the warp factor, $\Delta$, using (2.9). By taking the matrix square root of the metric tensor, we find the metric vielbein, $e_{m}{ }^{a}$, and its inverse. Then (2.8) becomes a quadratic equation for the $\mathrm{SU}(8)$-matrix, $U$, with the latter determined up to an overall sign that cancels in (2.23). The resulting $\stackrel{\circ}{\mathcal{A}}_{m A B C D}$ tensor is expanded in the canonical basis, cf. (3.18), and we read-off the expansion coefficients, $X_{m a}$ and $X_{m a b c}$. Finally we evaluate $X_{a \mid b}$ and $X_{a \mid b c d}$ in (3.19) and decompose them into irreducible $\mathrm{SO}(7)$ components (3.20).

Our results are summarized in table 2, where the star indicates that a given irreducible component does not vanish. The critical points are listed in the first column using the labelling scheme in [20] that is based on the value of the cosmological constant. The second column gives the symmetry of each point, which is perhaps more recognizable than the label. The reader may consult [20] for additional information about and references for each point. The last four columns are the components that violate the tensor structure condition: we see that already the highly symmetric $\mathrm{G}_{2}$ solution gives rise to all possible tensor structures. This table includes all 'old' critical points and two 'new' ones, S0880733 and S1200000, first found numerically in $[18,20]$ and then further investigated in [19].

| $\mathcal{V}$ | Symmetry | $-\mathcal{P}_{*} / g^{2}$ | $f_{0} / m_{7}$ | Refs. |
| :---: | :---: | :---: | :---: | :---: |
| S 0600000 | $\mathrm{SO}(8)$ | 6 | 4.242641 | $[23]$ |
| S 0668740 | $\mathrm{SO}(7)^{-}$ | 6.68740 | 4.941059 | $[39,43]$ |
| S 0698771 | $\mathrm{SO}(7)^{+}$ | 6.98771 | 4.728708 | $[26,44]$ |
| S 0719157 | $\mathrm{G}_{2}$ | 7.19157 | 5.085212 | $[26]$ |
| S 0779422 | $\mathrm{SU}(3) \times \mathrm{U}(1)$ | 7.79422 | 5.511352 | $[29]$ |
| S 0800000 | $\mathrm{SU}(4)^{-}$ | 8 | 5.656854 | $[47]$ |
| S 0880733 | $\mathrm{SO}(3) \times \mathrm{SO}(3)$ | 8.80733 | 6.227729 | - |
| S 1200000 | $\mathrm{U}(1) \times \mathrm{U}(1)$ | 12 | 8.485281 | - |
| S 1400000 | $\mathrm{SO}(3) \times \mathrm{SO}(3)$ | 14 | 9.899495 | $[30]$ |

Table 3. The $f_{0}$-flux at some critical points.

### 7.4 Critical points

The calculation in section 7.3 also gives us the flux, $f$, which can be readily compared with the known lifts of critical points. Recall that at a critical point, the flux, $f$, along $\operatorname{AdS} S_{4}$ is by conformal invariance and the Bianchi identity of the form $f=f_{0} \Delta^{2}$, where $f_{0}$ is a constant. We determine numerically the value of $f_{0}$ from the coefficient $X_{m a}$ in $\mathcal{\mathcal { A }}_{m A B C D}$ using (5.10). Then we verify that $f_{0}$ is indeed constant by performing the same calculation for two or more points on the sphere. The results are listed in table 3.

Next we compare our numerical results with the known solutions. This requires ensuring that a solution (1.1)-(1.2) obtained from the lift and a solution we compare it with have the same overall normalization. The potential mismatch between the normalizations comes from the fact that the field equations of $d=11$ supergravity are invariant under the rescaling

$$
\begin{equation*}
g_{M N} \rightarrow \lambda g_{M N}, \quad F_{M N P Q} \rightarrow \lambda^{3 / 2} F_{M N P Q}, \tag{7.7}
\end{equation*}
$$

where $\lambda$ is a constant. This rescaling preserves the form of a solution (1.1)-(1.2), but changes the radius of $A d S_{4}$ and the overall scale of the internal metric and the flux. Let us also note that the relative normalization between the $A d S_{4}$ and the internal parts of the metric and the flux is completely fixed by the equations of motion. In particular, from a linear combination of the Einstein equations, we have ${ }^{17}$

$$
\begin{equation*}
R_{m}{ }^{m}+\frac{5}{4} R_{\mu}{ }^{\mu}=f_{0}^{2} \Delta^{4} \tag{7.8}
\end{equation*}
$$

which effectively is the equation of motion we are testing here.
The solution obtained from the lift comes with a particular normalization determined by the explicit embedding of the $d=4$ solution in eleven dimensions. Specifically, the

[^15]radius, $L$, of $A d S_{4}$ in (1.1) is given by
\[

$$
\begin{equation*}
L^{2} \equiv m_{4}^{-2}=-\frac{3}{\mathcal{P}_{\star}}, \tag{7.9}
\end{equation*}
$$

\]

where $\mathcal{P}_{*}$ is the value of the scalar potential of the $\mathcal{N}=8$ theory [1],

$$
\begin{equation*}
\mathcal{P}=-g^{2}\left(\frac{3}{4}\left|A_{1}^{i j}\right|^{2}-\frac{1}{24}\left|A_{2 i}{ }^{j k l}\right|^{2}\right) \tag{7.10}
\end{equation*}
$$

at the critical point. The normalization of the internal metric and the flux are in turn determined by the lift formulae (2.9) and (5.2).

To test the first four points, we use solutions summarized in table I in [26], where we find

$$
\begin{equation*}
m_{4}^{2}=a m_{7}^{2} \gamma^{1 / 2}, \quad f_{0}=b m_{7} \gamma^{5 / 6} \tag{7.11}
\end{equation*}
$$

The values of the constants $a$ and $b$ depend on the critical point under consideration and can be read off from table I in [26], while $\gamma$ is an arbitrary parameter that sets the overall normalization of the solution. For each critical point we find the correct $\gamma$ by solving (7.9) with $m_{4}$ in (7.11). Then we use this particular value of $\gamma$ to evaluate $f_{0}$ in (7.11) and in all four cases find a complete agreement with the numerical values in table 3.

The $\mathrm{SU}(3) \times \mathrm{U}(1)$ solution is given in [29]. From (4.29) and (4.33) in that paper we get ${ }^{18}$

$$
\begin{equation*}
f_{0}=\frac{3^{7 / 4}}{2^{3 / 2}} \frac{1}{L} \tag{7.12}
\end{equation*}
$$

At the critical point,

$$
\begin{equation*}
\mathcal{P}_{*}=-\frac{3^{5 / 2}}{2} g^{2} \tag{7.13}
\end{equation*}
$$

so from (7.9), and recalling that $g=\sqrt{2} m_{7}$, we get

$$
\begin{equation*}
\frac{1}{L}=3^{3 / 4} m_{7} \tag{7.14}
\end{equation*}
$$

Substituting this in (7.12) yields

$$
\begin{equation*}
f_{0}=\frac{3^{5 / 2}}{2^{3 / 2}} m_{7} \approx 5.51135 m_{7} \tag{7.15}
\end{equation*}
$$

which agrees with the numerical value in table 3.
The solution at the $\mathrm{SU}(4)^{-}$critical point was found in [47]. For the comparison we use the explicit formulae (4.70) and (4.71) in [35], which after rescaling the flux (see, footnote 18) read

$$
\begin{equation*}
d s_{11}^{2}=d s_{A d S_{4}}^{2}+\ldots, \quad F_{(4)}=\sqrt{\frac{3}{2}} \frac{1}{L} \operatorname{vol}_{A d S_{4}}+\ldots \tag{7.16}
\end{equation*}
$$

However, the metric obtained from the lift (2.9) has a nonvanishing constant warp factor, $\Delta=2^{-2 / 3}$. Reintroducing this warp factor in (7.16) by rescaling the metric by $\Delta^{-1}$ and

[^16]the flux by $\Delta^{-3 / 2}$, we get $f_{0}=\sqrt{6} / L$. Then, using $\mathcal{P}_{*}=-8 g^{2}$, and normalizing the $A d S_{4}$ radius according to (7.9), we get
\[

$$
\begin{equation*}
f_{0}=4 \sqrt{2} m_{7} \approx 5.65685 m_{7} \tag{7.17}
\end{equation*}
$$

\]

which is the same as the numerical value obtained from the lift.
Finally, the flux, $f_{0}$, for the $\mathrm{SO}(3) \times \mathrm{SO}(3)$ critical point has been calculated in [30] by solving (7.8), where the metric is obtained from the lift formula (2.9). Once more we find that it agrees with the numerical result in table 3. Analytic solutions for the remaining two points in table 3 are not known explicitly in closed form.

In table 3 we have also listed the values of the scalar potential at each of the critical points. We see that there is a universal relation between $\mathcal{P}_{*}$, or equivalently the radius of $A d S_{4}$, and $f_{0}$, which in our normalization reads

$$
\begin{equation*}
-\frac{\mathcal{P}_{*}}{g^{2}}=\sqrt{2} \frac{f_{0}}{m_{7}} \tag{7.18}
\end{equation*}
$$

In principle, this relation is a consequence of (7.8), but we are not aware of any simple proof of it. The difficulty here is that the components of the Ricci tensor in (7.8) are for the full $d=11$ metric.

Curiously, the relation (7.18) holds for some other field configurations, for instance in the entire $\mathrm{SO}(7)^{-}$invariant sector, see $(6.13),(6.18)$ and (6.25). However, it is not valid in general, in particular, at a generic point in the $\mathrm{SO}(7)^{+}$sector, where $f \Delta^{-2}$, c.f. (6.48) and (6.69), has a nontrivial dependence on the sphere coordinates which cancels out only at the two critical points.

While our tests in this section were limited only to solutions corresponding to the critical points, and we looked only at the flux component along $A d S_{4}$, it is clear that the agreement we have found is a striking confirmation of the lift formulae for the flux.

## 8 Conclusions and outlook

In this paper we have clarified the structure of the equations given in [3] (that is, the $G V P$ and the $\mathfrak{A}$-equations) which characterize consistent truncations of eleven-dimensional supergravity on $A d S_{4} \times S^{7}$ to gauged supergravity. We have revealed a hidden degeneracy in these equations and demonstrated that this degeneracy is precisely what is needed in order to remove apparent discrepancies arising in the comparison between the $d=4$ and $d=11$ expressions, and to recover the correct tensor structure of the fluxes required by the $d=11$ theory for any given non-trivial solution of the $d=4$ theory. Furthermore, we have clarified the status of the non-linear ansätze for the fluxes, and shown that these constitute invariants of the consistency equations.

These 'flux lift formulae' can now be put to practical use, and we have presented several non-trivial tests, both analytic and numerical. It is also clear from our discussion that on the one side an analytic calculation of the fluxes based on those formulae is quite difficult and cumbersome, though perhaps it can be simplified in particular examples by a judicious choice of coordinates and the Killing vectors/spinors. On the other side, a
numerical calculation is reasonably straightforward and very likely may be sufficient to determine properties of the full solutions one might be interested in.

Let us also remark that the degeneracy problem discussed in this paper does not arise for the 'mixed' flux components: $F_{\mu b c d}, F_{\mu \nu b d}$, etc., which will no longer vanish for $x$ dependent solutions of the $d=4$ theory; these can therefore be determined unambiguously from the corresponding formulas given in [27] and $[3,4]$.

Finally, our results may also be relevant in the context of the $\operatorname{AdS} S_{5} \times S^{5}$ compactification of IIB supergravity, for which the analog of the metric lift formula (2.9) is known, but a complete proof of the consistency is still lacking. Mutatis mutandis we anticipate that the techniques developed here on the basis of [3] will also apply to this case.

## Acknowledgments

We would like to thank Nikolay Bobev, Bernard de Wit and Nick Warner for discussions. The work of KP is supported in part by DOE grant DE-FG03-84ER-40168. HN would like to thank the Simons Center for Geometry and Physics at Stony Brook University for hospitality in May 2011 when this project was begun, while KP is grateful to the Albert Einstein Institute in Potsdam for hospitality during two visits at the later stages of the project.

## References

[1] B. de Wit and H. Nicolai, $N=8$ supergravity, Nucl. Phys. B 208 (1982) 323 [inSPIRE].
[2] E. Cremmer, B. Julia and J. Scherk, Supergravity theory in eleven-dimensions, Phys. Lett. B 76 (1978) 409 [INSPIRE].
[3] B. de Wit and H. Nicolai, The consistency of the $S^{7}$ truncation in $D=11$ supergravity, Nucl. Phys. B 281 (1987) 211 [inSPIRE].
[4] B. de Wit and H. Nicolai, $D=11$ supergravity with local $\operatorname{SU}(8)$ invariance, Nucl. Phys. B 274 (1986) 363 [INSPIRE].
[5] H. Nastase, D. Vaman and P. van Nieuwenhuizen, Consistency of the $A d S_{7} \times S^{4}$ reduction and the origin of selfduality in odd dimensions, Nucl. Phys. B 581 (2000) 179 [hep-th/9911238] [inSPIRE].
[6] A. Khavaev, K. Pilch and N.P. Warner, New vacua of gauged $N=8$ supergravity in five-dimensions, Phys. Lett. B 487 (2000) 14 [hep-th/9812035] [inSPIRE].
[7] K. Pilch and N.P. Warner, $N=1$ supersymmetric renormalization group flows from IIB supergravity, Adv. Theor. Math. Phys. 4 (2002) 627 [hep-th/0006066] [inSPIRE].
[8] A. Khavaev and N.P. Warner, An $N=1$ supersymmetric Coulomb flow in IIB supergravity, Phys. Lett. B 522 (2001) 181 [hep-th/0106032] [INSPIRE].
[9] M. Cvetič, H. Lü and C. Pope, Consistent Kaluza-Klein sphere reductions, Phys. Rev. D 62 (2000) 064028 [hep-th/0003286] [inSPIRE].
[10] M. Cvetič, H. Lü and C. Pope, Four-dimensional $N=4, \mathrm{SO}(4)$ gauged supergravity from $D=11$, Nucl. Phys. B 574 (2000) 761 [hep-th/9910252] [inSPIRE].
[11] M. Cvetič, H. Lü and C. Pope, Geometry of the embedding of supergravity scalar manifolds in $D=11$ and $D=10$, Nucl. Phys. B 584 (2000) 149 [hep-th/0002099] [INSPIRE].
[12] J.P. Gauntlett and O. Varela, $D=5 \mathrm{SU}(2) \times \mathrm{U}(1)$ gauged supergravity from $D=11$ supergravity, JHEP 02 (2008) 083 [arXiv:0712.3560] [INSPIRE].
[13] J.P. Gauntlett, S. Kim, O. Varela and D. Waldram, Consistent supersymmetric Kaluza-Klein truncations with massive modes, JHEP 04 (2009) 102 [arXiv:0901.0676] [inSPIRE].
[14] I. Bah, A. Faraggi, J.I. Jottar, R.G. Leigh and L.A. Pando Zayas, Fermions and $D=11$ supergravity on squashed Sasaki-Einstein manifolds, JHEP 02 (2011) 068 [arXiv:1008.1423] [INSPIRE].
[15] H. Lü, C. Pope and Z.-L. Wang, Pseudo-supersymmetry, consistent sphere reduction and Killing spinors for the bosonic string, Phys. Lett. B 702 (2011) 442 [arXiv:1105.6114] [INSPIRE].
[16] E.O. Colgain and O. Varela, Consistent reductions from $D=11$ beyond Sasaki-Einstein, Phys. Lett. B 703 (2011) 180 [arXiv:1106.4781] [inSPIRE].
[17] D. Cassani and P. Koerber, Tri-Sasakian consistent reduction, JHEP 01 (2012) 086 [arXiv:1110.5327] [INSPIRE].
[18] T. Fischbacher, Fourteen new stationary points in the scalar potential of $\mathrm{SO}(8)$-gauged $N=8, D=4$ supergravity, JHEP 09 (2010) 068 [arXiv:0912.1636] [INSPIRE].
[19] T. Fischbacher, K. Pilch and N.P. Warner, New supersymmetric and stable, non-supersymmetric phases in supergravity and holographic field theory, arXiv:1010.4910 [inSPIRE].
[20] T. Fischbacher, The encyclopedic reference of critical points for $\mathrm{SO}(8)$-gauged $N=8$ supergravity. Part 1: cosmological constants in the range $-\Lambda / g^{2} \in[6 ; 14.7)$, arXiv:1109. 1424 [INSPIRE].
[21] G. Dall'Agata and G. Inverso, On the vacua of $N=8$ gauged supergravity in 4 dimensions, Nucl. Phys. B 859 (2012) 70 [arXiv:1112.3345] [INSPIRE].
[22] C. Ahn, J. Paeng and K. Woo, Towards new membrane flow from de Wit-Nicolai construction, arXiv:1107.0640 [inSPIRE].
[23] P.G.O. Freund and M.A. Rubin, Dynamics of dimensional reduction, Phys. Lett. B 97 (1980) 233 [inSPIRE].
[24] M.J. Duff and C.N. Pope, Kaluza-Klein supergravity and the seven-sphere, in Supersymmetry and supergravity '82, S. Ferrara et al. eds., World Scientific, Singapore (1983).
[25] G.W. Gibbons, Consistent reductions of higher dimensional gravity and supergravity theories, in Deserfest: a celebration of the life and works of Stanley Deser, J.T. Liu et al. eds., World Scientific, Singapore (2006).
[26] B. de Wit, H. Nicolai and N. Warner, The embedding of gauged $N=8$ supergravity into $D=11$ supergravity, Nucl. Phys. B 255 (1985) 29 [inSPIRE].
[27] B. de Wit and H. Nicolai, Hidden symmetry in $D=11$ supergravity, Phys. Lett. B 155 (1985) 47 [inSPIRE].
[28] E. Cremmer and B. Julia, The SO(8) supergravity, Nucl. Phys. B 159 (1979) 141 [inSPIRE].
[29] R. Corrado, K. Pilch and N.P. Warner, An $N=2$ supersymmetric membrane flow, Nucl. Phys. B 629 (2002) 74 [hep-th/0107220] [inSPIRE].
[30] N. Bobev, A. Kundu, K. Pilch and N.P. Warner, in preparation.
[31] C.-h. Ahn and T. Itoh, An $N=1$ supersymmetric $G_{2}$ invariant flow in M-theory, Nucl. Phys. B 627 (2002) 45 [hep-th/0112010] [inSPIRE].
[32] C.-h. Ahn and T. Itoh, The eleven-dimensional metric for AdS/CFT RG flows with common SU(3) invariance, Nucl. Phys. B 646 (2002) 257 [hep-th/0208137] [inSPIRE].
[33] C.N. Gowdigere and N.P. Warner, Flowing with eight supersymmetries in M-theory and F-theory, JHEP 12 (2003) 048 [hep-th/0212190] [inSPIRE].
[34] C. Pope and N. Warner, A dielectric flow solution with maximal supersymmetry, JHEP 04 (2004) 011 [hep-th/0304132] [inSPIRE].
[35] N. Bobev, N. Halmagyi, K. Pilch and N.P. Warner, Supergravity instabilities of non-supersymmetric quantum critical points, Class. Quant. Grav. 27 (2010) 235013 [arXiv:1006.2546] [INSPIRE].
[36] H. Nastase and D. Vaman, On the nonlinear KK reductions on spheres of supergravity theories, Nucl. Phys. B 583 (2000) 211 [hep-th/0002028] [inSPIRE].
[37] M. Awada, B. Nilsson and C. Pope, The supersymmetry transformation rules for Kaluza-Klein supergravity on the seven sphere, Phys. Rev. D 29 (1984) 334 [InSPIRE].
[38] B.E. Nilsson, On the embedding of $D=4 N=8$ gauged supergravity in $D=11 N=1$ supergravity, Phys. Lett. B 155 (1985) 54 [inSPIRE].
[39] B. de Wit and H. Nicolai, The parallelizing $S^{7}$ torsion in gauged $N=8$ supergravity, Nucl. Phys. B 231 (1984) 506 [INSPIRE].
[40] H. Nicolai and H. Samtleben, Compact and noncompact gauged maximal supergravities in three-dimensions, JHEP 04 (2001) 022 [hep-th/0103032] [INSPIRE].
[41] B. de Wit, H. Samtleben and M. Trigiante, Gauging maximal supergravities, Fortsch. Phys. 52 (2004) 489 [hep-th/0311225] [INSPIRE].
[42] B. de Wit and H. Nicolai, On the relation between $D=4$ and $D=11$ supergravity, Nucl. Phys. B 243 (1984) 91 [InSPIRE].
[43] F. Englert, Spontaneous compactification of eleven-dimensional supergravity, Phys. Lett. B 119 (1982) 339 [inSPIRE].
[44] B. de Wit and H. Nicolai, A new $\mathrm{SO}(7)$ invariant solution of $D=11$ supergravity, Phys. Lett. B 148 (1984) 60 [inSPIRE].
[45] P. van Nieuwenhuizen, The Kaluza-Klein program for IIB sugra on $S^{5}$, to be submitted to Rev. Mod. Phys. .
[46] D. Freedman, S. Gubser, K. Pilch and N. Warner, Renormalization group flows from holography supersymmetry and a c theorem, Adv. Theor. Math. Phys. 3 (1999) 363 [hep-th/9904017] [inSPIRE].
[47] C. Pope and N. Warner, An $\mathrm{SU}(4)$ invariant compactification of $D=11$ supergravity on a stretched seven sphere, Phys. Lett. B 150 (1985) 352 [inSPIRE].


[^0]:    ${ }^{1}$ For a partial list of references, see [9-17].

[^1]:    ${ }^{2}$ Recently, a similar inconsistency for the $\mathrm{SO}(7)^{+}$point was independently observed in [22].

[^2]:    ${ }^{3}$ Factoring out the background $S^{7}$ siebenbein leads to extra determinant factors $\stackrel{\circ}{g}$ in various formulae below. Such factors can be dropped for all practical purposes by adopting a local frame where $\dot{e}_{m}{ }^{a}=\delta_{m}{ }^{a}$.
    ${ }^{4}$ In fact, the complex pair $\left(e_{A B}^{m}, e^{m A B}\right)$ can be assigned to the 56 representation of $\mathrm{E}_{7(7)}$, even though the latter is only a symmetry of the theory when compactified on $\mathbb{R}^{1,3} \times T^{7}[28]$.

[^3]:    ${ }^{5}$ Let us, however, emphasize that the final formulae for the non-linear flux ansätze can only be valid onshell because the dualizations needed to convert the two-form fields from $d=11$ supergravity to scalar fields necessarily require the equations of motion. This is in marked contrast to the $A d S_{7} \times S^{4}$ truncation of ref. [5], where the scalar fields arise directly in the reduction without dualizations, whereas similar complications can be anticipated for the $A d S_{5} \times S^{5}$ truncation which requires the dualization of a three-form field.

[^4]:    ${ }^{6}$ In addition, the flux components must satisfy the Bianchi identities. As shown in [4], this is guaranteed by the $\mathrm{SU}(8)$ covariant field equations.

[^5]:    ${ }^{7}$ Explicit formulae for $A_{1}$ and $A_{2}$ are given in (4.1) and (4.2) below.

[^6]:    ${ }^{8} \mathrm{We}$ correct some typos in the original formula. For clarity of notation we put a bar on the complex conjugate vielbein $e^{m i j} \equiv \bar{e}^{m i j}$ in the formulae below, whenever the $\mathrm{SU}(8)$ indices are not written out.

[^7]:    ${ }^{9}$ Which from the $d=7$ perspective looks like a rigid transformation.

[^8]:    ${ }^{10}$ We also rescaled them with respect to $(2.13)$.

[^9]:    ${ }^{11}$ The modern formulation of gauged supergravities relies on the embedding tensor formalism [40, 41]. The above transformation property of the $T$-tensor then simply expresses the so-called representation constraint that the embedding tensor must satisfy.

[^10]:    ${ }^{12}$ The indices on the Levi-Civita symbol are raised and lowered with the background metric.

[^11]:    ${ }^{13}$ For a full list of identities satisfied by torsion tensor, see [39]. They imply that any contraction and background derivative of the torsion tensor(s) can be reduced to terms that are linear in it.

[^12]:    ${ }^{14}$ Since the same symbol in [39, 42] may denote quantities that are related by a rescaling to the ones here, we put a tilde whenever the identification is not immediately obvious.

[^13]:    ${ }^{15}$ The comparison involves setting the same overall normalization of the solutions, see section 7.4 below.

[^14]:    ${ }^{16}$ For a systematic discussion, see [45] and the references therein.

[^15]:    ${ }^{17}$ See, e.g. (3.7) in [26]. As shown there, this equation implies the relation $15 m_{4}^{2} \gamma^{-1 / 2}-f_{0}^{2} \gamma^{-5 / 3}=42 m_{7}^{2}$, explaining the powers of $\gamma$ appearing in (7.11).

[^16]:    ${ }^{18}$ There is a difference in the normalization of the flux in [29] and in this paper, $F_{(4)}=\sqrt{2} F_{(4)}^{\mathrm{CPW}}$.

