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1 Introduction

Electronic structure computer simulations:

Between experiment and analytical theory

The theoretical description and prediction of experimental processes and sys-

tem properties is an important aspect of scientific work. Theoretical scientists

consider the initial conditions and the results of experiments and try to deduce

general laws and principles. Based on these laws, predictions for novel systems

can be made and subsequently tested against the corresponding experimental

results. This procedure can lead to agreement, but equally well to disagreement

of the postulated law with reality. Historically, the discovery of new fundamental

laws has often been induced by the refutation of principles which had previously

been “accepted knowledge” for considerable times.

It is a crucial criterion in science to be able to invalidate a statement; also

today, such tests are an important part in the process of finding new principles.

Since no physical or chemical theory can be verified in the sense of a mathematical

proof, the inverse way has to be followed: it has to be shown that other principles

– that are contradictory to the new proposed theory – lead to wrong predictions.

The prototype of this process is what happened in the late 19th and early 20th

century, when the theory of quantum mechanics was developed. Experimental-

ists started to measure the energy flux u(T, λ) of a black body as a function

of temperature and wavelength with high accuracy and asked for a theoretical

explanation. The Rayleigh-Jeans-law for the emitted radiation power of a black

body, stating that u(T, λ) ∝ T 2/λ, was found to be valid for high temperatures

and large wavelengths, while Wien’s law, u(T, λ) ∝ λ−3e−A/λT , explained the

black-body-radiation for low temperatures and small wavelengths. Obviously,

both laws could not easily be brought to a mutual agreement. When Planck

initially proposed an “interpolated” formula, it was mainly because both (only

asymptotically correct) laws had been invalidated.

Planck had not yet constructed the full picture of quantum mechanics, but

his hypothesis of some kind of oscillators which should change their energies

in integer multiples of a fundamental energy unit, was groundbreaking. Planck

said about his new idea of energy quanta: “Experience will prove whether this
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hypothesis is realised in nature”. It turned out to be the case.

The kind of law that describes an isolated phenomenon like the emitted

radiation of a perfect black body can be used for direct comparison between a

fundamental theoretical law and the experimental reality. Nowadays, however,

many scientific problems and questions have become much less fundamental

and cannot be answered by a single new formula proposing a novel basic idea.

Instead, a significant part of modern research focuses on the realistic description

of systems that actually exist in nature (or at least in the laboratory). The

small fragments from which such a real system is composed are governed by

fundamental physical laws that are generally assumed to be known, e.g. from

quantum mechanics. However, the fact that the fragments are mutually strongly

coupled makes the behavior of these fragments and therefore of the total system

very complex. As a consequence, the general solution for the evolution of these

coupled fragments becomes very difficult or even impossible.

Hence, a further step is necessary for the prediction of the properties of more

complex systems: the construction of simplified models and realistic approxima-

tions, which provide simplifications, but nevertheless describe the system in a

realistic way.

This is the aim of the work presented here. A variety of real-world molecular

and supramolecular systems, taken directly from the physical chemistry labora-

tory, shall be described by a particular computational approach, which is capable

of modeling the atomistic structure and dynamics at a high level of accuracy and

reliability. For this purpose, the method of choice is electronic structure density

functional theory (DFT), combined with density functional perturbation theory

for the calculation of spectroscopic parameters, as well as Car-Parrinello molec-

ular dynamics simulations for the efficient incorporation of atomistic motion at

a given temperature. Since many chemically relevant systems are actually mea-

sured in condensed phases (liquid or solid), the modeling is done under periodic

boundary conditions, enabling the simulation of extended systems.
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2 Complexity in supramolecular systems

2.1 Length and time scales in nature and in simulations:

Different degrees of complexity

Our universe exhibits a vast variety of physical and chemical phenomena at very

different scales in time and length. Many of these are beyond the normal range of

human perception, both at the “small” and “large” ends of the scale. The spatial

dimension of a nucleon is about 10−15m, more than 11 orders of magnitude

smaller than any structure visible to the eye, and nuclear processes typically

happen in less than 10−24s. On the other end, structure formation in interstellar

space occurs on timescales that exceeds human lifetimes by about seven orders

of magnitude, and involves distances that are more than 15 orders of magnitude

longer than the length of man-made objects [28].

However, also for problems that are within the direct range of human expe-

rience, we observe order phenomena that span many orders of magnitude. A

typical example is the earth’s atmosphere, in which small water and ice particles

accumulate and form clouds, which may then move over large distances before

they finally release their water as rain. The processes in such atmospheric phe-

nomena start at length scales of about 10−5m, the size of an ice crystallite in

a cloud, pass over to 102m, the spatial extension of a cloud, arrive at 105m,

the distance that the cloud may travel, and return to 10−3m, the size of a rain

drop [29, 30].

In this example of a cloud, it appears obvious that although the different pro-

cesses and phenomena are closely related to each other, they must be described

with completely different models and techniques. A model developed for the

assembly of ice crystallites will not predict the shape and motion of the cloud as

a whole, nor will it be suitable for the formation of rain droplets. Even though

the underlying physical principles – such as the laws of thermodynamics and the

mutual interaction of water molecules – are very general, different approaches

are required for processes on different time- and length scales.

The same statement holds for a very specific subset of systems, which are

at the main focus of this work: molecular and supramolecular aggregates and

the theoretical calculation of their electronic, structural, dynamical, and spectro-
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scopic properties: The simulation of solvent effects around a molecule immersed

in a liquid environment cannot be done with the same computational tools which

are used to calculate electronic correlation effects.

In principle, there is only a single theory, and even only a single equation –

the Schrödinger equation – which governs these phenomena, but in practice, the

bare Schrödinger equation is only useful for textbook problems which are exactly

solvable, like the isolated hydrogen atom. For all cases that require the use of

quantum mechanics but involve many particles, models with suitable approxima-

tions and simplifications are needed. They should still cover the essential part of

the physics of the system, while at the same time, the complexity of the problem

should be reduced in order to allow for a direct numerical solution.

To cover the required length and time scales of molecular problems, a vari-

ety of wavefunction theories and simulation methods has been developed in the

theoretical chemistry community [31, 32]. A neccessarily incomplete overview is

presented in table 1, including a comparison of the approximate length scales and

system sizes. Coupled-cluster theory (CC) as a reference method represents the

most accurate electronic structure method which is available today for a quasi-

exact determination of electronic correlation [33, 34, 35, 36]. Due to the high

computational cost, only small molecular systems can be described with such

cutting-edge precision. An approximate treatment of correlation effects is pos-

Time Length Number of
Method scale scale atoms

Coupled-cluster theory static 0.5nm 20

Møller-Plesset theory (MP2) static 1nm 100

Hartree-Fock methods,
Density functional theory static 5nm 1000

Car-Parrinello molecular dynamics 50ps 3nm 500

Hybrid quantum/classical (QM/MM) 100ps 10nm 100.000

Classical molecular dynamics 100ns 10nm 100.000

Coarse-graining methods 1µs 10µm 1.000.000

Table 1: Approximate limits for length– and timescales for different methods in
computational chemistry. The figures indicate orders of magnitude and may vary
for specific cases.
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sible using Møller-Plesset perturbation theory (MP2) [37, 38, 39, 40, 41]. This

approach has a reduced computational cost, thus enabling calculation of medium-

sized molecules and small clusters. Larger supramolecular systems are accessible

with Hartree-Fock (HF) or density functional theory (DFT) methods [42], which

provide a good description of electrostatic effects, but lack a consistent descrip-

tion of electron correlation. Within HF and DFT schemes, it is also possible to

treat systems in the condensed phase, by adopting periodic boundary conditions

for atoms and periodic Bloch states for electronic orbitals [32, 43]. Another tech-

nique, which is not mentioned in table 1, is the Quantum Monte Carlo (QMC)

approach, allows a direct representation of many-body effects in the wavefunc-

tion [44, 45]. QMC is able to describe correlation effects even in real solids (and

without having to resort to approximate exchange-correlation energy function-

als as in DFT), in principle at an accuracy comparable to CI and CC methods.

However, QMC is also very demanding in view of the neccessary computational

resources.

Using the methods mentioned above, it is possible to calculate molecular

conformations, their energies and atomic forces ab-initio, without any empiri-

cal system-specific parameters. While HF, MP2, CC and related methods do

not contain any kind of empirical element and represent well-defined approxima-

tions of an exact Ansatz, DFT is based on a functional (the so-called exchange-

correlation functional) whose exact form is unknown and which probably cannot

be formulated as a closed expression. Instead, several approximate expressions

exist for this functional, with varying degrees of empirical contributions. How-

ever, no systematic improvement is known which would eventually lead to an

exact form. For this reason, DFT is sometimes not regarded as an ab-initio

method, but rather as a semi-empirical approach. However, this distinction shall

not be made in this work, in order to simplify the nomenclature.

On top of these electronic structure methods, atomic motion can be incor-

porated by assigning velocities to the atoms and propagating them via Newton’s

equations of motion. An efficient scheme to perform such a molecular dynamics

in the framework of DFT is the Car-Parrinello technique [46, 47]. It allows a

realistic description of molecular processes and hence the explicit consideration

of finite (non-zero) temperatures.

For even larger systems, the calculation of electronic structure based energies
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and forces is no longer affordable, and it is neccessary to resort to parametrized

force fields [48, 49, 50, 51]. These classical calculations provide less accurate

data for local phenomena such as hydrogen bonds, but dramatically increase the

accessible system size for a given amount of computational resources. Finally, the

atomistic description can be abandoned, replacing larger fragments of molecules

by metaparticles, and hence enabling the modeling of mesoscopic systems [52,

51].

2.2 System complexity and simulation detail – a reciprocal

correlation

The use of stronger simplifications, when dealing with larger molecular systems,

requires a certain price to be paid, which is a lower detail level in the structural

and dynamical data that can be extracted from the numerical simulations. The

more intrinsic complexity a system has, the more approximate the computational

model has to be, and hence the lower will be the accuracy in the description of

individual effects on the molecular and atomic level. For a subset of molecular and

disordered environments
systems embedded in
Local structural features of

Detail level

Very accurate energetics
Very accurate properties

Accurate atomistic dynamics

Accurate energetics

Accurate atomistic structure
and spectroscopic properties

chemical environment
Approximate effects of

methods (MP2)
wavefunction
Correlated

Level of theory

Coupled cluster
theory (CC)

Force fields,
coarse graining

Hybrid quantum/
classical QM/MM

Static DFT [8,10,19]
and properties

surfaces nanotubesmolecules solutions amorphous systems

Degree of disorder / complexity

[11,12][16,20,25] [15,24]

[15]Car−Parrinello
molecular
dynamics

[14,19,22]

[4,6,27][3,17,18] [17,23]

[5,7,9,
21,24,26]

crystals

Figure 1: The reciprocal dependence of the possible detail level that can be
obtained from computational chemistry with the complexity of a system. Num-
bers in brackets are references of own publications (see the list on page 53); the
methodological focus of this work is indicated by the dotted frame.
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supramolecular systems, the correlation between the complexity and disorder of a

system, the suitable computational methods, and the detail level of the resulting

calculated data is sketched in figure 1. The complexity of the scientific problem

(bottom axis) defines which methods could be used; the theoretical approach

is chosen accordingly (left axis), which in turn determines structural features

that can be determined accurately (right axis). Intuitively, there is a reciprocal

correlation between size or complexity of a system and the detail level that can be

achieved in a simulation. The notions of size and complexity are complementary.

A (small) molecule may possess a variety of accessible conformations, rendering

its structural description very complex (see for example the barbaralane molecule

in section 3.1.3). On the other hand, a (very large) crystal may be less complex

due to the higher ordering in the periodic crystal structure. Finally, the disorder

of a liquid can be handled by simulating a large number of independent molecules,

making it more complex (and thus computationally more expensive) to model.

In some cases, it is advantageous to combine computational techniques from

more than one level of theory. In particular for amorphous or liquid systems,

it is important to perform a thorough phase-space sampling of the simulated

particles, while at the same time, local hydrogen bonding networks and spec-

troscopic signatures of individual atoms are of high interest. In such cases, the

thermodynamic sampling is done with classical molecular dynamics techniques,

while the refinement of local configurations and the calculation of the corre-

sponding spectroscopic parameters is performed in the framework of quantum

chemical methods. To a certain extent, this is similar to the hybrid quantum

mechanical/mechanical modeling approach (QM/MM), which describes a small

part of the total system with the more accurate quantum techniques, in order

to treat a more delicate situation (like an active site of an enzyme) appropri-

ately [53, 54, 55, 56]. The bigger remaining part of the system, often including

a large aqueous solvation environment, is modeled with classical force fields. In

this way, the advantages of both types of simulation can be combined.

This work considers systems exhibiting all degrees of disorder and complexity

mentioned in figure 1. One common technique – density functional theory under

periodic boundary conditions – shall be applied, in order to represent the versa-

tility of this theory for the description of a broad variety of problems in physical

chemistry. Since experiments are naturally indispensible in chemical sciences,

this work goes beyond the mere calculation of forces, geometries and dynamical
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conformations. The real goal shall be to obtain quantities which are directly

accessible from experiment, allowing a direct comparison – and thus enabling a

possible invalidation – of the computed results. Since molecular conformations

alone, in the form of atomic cartesian coordinates, are difficult to verify exper-

imentally except for very well-ordered systems, the path will very often lead to

spectroscopy. Being included in the same computational framework, the calcula-

tion of spectroscopic parameters is a tool to enable the dialogue with experimental

physical chemistry. The particularly powerful combination of experimental spec-

troscopy with the corresponding ab-initio calculations will be discussed in more

detail in the following section.

2.3 Ab-initio calculations of structure–property relation-

ships in supramolecular systems

The determination of local structural properties, intra- and intermolecular con-

formations of molecular systems and supramolecular assemblies has always been

and still is a challenge for modern physics and chemistry. Many advanced tech-

niques are capable of contributing to this quest, some of the most prominent

being X-ray [57] and neutron scattering [58], electron crystallography [59, 60],

infrared (IR) spectroscopy [61] and nuclear magnetic resonance (NMR) spec-

troscopy [62, 63].

In crystalline systems, scattering experiments can provide very accurate atomic

coordinates. Many systems, however, lack long-range order, which is required for

these scattering techniques and limits their applicability. Complementary to this,

NMR experiments are able to probe local structure without the need of long-range

order. While magnetic resonance techniques cannot provide the full structure in

terms of three-dimensional atomic coordinates, the sensitivity to the local chem-

ical environment of an atom is one of the key advantages of this method. There-

fore, NMR is well suited to investigate molecular and supramolecular systems and

their mechanisms of structure formation [64, 65, 66, 67, 68, 69, 70, 71].

While liquid-state NMR is a widespread routine characterisation method for

many areas of science and medicine, its application to solid-state systems is not

as frequent. This is partially due to the higher requirements concerning the ex-

perimental setup, as well as the complexity of the underlying theory. In addition,
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there are stronger anisotropic interactions in solids, which give rise to very broad

lines in the NMR spectra. However, in the last decades, important progress

has been made in this field, notably regarding magic-angle-spinning (MAS) tech-

niques, which are capable of average parts of the anisotropic interactions, hence

reducing the experimental line widths. Using those novel techniques, both an

increase in resolution and in sensitivity could be achieved, leading to the reliable

experimental measurements of individual NMR resonances in the solid state, even

for 1H chemical shifts [72, 66, 67, 68, 73, 74, 75].

It has become increasingly common to supplement the experimental data

with adequate numerical simulations. The interaction of experimental and com-

putational techniques for the determination of structural properties is outlined

in figure 2. Classical molecular dynamics (MD) techniques are performed for

structures obtained via X-ray, electron diffraction or solution NMR methods in

order to test their conformational stability [76, 77, 78, 79]; quantum chemi-

cal calculations of vibrational frequencies can often help interpreting IR spec-

tra [61, 80, 81, 27, 82]. In NMR, dihedral angles are probed by spin-spin cou-

pling constants; cross-relaxation rates due to dipole-dipole interactions provide
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Figure 2: Interconnection between experimental and computational techniques
for the determination of structural details on the atomic and molecular scale. The
focus of this work is the symbiosis of ab-initio molecular dynamics simulations,
property calculations and the corresponding experiments, indicated by red arrows.
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distance constraints [83, 62, 67, 68, 66, 84, 73, 74]. For magnetic resonance

experiments, accompanying ab-initio calculations have become standard for iso-

lated molecules [85, 86, 87], and are becoming increasingly popular also for the

solid state [10, 88, 89, 23, 90], as well as for liquids and solutions.

The ab-initio simulation of the structure and properties of liquid water, where

the dynamically fluctuating hydrogen bond network is the central structural driv-

ing force, is a difficult problem in computational chemistry. Important progress

has been achieved in the direct simulation of the molecular structure in the

liquid phase [91, 92], the understanding of its IR spectrum [81, 93], the Ra-

man spectrum of ice [94], the NMR parameters in the liquid and supercritical

phases [6, 95], and last but not least the hydrogen bond network of water on

surfaces [20, 96, 97].

Supramolecular and biomimetic systems are extremely complex, both in struc-

ture and dynamics – not to mention their functionality. In order to investigate

such systems with magnetic resonance methods, a great deal of knowledge re-

garding the relationships between structure, atomistic dynamics and spectro-

scopic properties is crucial [98]. This is particularly true if magnetic parameters

such as chemical shifts or spin-spin couplings [62, 63] are to be used as sources of

information. Therefore, a clear validation of the signatures of condensed phase

packing effects both in NMR experiment and in quantum-chemical calculations

is essential for a real understanding of such complex systems.

In this work, microscopic systems of very different types are investigated.

Molecules, crystalline and amorphous solids as well as surfaces and nanotubes are

covered. Many of these systems can be studied with the symbiotic combination of

solid-state NMR experiments and ab-initio calculations. The direct comparison to

experimentally accessible data can provide significantly more insight into physical

and chemical questions than either of these methods alone.

It is well-known that for the reliable calculation of NMR parameters, in par-

ticular for chemical shifts, the chemical environment of the considered atoms is

of crucial importance. Besides the classical geometrical variables of molecules

– bond distances and bond angles – there are also non-covalent parameters to

which the NMR chemical shifts can provide access. The most prominent example

among these are hydrogen bonds, for which an example is shown in the left part

of figure 3: The 1H NMR chemical shift of the hydrogen bonding proton of the
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Figure 3: Illustration of the dependence of NMR chemical shifts on the chemical
environment: An imidazole-dimer (left) and a benzene–H2 complex (right). For
both, the calculated dependence of the 1H NMR chemical shift spectra on the
geometrical parameters are shown. Note that no covalent bonds are involved;
the entire chemical shift variation is due to non-covalent interactions.

left imidazole molecule varies strongly on the intermolecular N-N distance.

Further, there is a through-space effect that deserves special attention, shown

in the right of figure 3: When a given nucleus (here: the lower H atom in the H2

molecule) approaches a neighboring benzene, its NMR chemical shift changes

significantly before the electronic densities of the two molecules overlap with

each other. This effect, shown in the graph on the right of figure 3, is known as

the “ring-current”-effect, and is presented in more detail later in sections 3.1.3

and 3.4.2 in this work. Both effects can be calculated with good accuracy from

electronic structure methods. They are very useful to obtain information about

structural parameters of complex molecules which can be compared against NMR

experiments.

Highly accurate electronic structure methods on the explicitely correlated

level of theory are available for the calculation of structure [99, 100] and mag-

netic resonance properties [101, 102] of small molecular systems, but not for

the condensed phase. Density functional theory (DFT) represents a compro-

mise between accuracy and computational efficiency, and has been proven many

times to yield good agreement with experimental data. Although DFT based

methods are sometimes erratic for particularly difficult cases of electronic struc-

ture [103, 104, 105, 106], they allow for a parameter-free prediction of structural

and spectroscopic properties in complex systems, be it molecules, crystals, sur-

faces or liquids and solutions [86, 85, 90, 13].
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2.4 Scope of this work

The central purpose of the present work is to show that with a particular set

of methods, namely pseudopotential plane-wave based ab-initio calculations of

atomistic structure, molecular dynamics, and spectroscopic properties, it is possi-

ble to provide quantitative answers to a variety of chemical problems on different

intrinsic time and length scales. These methods can normally not deliver the full

structural solution directly, but their combination allows to model specific aspects

and parameters of the problem. The latter can help understanding the basic driv-

ing forces which govern the behaviour of the system on time and length scales

which up to today are not directly accessible for atomistic simulation methods.

This versatility is illustrated in figure 1, where the methodological basis is

outlined via the dotted frame. The articles included in this work start with

calculations of chemical properties of isolated molecules; a second important

topic are packing effects in regular crystals; at the next levels of complexity,

surfaces and nanotubes are covered; and finally, structural questions of liquids

and solutions are addressed.

The figure also illustrates the limits of calculations based on density functional

theory. While electronic correlation effects are in principle taken into account

in the DFT approach, a quantitative description can only be achieved in the

high-level configuration interaction and coupled-cluster approaches, or also in

the perturbative Møller-Plesset treatment. Similarly, the statistical simulation of

very large ensembles of particules is the domain of classical force-field (molecular

mechanics) simulations and coarse-graining approaches [52, 51].
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3 Structure-Property relationships: from single

molecules to complex supramolecular systems

3.1 Molecules and oligomers

3.1.1 Molecular conformations, electronic structure calculations, and

spectroscopy

The calculation of the equilibrium geometry (not considering thermal motion,

i.e. at T=0K) of isolated molecules represents the lowest level of structural

complexity that will be considered in this work.

However, the complexity of the electronic structure does not depend primarily

on the size of the system, but rather on the specific properties of the involved

atoms. A realistic theoretical description of the electronic structure of an isolated

molecule can be very difficult. For example, the calculation of the electronic

structure of systems with sum formulas as simple as CCH· and OOH· requires

methods at the coupled cluster level of theory – an extraordinary high level

of accuracy [99, 100], which exceeds by far the common electronic structure

methods that are sufficient for most closed-shell molecules.

The knowledge of the electronic orbitals is only one of the goals of computa-

tional chemistry. In itself, the electronic wavefunction has relatively little value,

but many important physical and chemical quantities can be derived from it.

The most prominent ones are the atomic forces and molecular energies as well

as second-order properties like spectroscopic parameters (e.g. IR-, UV-, Raman-

and NMR frequencies). The usefullness of the computational approach is demon-

strated in the following sections, where experimentally obtained results will be

interpreted and explained by means of computed nuclear magnetic resonance

(NMR) spectra.

3.1.2 Benzoxazines: From dimers to oligomers

Polybenzoxazines exhibit a number of unusual properties, including a lack of

water absorption and excellent resistance to chemicals and UV light [107, 108],

as well as surprisingly high glass transition temperatures given the low cross-
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Figure 4: Molecular structure of the benzoxazine oligomers, the dimer (left),
trimer (middle), and tetramer (right). Note that the notions of di-, tri- and
tetramers refer to the number of phenyl rings within the same molecule, not the
number of agglomerated molecules.

linking density [109]. These properties, which make them attractive candidates

for many commercial applications, have been attributed to the unique hydrogen

bonding structure found in benzoxazines. Therefore, this property has been the

focus of recent investigations; in particular, extensive crystallographic, NMR, and

IR studies of the dimer precursors [110, 111] have provided much insight.

Their basic molecular structures are shown in figures 4, 5, 6, and 7, illustrating

the intramolecular OH· · ·N, which have a tendency to impose a helical structure

on the molecules. In addition, benzoxazines also have the potential to form inter-

molecular hydrogen bonds, which could act as a driving force for the generation

of molecular chains, or also beta-sheet structures as known from biomolecules.

While the present computations have been performed for isolated molecules, the

influence of self-assembly and hydrogen bonding are also frequently observed in
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CH3 CH3

CH3CH3
CH3CH3

CH3 CH3

O H
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Figure 5: Two benzoxazine dimers, illustrating the intra- and intermolecular
hydrogen bonding.
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Figure 6: The benzoxazine trimer with only intramolecular hydrogen bonding.
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Figure 7: The benzoxazine tetramer with only intramolecular hydrogen bonding.

supramolecular structures and polymeric architectures. The objective in this work

was to improve the understanding of the polymer architecture of benzoxazines

in the solid state through studies of the hydrogen bonding in the oligomers, and

thereby understand the remarkable physical characteristics of the polymers.

Only very few of the available benzoxazine oligomers form well diffracting

crystals, while most of them are amorphous. Hence, a direct experimental verifi-

cation of computed structures via X-ray scattering is difficult. Instead, a different

route has been chosen to compare theory to experiment: the calculation of the

spectroscopic signatures of the hydrogen bonds. 1H NMR chemical shift spectra

of the benzoxazine oligomers were computed from DFT methods in the opti-

mized molecular geometries. These theoretical spectra for the dimer, trimer and

tetramer are compared to the experimental ones in figure 8.

The most intense NMR signatures in all oligomers at about 1-2ppm and
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6ppm stem from aliphatic and aromatic protons; these resonances are similar

in the dimer, trimer and tetramer structures. However, the strongly hydrogen

bonded protons, located at about 10-13ppm, are distinct for the three oligomers.

They represent specific variations in the hydrogen bond strength of the OH· · ·N

and OH· · ·O bonds, which are all in very good agreement with experiment.

This H-bonding strength can also be seen in the computed H· · ·N and H· · ·O

distances, which vary between 1.9Å and 1.7Å: a shorter distance generally induces

a stronger deshielding. Further, some of the protons are H-bond donators for

an N and an O acceptor atom at the same time, which further increases the 1H

chemical shift.

It is interesting to note that there is no distinct line for H-bonded protons in

the polymer. This indicates that there is not a uniform type of hydrogen bonding

(which would correspond to a helical or similarly organized structure), but rather

a distribution of hydrogen bonds of different strength.

Besides this, a structural motif for the methyl benzoxazine trimer and tetramer

can be established. In contrast to the dimer pairs, the oligomers are character-

ized exclusively by intramolecular hydrogen bonds. Extrapolating from the trends

found among these oligomers, there is evidence that the polybenzoxazines form

Figure 8: 1H NMR chemical shift spectra of the benzoxazine dimer (a), trimer (b),
tetramer (c) and polymer (d). Black lines show the experimental spectra, grey
lines represent the calculated ones; for the polymer (bottom right), a calculation
is not available since the structure is not known. The computed shifts were
convoluted with Gaussians for a better comparison with experiment. Intensities
are in arbitrary units.
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helices in the solid state. Such a structural conformation, as seen very frequently

in biological molecules, also provides a rationale for their favorable chemical

properties [10].

In all oligomers, the agreement between theory and experiment enables a

direct assignment of the experimental peaks, which in turn provides a character-

ization of the polymeric material, whose structure is unknown.

3.1.3 Aromaticity and homoaromaticity: Nucleus independent chemi-

cal shift maps of barbaralane and derivatives

Another interesting way of accessing the characteristics of electrons in molecules

is by looking at their aromaticity. Aromaticity as a molecular property is not a

measurable “hard fact”, but rather a chemical concept, which nevertheless is so

fundamentally important that it is commonly taught in first year chemistry [112,

113, 114]. Historically, aromaticity has its roots in the discovery of the ring

topology of the benzene molecule by Loschmidt in 1862 and Kekulé in 1865.

It is often used in an intuitive way to describe delocalized electronic states,

conjugated bonds and particular structural conformations (mostly planarity) of

molecules. This rather cloudy use of the term aromaticity has been seeking

supplementary clarification and further investigation since its first appearance.

One semi-quantitative way of describing degrees of aromaticity is the analysis

of the electronic reaction on external magnetic fields. In an intuitive way, the

field induces electronic ring-type currents which are normally restricted to regions

of high electronic density of each single (localized) electron, i.e. around atoms

and chemical bonds. However, in systems with delocalized electronic orbitals,

such as in benzene, extended current densities may develop. These are often a

sign of aromaticity.

The visualization of these ring currents can be done via the current densities

themselves, or by means of the magnetic fields induced by them. The latter is

known as Nucleus Independent Chemical Shift (NICS) maps, a term which was

introduced as early as 1958 by Johnson and Bovey [115], and made popular 38

years later by Schleyer [116]. Many derived works have been published since

then, most of them investigating NICS-based aromaticity of static molecules. An

extended approach which also covers NICS fields of periodic systems is presented
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Figure 9: The NICS maps for a phospho-barbaralane molecule during a Car-
Parrinello molecular dynamics simulation. The elapsed time between the snap-
shots shown is about 100fs, and the color coding of the NICS map is again in
ppm.

in ref. [24] and outlined in section A (appendix). Hence, the NICS idea as such

will not be discussed in detail in this section.

The notion of aromaticity is also closely linked with other electronic and

geometric properties, such as planarity and the conjugation of chemical bonds.

In systems where one or more aromaticity criteria are not satisfied, the notion of

“homoaromaticity” has emerged in the late sixties [117]. A particular difficulty

arises when a molecule is considered at ambient temperature, where its atoms

are in thermal motion. The geometric and even the electronic structure of the

molecule may change during this dynamical evolution, which in turn may affect

its aromaticity.

This question has been addressed in ref. [18], where homoaromatic barbar-

alane molecules (whose structures are sketched in figure 10) have been studied at

H

H
H

H

Cope
rearrangement

←→

H

H
H

H

P
P

P
P

Figure 10: The C- and P-Barbaralane molecules, including the Cope rearrange-
ment reaction for the C-Barbaralane.
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T=300K using Car-Parrinello molecular dynamics simulations, combined with the

calculation of NICS maps along the molecular dynamics trajectory. The question

was whether the considered molecules conserve their aromatic properties during

the simulation, despite significant structural changes such as Cope rearrangement

reaction. The basic principle of a Cope reaction is also depicted in figure 10; it

involves a displacement of four carbon atoms, followed by the rearrangement of

several electronic bonds. The P-barbaralane molecule is symmetric in its ground

state and thus does not exhibit such a reaction.

The main result, the time evolution of the NICS field of a homoaromatic

phospho-barbaralane molecule, is shown in figure 9. Several snapshots of the

molecular dynamics simulation have been used to calculate the NICS map at

different stages of the Cope rearrangement mode of the molecule. Representative

conformations are plotted in the figure; they show that the spatial extension of

the induced NICS field is widely independent of the actual atomic coordinates

which occur at ambient temperature. Hence, the aromatic character of the

molecule is not only a feature in the static optimized geometry, but persists at

common ambient conditions.
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3.2 Crystalline systems

3.2.1 Characterization and structure determination of crystals

A different level of complexity is found in crystalline systems, where all atoms

are located on regular lattice positions. The periodic lattice is characterized by

the three basis vectors a1, a2 and a3, and with the help of these, the coordinates

Ri of all atoms (indexed by i) can be written as

Ri = R
(0)
i + na1 + ka2 + la3 (1)

where (n, k, l) are three integer numbers, and R
(0)
i denotes the position in a

given reference atom [43, 118, 119]. This periodicity in the atomic positions

enables the complete description of such a crystal by means of just a single refer-

ence unit, which is then thought to be periodically replicated in all directions of

space. The repeat unit is called unit cell and may contain any atomic or molec-

ular system. Several classes of crystals can be distinguished: In the first case,

the unit cell is composed of one or a few atoms which are covalently bonded to

atoms of neighboring cells throughout the crystal. Hence, the entire macroscopic

crystal is – chemically speaking – one big molecule. Examples for this kind of

crystals are diamond, silicon, or quartz. Such systems have a high mechanical

stability and may exhibit many interesting long-ranged electronic properties, such

as conductivity, magnetism or optical properties. To some extent, also crystal-

lized polymers may be associated with this type of crystals, although crystallized

Figure 11: Illustration of different crystal types. Left: a covalent crystal, di-
amond; right: an ionic crystal, potassium dihydrogen phosphate crystal, K+

H2PO−

4 .
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polymers are normally only piecewise crystalline and therefore rather a class on

their own.

Another closely related kind of crystals are ionic crystals. Here, the atoms are

not linked through covalent, but by ionic bonds, which have a more electrostatic

nature. All salts are within this category, like NaCl, KCl, or KH2PO4. As an ex-

ample of a more complex salt, the crystal structure of the potassium dihydrogen

phosphate crystal (KDP) is shown in figure 11. KDP and partially deuterated

KDP are widely used for high-power laser frequency conversion, since they are

ideal crystals for second-harmonic generation of femtosecond laser pulses in non-

linear optics [120, 121]. Further, it exhibits a ferroelectric phase transition at a

low temperature (Tc=124K). Below Tc, it has a non-zero electric dipole moment

(in the absence of an external electric field) due to a symmetry breaking in the

P· · ·K· · ·P distances. At higher temperatures, the P· · ·K and K· · ·P distances

converge, and the crystal becomes paraelectric.

The KDP crystal provides the bridge to a somewhat different crystal type:

molecular crystals. For this class of systems, the elementary building blocks are

independent neutral molecules, which are kept together by means of hydrogen

bonds or van-der-Waals interactions. These systems have physical properties

that differ significantly from those of covalent or ionic crystals. Molecular crys-

tals do not typically form a monolithic and mechanically hard material, but are

more flexible, since their cohesive forces stem from weaker interactions. Hydro-

gen bonds, for example, possess only an energy of about 15-30kJ/mol, while a

covalent bond is normally around ten times stronger. In turn, molecular crystals

have many abilities that hard compounds are lacking, which are determined by

the functionalities of the underlying molecules. This flexibility enables their use

for many specialized purposes of growing importance, such as proton conducting

membranes in fuel cell applications, nanosized tubes as transmembrane channels,

and host-guest systems for drug delivery.

In principle, the three-dimensional atomistic structure of all perfectly ordered

crystals can be obtained via diffraction methods. X-ray structure determination is

fast and reliable, but has difficulties in locating hydrogen atoms. This problem is

due to the relatively low electron density close to the protons, which do not have

any core electrons attached to them. Neutron scattering is capable of delivering

very accurate atomic positions, including those of very light atoms, but it is
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comparably expensive in view of the experimental setup.

In many systems, however, scattering techniques face a principal difficulty: If

the required long-range order is lacking, the applicability of both X-ray-scattering

and neutron diffraction is limited. Complementary to these methods, NMR tech-

niques rather probe the average chemical environment of specific atoms – without

the need of long-range order in the sample. Although the full three-dimensional

structure in terms of atomic positions cannot be delivered by NMR, these ex-

periments are very sensitive to small changes in the local structure, such as

bond distances, bond angles, but also to the occurrence of hydrogen bonding

and π–π-stacking [122, 123]. This feature enables the application of NMR to

the study of supramolecular systems and their mechanisms of structure forma-

tion [66, 67, 68, 74]. The following computational investigations were done in

combination with this powerful experimental technique.

3.2.2 Bulk chemical shifts in strongly hydrogen bonded amino acid

systems

The dependence of NMR chemical shifts of a molecule on its chemical environ-

ment is well-established for solutions, where the change in the NMR resonance is

called solvent shift. It is due to the interaction of the solvent molecules with the

solute, which may be hydrogen bond networks, van-der-Waals forces, or other

non-bonded interactions. In solid phases, these packing effects are frozen out,

due to the lack of fast diffusive atomic motion. In analogy to solvent shifts, the

term crystal chemical shift denotes the change in the NMR resonance due to the

packing of molecules [26]. Since the packing is more stable in the solid state,

the spectroscopic signatures are usually stronger than in solution [122, 123]. In

crystalline systems, the packing is also very well-defined, as opposed to amor-

phous systems. Hence, the study of structure-property relationships in crystals

enables us to understand also effects which are seen in much more complex

non-crystalline systems. Bulk chemical shifts are particularly large in the proton

NMR spectra, where they can reach up to about 6ppm, which is very large when

comparing to the normal hydrogen NMR chemical shift range.

Because of the importance of hydrogen bonds in proteins, crystalline amino

acids were considered as model systems for biological macromolecules. Never-

theless, the molecular crystals exhibit the same structural features – H-bonding
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Figure 12: Left: Crystal structure of L-alanine, with some NH· · ·O hydrogen
bond distances (in Ångstroms) to the hydrogen-bond acceptor oxygen atoms
from neighboring molecules. Right: Experimental solid-state MAS (top) and
computed first principles proton NMR chemical shift spectra for Alanine in the
condensed phase (center) and for the isolated molecule (bottom) in its crystalline
and equilibrium geometries. In the computed solid-state spectra, the CH3 and
NH3 shifts have been averaged.

and π-electron interactions – as the much more complex proteins. It could be

shown that the computed NMR bulk shifts of L-Alanine, L-Tyrosine, L-Histi-

dine-hydrochloride-monohydrate, and Adenine-hydrochloride-monohydrate are in

very good agreement with experiment. Some representative data is shown in

figure 12. With the help of the ab-initio calculations of the NMR spectra, the

contributions to the bulk shift from hydrogen bonding, π-stacking and changes in

the intramolecular structure could be analyzed in a series of biologically relevant

crystalline compounds. As seen from figure 12, the packing results in 1H NMR

chemical shift changes of up to ∆δ ≈4ppm, which illustrates again the sensitiv-

ity of solid-state 1H NMR spectroscopy to the local chemical environment of the

hydrogens.

This combined computational and experimental study shows that already

very simple model systems exhibit packing effects which are characteristic for

much larger biological systems [15, 12]. Their molecular building blocks feature

hydrogen bonding and aromatic π-stacking, which are clearly visible in the 1H

NMR pattern, and much easier to study than the real target systems which are

present in nature.

Last but not least, the direct benchmarking of computed magnetic resonance



26

spectra against experimental data shows to which degree property calculations

from first principles are capable of realizing the sometimes subtle details in real

spectra. This is highly important in situations where the theoretical support

regarding the interpretation of spectroscopic data is needed, in particular when

only little experience is available from previous studies on similar and related

systems [10, 12]. The growing importance of direct simulations of chemical

processes and the increasing complexity of today’s atomic structures in real-

istic systems will give rise to more of such combined experimental/theoretical

investigations. This holds also for other spectroscopic properties like EPR g-

tensors, scalar spin-spin-couplings (J-couplings) or nuclear quadrupolar coupling

constants [87]. In addition, further developments on the experimental side – e.g.

for resolution enhancement in NMR [67] – will pave the way for substantially

better descriptions of the more and more complex disordered systems of modern

chemistry.

3.2.3 NH· · ·N hydrogen bonds in proton conducting materials

Proton conducting compounds are materials where the interplay of hydrogen

bonding networks and local molecular mobility has direct implications for in-

dustrial applications [124, 125]. Their major use lies in the field of fuel cell

technologies, on which the quest for clean portable energy sources – especially

for automotive applications – has focused in the past decade. In particular, the

development of fuel cells made with polymer electrolyte membranes (PEM) has

been crucial to this area [126]. The potential of PEMs has attracted a strong in-

dustrial interest in the further development of more flexible fuel cells, which could

ideally operate with hydrogen gas, or alternatively other hydrogen-rich fuels such

as methanol. Other challenges in the search for the optimal fuel cell membrane

material are the high operating temperature of the cell, as well as the effect of

carbon monoxide, which degrades the efficiency of the fuel cell catalyst. These

questions are intrinsically linked with the microscopic structure and dynamics

of the material. This involves in particular the interplay of hydrogen bonding

networks, defects therein, and the resulting mobility of protons [126, 75].

A basic key to new materials for fuel cell applications is thus the under-

standing of the atomistic structure of the packing effects which lead to proton

conduction. To this purpose, a new class of materials has been designed in
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Figure 13: Crystal structure of Imidazole-ethyleneoxide2 with its one-dimensional
NH· · ·N hydrogen bonding chains (left), and the corresponding 1H NMR chemi-
cal shift spectra (right). Both the experimental (upper right) and the computed
spectra (lower right) are shown.

which proton-conducting units – here: imidazole molecules – are tethered to a

ethyleneoxide polymer backbone. An illustration of the molecular structure is

shown in figure 14. Such compounds are designed to operate at intermediate

temperatures, where the polymer backbone acts as a immobilizing agent on the

proton-donating moieties. In membranes based on such a material, the mecha-

nism of proton transport must involve structural diffusion, which is also known

as the Grotthus transport mechanism. In this process, protons must hop from

one molecule to another. The molecules are free to rearrange their orientation,

while their spatial diffusion is hindered by the anchoring to the backbone.

To characterize the hydrogen bonding network which is responsible for the

directional proton conduction of these materials, the 1H chemical shifts for crys-

talline Imi-2EO in the crystalline phase were computed and found to be in ex-

cellent agreement with the experimental results. In particular, these calcula-

tions provided a structurally specific assignment of the strongly hydrogen-bonded

N
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O
O

N

N
H

H

n

Figure 14: The structure of the imidazole–(ethyleneoxide)n–imidazole (Imi-n-
EO) molecule.
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NH· · ·N resonances, as well as the protons in the ethylene oxide backbone that

are shifted to lower frequency due to their orientation with respect to the aro-

matic rings. Moreover, comparison of the calculated chemical shifts for the pe-

riodic structures versus isolated molecules supports the assignment of the lower

frequency NH resonances (10-12ppm in the experimental NMR spectrum, see

fig. 13) to weakly hydrogen-bonded and non-crystalline molecules [75].

3.2.4 Temperature-dependent deuteron nuclear quadrupole coupling

constants

Spectroscopic parameters, accessible both from experiment and theory, are a

crucial ingredient in the determination of microscopic structure. Most calcula-

tions are done on optimized geometries, which means that the atoms are moved

until the atomic forces fall below a small threashold value, i.e. until the atoms

are close to their equilibrium positions. This state corresponds to a temperature

of T=0K. For experimentalists, however, it is significantly more convenient to

record their spectra at ambient conditions – temperature and pressure – instead

of very low temperatures, where atomic motion is frozen.

A common assumption in quantum chemistry is that at first order, atomic

motion at ambient temperatures is harmonic. In this case, the time evolution of

the position variables of the involved particles (or, in a quantum description, the

presence probabilities of the particles) is symmetric around the equilibrium posi-

tions. Assuming further (at first order) a linear dependence of spectroscopic pa-

rameters on the particles’ coordinates, the observed average spectroscopic value

is equal to that in the equilibrium state. Hence, it is often justified to compare

finite-temperature experimental spectra with zero-temperature calculations.

However, the two assumptions made above do not always hold. Both the har-

monic approximation as well as the linear relation between structural variables

and spectroscopic parameters are only valid for small fluctuations around equi-

librium. At elevated temperatures, these approximations may lead to incorrect

predictions, caused by the complex concerted atomic motion.

Such a situation can even be found in relatively simple systems, such as crys-

talline benzoic acid, shown in the left of figure 15 in its crystal structure; the

isolated dimer is depicted in figure 16. Deuteron nuclear quadrupole coupling
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Figure 15: Crystal structure of benzoic acid (left) and the correlation of the
electric field gradient (Vzz) of the hydrogen bonded deuteron (right, black points)
during the Car-Parrinello molecular dynamics trajectory at T=305K. The average
value of both the OD-distance and electric field gradients at this temperature are
indicated by red lines. For comparison, the computed values at zero temperature
are also shown (blue lines).

constants have been computed as a function of temperature in such a benzoic

acid crystal by means of first principles Car-Parrinello molecular dynamics simu-

lations. For T=300K, the correlation of the instantaneous electric field gradient

of the hydrogen bonded deuteron with the O–D bond distance is shown in the

right of fig. 15. Clearly, the dependence is not linear. Further, the simplest

possible model based on the anharmonicity of the O–D· · ·O bond would lead to

a larger O–D bond length, and thus to a lowering of the field gradient, when

increasing the temperature. This behavior is actually exerimentally observed in

many systems [127, 128, 129]. However, the ab-initio calculation shows that

from T=0K to T=300K, the coupling actually increases instead. This effect

could be assigned to the nonlinear dependency of the electric field gradient on

the O–D bond length.

The final results agree very well with experiments and provide a microscopic

explanation of the anomalous increase of the quadrupole coupling in this class

of systems. The simple model based on the anharmonicity of the hydrogen

bond potential fails to describe the temperature dependence of the couplings

O

O

H

O

O

H

Figure 16: The structure of a benzoic acid dimer.
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even qualitatively. Instead, the inclusion of fluctuations and disorder in terms of

atomic motion of the surrounding molecules turns out to be important to obtain

the correct magnitude of the temperature effect [23, 130].

3.3 Surfaces and adsorbates

3.3.1 Electronic structure of surfaces: between bulk and molecule

Surfaces are the interface that separates a bulk material from a different phase,

be it vacuum, a gas or a liquid. The peculiarity of surfaces is that they mix

properties from both cases: Towards one side, the atoms and electrons feel the

environment of the infinite crystalline phase. Towards the other side, there is

only vacuum beyond the last atomic layer at the surface, as in the case of an

isolated molecule.

Due to this twofold character of the chemical environment of atoms near the

surface, the computational description of its electronic structure is more difficult

than in crystalline phases and for isolated molecules. A proper theoretical model

has to consider the Bloch character of the electrons in two dimensions, as well

as the unsaturated bonding situation of the surface atoms. In order to achieve

this, the most common representation of a real surface is a periodically repeated

slab, with a thickness of a few atoms [131, 132, 97].

This model can take advantage of the well-established plane-wave basis set

for Bloch electrons, which requires a three-dimensional periodicity of the system.

At the same time, a sufficient distance between the slabs ensures that the surface

atoms have adequately unsaturated bonds towards the vacuum.

For insulating crystals, it is often sufficient to assume flat bands, which can

be described correctly by a single reciprocal space vector (also called k-vector

or k-point), normally the Γ-point (k=0). For metallic systems, however, this

approximation is not adequate, since a metal is characterized by a Fermi surface

crossed by partially occupied bands. This metallic behavior requires that several

points of the Brillouin zone be considered explicitely in the calculation.

The theoretical formalism for the treatment of metals is very often based

on the Mermin functional [133, 134], which can be seen as an extension to

standard density functional theory. To a certain extent, it can be understood as
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an approach to achieve fractional occupation numbers fk,n of the bands according

to the Fermi distribution function:

fk,n =
(

1 + eβ(εk,n−µ)
)−1

. (2)

For insulators, the chemical potential µ lies between two energy levels, and the

occupation numbers fk,n in eq. (2) are either 0 or 1. For systems with more

metallic character, where the Brillouin zone dispersion cannot be neglected, the

chemical potential is located inside a band. Then, the electronic potential is

defined implicitely by the condition of charge conservation, i.e. by a fixed total

number of electrons:

N =
∑

k,n

fk,n. (3)

The Mermin functional eventually leads to an electronic density of the form:

n(r) =
∑

k,n

fk,n |Ψk,n(r)|2 . (4)

The standard Kohn-Sham equations of DFT also have to be modified appropri-

ately [134, 135, 136], in order to take into account the fractional occupation

numbers of the electronic orbitals and the effect of k-points other than k = 0.

Due to this additional complexity, the numerical solution of the final equations

is computationally significantly more expensive than comparable calculations for

insulators. However, they have become feasible for realistic systems consisting of

unit cells of up to four layers of 5×5 atoms, using a Monkhorst-Pack mesh [137]

of 4×4×1 k-points.

From the chemical and physical point of view, surfaces are interesting because

of their unsaturated bonds of the outermost atoms. These orbitals provide the

key to many of the interesting properties of surfaces, of which catalytic abilities

are probably the most prominent ones. Before surfaces can act as catalysts,

the reactants first have to adsorb onto them. The adsorption process and its

dynamics is not yet well understood, even for very small systems. Therefore, the

theoretical and experimental study of the adsorbation of molecules and clusters

on surfaces is a very active area of research [138, 139, 140, 141, 131, 132, 97].
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3.3.2 Hydrogen bonding on metallic surfaces: water oligomers on

nickel

In this section, the adsorption of water oligomers (molecule, dimer and trimer)

on metallic nickel surfaces are presented, both on a perfect (flat) surface and

on a surface with a periodic step defect [20, 25]. In particular, the energetics,

molecular geometries, electronic density rearrangements and the redshift in IR

frequencies are studied. Of particular interest is the interplay of hydrogen bonding

between the water molecules, and their interaction with the surface. The first

goal is to investigate the preferred adsorption geometries and adsorption energies,

and to analyze the binding mechanisms by means of electronic density difference

maps. Special attention is devoted to the incremental adsorption process, i.e.

the way additional molecules attach to an already adsorbed water.

The first water molecule is bound to the surface with an energy of about

0.2-0.4 eV, which is up to twice the strength of a water-water hydrogen bond.

Surprisingly, subsequent water molecules increase the total adsorption energy by

typically 0.5 eV, which represents the strength of about 2.5 standard hydrogen

bonds. A table with all relevant energetic and geometrical data for different

adsorption sites is given in ref. [20].

However, the redistribution of electronic density upon adsorption indicates

that this additional attraction is not due to the interaction of the new molecule

Figure 17: Geometries of a water monomer on a stepped nickel surface (left)
and a water trimer on a flat surface (right). The computational unit cell has
been partly replicated. In the background of the central unit cell, the electronic
density difference between the isolated surface and the isolated adsorbate and
the compound system is plotted. The colorscale is in units of e/Å2.
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Figure 18: Pictogram of selected OH vibrations for the water dimer adsorbed
on the ideal flat and stepped Ni surface (left and middle, respectively) and for a
water trimer on the flat Ni surface (right). A single unit cell is shown, to which
the same periodic continuation could be applied as done in figure 17. Only the
first surface layer of nickel atoms is shown.

with the surface. Instead, it appears that the link between the surface and the

first water molecule is enhanced. This can be seen in figure 17, where calculated

electron density difference maps for selected energetically favorable configurations

are presented. They show the rearrangement of the density between the surface-

adsorbed Ni·(H2O)n complex and the fragments. The color-coding of these maps

represents the projected electron density differences δρ(x, z) defined as

δρ(x, z) =

∫

dy ρ
Ni·(H2O)n

(r) − ρNi
(r) − ρ

(H2O)n

(r) . (5)

One of the protons of the second and third molecule points towards the surface. In

this area, the yellow color coding in figure 17 represents the removal of electronic

density upon adsorption. This indicates that the electronic interaction of the

additional two molecules with the surface actually is repulsive. In contrast to

this, the electronic density in the dark green areas which surround the central

water molecule is somewhat enhanced. This is the manifestation of an increased

strength of the Ni–O bonding, which is also reflected in the increased total

binding energies of the trimer.

An complementary confirmation of this result is found in the change of the

frequencies of the normal modes of the adsorbed water oligomers. In figure 18,

some of these modes are illustrated for the water dimer and trimer on the flat and

stepped surfaces. Generally, both in experiment and in the ab-initio calculations,

a redshift is found for many of the IR frequencies. The detailed values are given

in tables 1 and 3 of ref. [25].

Several interesting trends can be extracted from these calculations. First,
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the Ni–O modes at the step adsorption site are about 100cm−1 blueshifted with

respect to the flat surface, which confirms the enhanced attraction due to the

defect. A second point is that the hydrogen bonds between the water molecules

are weaker in the adsorbated complex than for a dimer in vacuum. This can be

seen in a strong redshift of the corresponding OH stretch mode of the H-bond

donor.

The Ni–O modes of the central water molecule in the adsorbed trimer vibrate

more than 100cm−1 higher than for the dimer. This indicates that the Ni–O bond

of the first adsorbed water is strengthened due to the arrival of the third molecule

(in agreement with a decrease of the Ni–O bond length: 2.26Å for the monomer,

2.12Å for dimer and 2.08Å for trimer). The electronic density which constitutes

the weak bond between the surface nickel atom and the oxygen of the adsorbed

water is mostly taken from the bonded nickel atom, which is strongly polarized

due to the adsorption, and its first Ni neighbors. This bonding mechanism

remains essentially the same for all small water clusters.

3.4 Nanotubes as host/guest systems

3.4.1 Hydrogen-bonded molecular nanotubes from calixhydroquinone

building blocks

The concepts of supramolecular self-assembly phenomena have attracted consid-

erable interest as a means to create structures on the nanoscale without actually

having to build them manually. A particularly active field of research is concerned

with organic and inorganic nanotubes. Besides the research carried out on cova-

lently bonded systems, recent work is devoted to supramolecular nanotubes which

offer template functionalities for the design of nanoscale materials. One repre-

sentative for this class of systems and the basic elements of its self-assembling

via hydrogen bonds is shown in figure 19. The individual components of these

tubes are calix[4]hydroquinone (CHQ, molecular structure shown in figure 20),

which adopt a bowl-shaped conformation, and are stabilised by the four inner hy-

droxyl groups forming a circular proton tunneling resonance of hydrogen bonds

at the bottom of each bowl. The tubes are built from stacks of CHQ molecules

which are tied together at their upper rims through extended one-dimensional

arrays of O–H· · ·O hydrogen bonds. Each of these arrays consists of a well-
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defined sequence of water and the hydroxyl groups. Due to this arrangement,

the CHQ bowls are open towards the inner part of the tubes, and one proton

per bridging water molecule is potentially available for additional hydrogen bond-

ing. Experimentally, the CHQ nanotubes are grown from a mixture of water and

acetone [142, 143].

Organic nanotubes are well-known host molecules with a pronounced capa-

bility of including small guest molecules. Therefore, the question arises whether

the CHQ tubes are actually hollow or whether another species is trapped inside

the bowls. X-ray data, however, cannot provide clear evidence for the presence

of guests such as acetone and water, because disordered or mobile species are

difficult to observe. However, solid-state NMR experiments and ab-initio cal-

culations of NMR parameters are in principle able to characterize such mobile

molecules.

The results are shown in figure 21 and presented in detail in ref. [15]. The

calculation of the 1H NMR chemical shifts of an empty CHQ nanotube could

not reproduce the experimental findings, while for the acetone-filled tube, each

experimental NMR line could be assigned unambiguously. In particular, the ex-

perimental peak at -0.5ppm was initially not understood, since a regular liquid

acetone signal would be expected at about 2.2ppm. Via the explicit calculation

of acetone molecules contained inside the tubes, an acetone resonance of about

0ppm was found, thus explaining the experimental position.

This unusually low frequency of the host molecule is due to the proximity of

→ → →

Figure 19: From left to right: A calixhydroquinone molecule, its bowl-shaped
form, the nanotube made out of those bowls, and the packing of the tubes
relative to each other.
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Figure 20: The structure of a single calix-hydroquinone molecule.

the acetone methyl groups to the aromatic moieties of the CHQ nanotubes. It is

known that aromatic molecules are able to change the magnetic shielding in their

local environment by a few ppm – for an example of this, see section 3.1.3 about

the homoaromaticity of barbaralane molecules. This effect can be captured by

Figure 21: (a) Representation of a bowl-shaped CHQ with a hosted acetone
molecule, whose carbonyl oxygen hydrogen-bonded to an available water pro-
ton. (b) Representation of a unit cell of the CHQ nanotube filled with acetone
molecules. (c) Experimental and (d) calculated 1H solid-state NMR spectrum of
the acetone-filled CHQ nanotube crystal.
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calculating the change in the local shielding at positions around the responsible

molecule. For this kind of calculations, it is not necessary to actually place a

test atom with a nuclear spin at the desired position; the calculation is done

in a nucleus independent way. Hence, such displacements are called Nucleus

Independent Chemical Shifts (NICS), an acronym introduced and pioneered by

the group of Schleyer [116, 113]. The principles of these calculations, including an

extension to periodic boundary conditions, are documented in ref. [24] and briefly

outlined in section A. This technique has also been applied to CHQ molecules

and nanotubes [24], providing a clear explanation of the unusual displacements

in the NMR signals in these systems.

3.4.2 Carbon nanotubes

Carbon nanotubes (CNT) are a similar class of systems. While the CHQ nan-

otubes, as presented in the previous section, are composed of independent molecules

which are mutually connected only by a one-dimensional hydrogen-bond network,

CNTs represent single large molecules. They consist of graphene sheets that are

“rolled up” along a certain direction in the graphene plane. The chirality and

the diameter of a CNT are characterized by a vector (n, m), which defines the

so-called chiral vector na1 + ma2 (with a1 and a2 being the lattice vectors of

the graphene sheet). This vector links those two carbon atoms (in graphene)

which will be overlaid on each other upon rolling [144, 145, 146].

Even more than CHQ nanotubes, CNTs are possible storage containers for

guest molecules [147]. A popular example is the storage of hydrogen molecules,

which was hoped to be very efficient in CNTs. While this transport functionality

has not yet reached the stage of industrial applicability, it would nevertheless be

interesting to be able to characterize the location of guest molecules with a simple

technique. For this purpose, NMR spectrosopy can be of great use, especially in

combination with the first-principles prediction of the expected spectra. While

the calculation of the expected NMR chemical shifts of a guest molecule would be

straightforward, there is a more general way of calculating the relevant quantities.

Using nucleus independent chemical shift maps (NICS, see also appendix A for

a more detailed documentation), it is possible to provide more physical insight

into the expected change in NMR frequency of a guest molecule when it enters

a nanotube. These maps show how the NMR signal of a spin would be modified
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at any position in space due to the presence of the nanotube [24].

One component of the nucleus-independent chemical shift tensor and the full

NICS map of a (11,0) carbon nanotube are shown in figure 22. On the left, a

magnetic field is applied orthogonally to the tube (from left to right), and the

component of the induced field along the same direction is plotted. The CNT

responds to the external horizontal field with strong currents out of and into the

paper plane on the upper and lower edges of the tube, respectively. These in

turn induce a field shown in the picture. Particularly remarkable are the large

ppm-scale, but also the homogeneity of the field inside the nanotube. The red

and yellow areas are not closed due to the periodicity of the calculation (i.e. the

overlaying induced field from neighboring unit cells).

On the right, the trace of the NICS tensor is presented. This plot shows that

the NICS field outside the tube is quasi zero, while the values inside are of the

order of 45-50 ppm and very homogeneous. This indicates that a guest molecule

outside the CNT should essentially have the same NMR shift as before, while

a penetration inside the tube would result in a very pronounced low-frequency

shift.

As shown in ref. [24], the actual value of this low-frequency NICS shift de-

pends on the diameter of the nanotube; but also the presence of defects has

an influence on this value. A simple transition from a (11,0) to a (12,0) CNT,

for instance, modifies the perfect conjugation of the aromatic rings and hence

Figure 22: Left: The horizontal component of the induced magnetic field (in
ppm) for a horizontal external field (i.e. the (x, x)-component of the NICS
tensor field, δx,x) of the (11,0) CNT. Right: The isotropic NICS field (in ppm)
for the (11,0) CNT.
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reduces the NICS values in the tube by about 10-20%. This property could be

exploited further as a measure of the quality of the nanotube: the more perfect

the nanotube, the larger the low-frequency shifts.

While further work is necessary to get a better understanding how a defect

changes the NICS field, it seems possible to conclude already at this stage that

the first-principles calculation of nucleus independent chemical shift maps of

extended systems opens interesting new perspectives for the analysis of functional

molecules and materials.

3.5 Liquids and solutions

3.5.1 Hydrochloric acid: signatures of H3O
+ and Cl− solvation from

1H NMR chemical shift spectra

Liquids are disordered systems whose (instantaneous) short- and long-range struc-

ture is strongly fluctuating with time. While most of the systems presented in

the previous sections were structurally ordered, at least to a certain degree, low-

viscosity liquids are characterized by almost unrestricted rotational and trans-

lational degrees of freedom of the constituting molecules. On timescales that

exceed a certain threshold (in low viscosity liquids usually below or around a

nanosecond), every particle has essentially traveled through the entire available

phase space. If an experimental measurement has a duration longer than this

time, its result will be rotationally and translationally averaged over the accessible

phase space.

Note also that this particular property of liquid systems is what causes the

“white spot” in figure 1, where no entry is found for the combination of liq-

uids/solutions with static calculations. The calculation of properties obtained

by neglecting any statistical averaging over the thermally induced motion of the

particles would result in an only partially correct picture of the experimental

situation.

Hence, it is neccessary to combine calculations of structural and spectroscopic

properties of liquids with a sampling technique that is capable of delivering a

realistic description of the quickly varying local molecular structure [148, 149].

For successful theoretical predictions, this should include intramolecular motion,
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but the incorporation of intermolecular interactions as well as their influence on

the intramolecular structure is even more important. A simplified example for

this last point is a water dimer. The atoms of an isolated water molecule will

perform a thermal motion similar to that of a harmonic oscillator – for which

a calculation at the equilibrium geometry is often a good approximation. In a

water dimer, however, the OH-distance of the hydrogen-bond donator proton will

be significantly elongated and the vibrational motion will be more anharmonic,

causing a change in many molecular properties.

A exceptionally powerful approach to this problem is the Car-Parrinello molec-

ular dynamics scheme [46], which efficiently combines explicit atomistic molecular

dynamics simulations with density functional theory for the calculation of ener-

gies and atomic forces. This approach has already been used in section 3.2.4 to

obtain the temperature dependence of nuclear quadrupole couplings in benzoic

acid crystals. Here, it shall be used to obtain an image of the solvation structure

of an aqueous HCl solution.

Liquid water has a dense hydrogen bonding network which is subject to very

fast fluctuations. The exact nature of this network is being studied with exper-

imental and theoretical methods since many years [150, 151, 152, 153, 154,

81, 155, 156, 76, 77] and still gives rise to heated debates [157, 158, 159,

160, 161, 162, 163]. A special behavior is found for water under supercriti-

cal conditions [164, 165, 166], where the nature of the hydrogen bond network

changes, as seen in several experiments and the corresponding theoretical simula-

tions [167, 168, 169, 164, 165, 166]. This modification induces new unexpected

properties, such as the ability to oxidize organic waste [170, 171].

Yet, even water under standard ambient conditions is not fully understood. A

currently very active field of research is the solvation of molecules and ions, where

the combination of theoretical predictions with spectroscopic methods provides

improved understanding of the experimental findings.

In the following, a combined experimental and ab-initio study of the 1H NMR

chemical shift resonance of aqueous hydrochloride (HCl) solution as a function of

acid concentration is presented [27]. Apart from pure water as a reference system,

HCl solutions at two concentrations (c=2.6M and c=4.9M) were considered. A

snapshot from the molecular dynamics trajectory of the acid is shown in figure 23.

After dissociation of the HCl molecule into H+ and Cl− ions, the H+ can associate
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Figure 23: Geometry of a snapshot taken from the MD-simulations at 4.9M HCl
concentration. Apart of the normal hydrogen bonding network of water, the
solvation of some of the chlorine ions (right) as well as a Zundel ion (bottom
left) and two hydronium ions (top left and bottom right) are visible.

to a water molecule (hydronium ion, H3O
+), which is strongly hydrogen bonded

by three surrounding waters. This complex is called Eigen cation. Alternatively,

the charged proton can be shared by two waters, yielding a Zundel complex.

Similarly, the Cl− ion is surrounded by three to five water molecules, which

screen its negative charge.

Due to the very fast molecular motion at ambient conditions, there is a steady

exchange between the water molecules from the hydronium ion, from the chlorine

solvation shell, and the regular water. Hence, the NMR experiment only shows a

single resonance, which is the statistical average over the water molecules in these

three categories. From the first-principles calculations, however, the individual 1H

NMR signatures of the different complexes are available. It can be seen that the

contributions of Eigen and Zundel ions, regular water molecules and the chlorine

solvation shell to the 1H NMR resonance line are actually very distinct (presented

in detail in ref. [27]), and almost independent on the acid concentration. From the

computed instantaneous NMR distributions, it is further possible to characterize

the average variation in hydrogen bond strength of the different complexes.

The comparison of the averaged NMR shifts from the ab-initio calculations
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Figure 24: Dependence of the experimental and calculated NMR chemical shifts
on the HCl concentration. The nuclear shieldings are referenced to liquid water,
such that δ(pure H2O)=0ppm.

with measured liquid-state 1H NMR spectra of the HCl acids at the two concen-

trations is presented in figure 24. Both the calculated and experimental shifts

were referenced to pure liquid water by using δ(X) = σpure H
2
O − σ(X). The

agreement is complete for the low concentration and still very good for the sam-

ple at 4.9M. The very good agreement also provides support that, despite the

computational difficulties involved in these calculations, the description of dis-

ordered and highly fluctuating liquids and solutions are possible by means of

Car-Parrinello molecular dynamics simulations. They provide realistic ensemble

averages for the subsequent calculation of spectroscopic parameters, yielding a

detailed picture of microscopic structures in complex solutions.
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4 Conclusion

This Habilitation Thesis presents first principles studies of a variety of molecu-

lar and supramolecular systems with different intrinsic complexities: molecules,

molecular crystals, surfaces, nanotubes, and solutions. The ab-initio calculations

are always done under explicit consideration of the actual chemical environment

of the systems in the condensed phase.

In many of these supramolecular systems, there is an interplay – often also

a direct competition – between different structural driving forces. The most

prominent one is hydrogen bonding, which is present in most of the examples

shown here. Frequently, this H-bonding has to compete with sterical constraints,

but also with entropic driving forces, yielding a specific equilibrium state. In such

situations, a reliable incorporation of temperature effects, in combination with

a realistic modeling of the chemical environment, is essential for the success of

simulations.

The different complexities of the considered systems further imply different

degrees of detail in the data extracted from the respective simulations. While

in simple systems, accurate bond distances and angles can be computed, other

more disordered samples allow only for the determination of trends and struc-

tural preferences. The same holds for the properties that can be extracted from

calculations: the more complex the molecular configurations, the less accurate

are computed spectral and structrual parameters.

One of the more general purposes of computer simulations is the capability to

invalidate structural features. While a direct validation is not possible in principle,

it could be illustrated on several examples that tempting intuitive arguments

which seem plausible do not always hold. For the temperature dependence of

the nuclear quadrupole couplings (section 3.2.4), the simple anharmonic model

failed, and in the HCl solutions (section 3.5.1), it could be shown that the 1H

NMR signal of the hydronium and Cl− solvation shells is surprisingly independent

on the acid concentration.

All the calculations presented in this work have been performed within a

single computational approach, namely density functional theory under periodic

boundary conditions. Notably, spectroscopic parameters from nuclear magnetic

resonance and other spectroscopic techniques have been determined. The direct
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comparison of computed and real systems facilitates a reliable interpretation of

experimental results. Finally, also fundamental conceptual questions, like the

notion of aromaticity in extended systems and at finite temperature, have been

successfully addressed with this versatile approach.
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Appendix

A Nucleus independent chemical shift maps

This appendix introduces the method for the calculation of nucleus independent

chemical shift maps (NICS maps). Its concept was mentioned as early as 1958 by

Johnson and Bovey [115], while its implementation and application in quantum

chemistry was pioneered by the group of Schleyer [116, 113]. There is a num-

ber of further developments and applications of NICS values in literature. They

are dominantly used for the characterization of global and local aromaticity of

hydrocarbons [172, 173, 174, 175, 176, 177, 178, 179, 12, 180]. Some articles

show how the magnetic response properties can be decomposed in contribu-

tions of individual orbitals [181, 182, 183] and the effect of particular functional

groups [184]. Onother studies describes how the individual components of the

NICS tensor can be interpreted [185, 186]. Several articles exploit the gener-

alized NICS maps to describe numerically and visually particular aspects of the

electronic structure of molecules [187, 188]. Another branch of publications fo-

cuses on the quantitative calculation of the induced ring currents [189] and the

investigation of their topological aspects [190, 191, 192, 193]/ There seem to

be cases where the prediction of aromaticity through NICS is not straightforward

and may lead to an inaccurate characterization,[194, 195] but so far, these pos-

sible failures can rather be considered exceptions. Finally, there are also review

articles on the topic [196, 197].

The calculations are done for extended condensed-matter systems, which im-

plies the use of periodic (Born-von-Karmann) boundary conditions. As for the

NMR chemical shifts, the framework for all calculations is density functional per-

turbation theory. From the electronic response of the system to the perturbation

Hamiltonian due to an external magnetic field, the electronic current density and

the NICS map are obtained from inverse Fourier transformations from recipro-

cal space (G space). Due to its intrinsically periodic description, the method is

suitable for isolated molecules (by using a supercell technique) and for condensed-

phase systems like solids, liquids and solutions. Via the approach described in

refs. [2, 24], it is possible to compute the magnetic field which is induced in the

system due to the current created by the electronic linear response to the external
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field. The calculation of all relevant quantities is done in their reciprocal-space

representation. Once this is achieved, the induced field is available at all points

in the unit cell. At the nuclear positions, its value represents one row of the

nuclear shielding tensor for a given direction of the external field:

σαβ(R) = −
∂Bind

α (R)

∂Bext
β

. (6)

Experimentally, the trace of this tensor is quoted relative to that of a reference

molecule to yield the isotropic NMR chemical shift

δ(R) =
1

3
Tr

(

σref
αβ − σαβ(R)

)

. (7)

On the other hand, since the induced field Bind(r) is well-defined at all positions

of space r, it is possible to calculate δ(r) according to eq. (7) also at coordinates

where no atom is located. For special points, usually the centers of molecular

symmetry, these values are known as nucleus independent chemical shift indices.

Using traditional quantum chemical methods with localized basis sets, the cal-

culation of NICS indices for a large number points on a three-dimensional mesh

(e.g. 1003 points) within a certain region of space around a molecule is compu-

tationally relatively expensive. However, with this reciprocal-space approach, the

induced magnetic field (and therefore a map of NICS indices) is automatically

available at all points of the considered periodic unit cell. The computational ef-

fort required to obtain these three-dimensional maps for all points r is essentially

equal to that of a single regular chemical shift calculation. The only difference

with respect to equation (7) is that NICS maps are referenced to vacuum (with

σ=0ppm) because they do not refer to any specific nucleus:

δNICS(r) = −
1

3
Tr σαβ(r). (8)

This definition means that positive values of δNICS(r) correspond to a locally

increased total magnetic field (“downfield shifts” or high-frequency resonances)

while negative ones represent areas of decreased total magnetic field (“upfield

shifts”, low-frequency resonances) [24, 198].

The meaning of these NICS indices and NICS maps shall be outlined in the

following, starting from the basic ideas of magnetic resonance theory. Consider a
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Figure 25: The induced electronic current density (left) and the NICS field (right)
for a benzene molecule in a magnetic field perpendicular to the ring plane. The
color scale of the current is in arbitrary units, while the NICS map is coded in
ppm.

free molecule, with its nuclei as immobile point charges and its electrons following

the Schrödinger equation. The presence of an external magnetic field changes

the electronic Hamiltonian via a vector potential. This in turn results in small

changes of the electronic orbitals, which can be described via perturbation theory.

The novel electronic state creates a nonzero current density, which finally induces

an additional magnetic field, which is superimposed to the external one. Both

the electronic perturbation orbitals and the created electronic current density

are proportional to the strength of the external magnetic field. The current can

formally be defined as:

j(r) =
∂

∂Bext

〈

Ψ(B)
∣

∣

∣
ĵ

∣

∣

∣
Ψ(B)

〉

, (9)

where the superscript in Ψ(B) means that the electronic wavefunction has to be

taken in the presence of the external magnetic field Bext, and α denotes the

cartesian components. As an example, the ring currents in a benzene molecule

upon application of a magnetic field perpendicular to the ring are shown on

the left of figure 25. From the current density, the expressions of the induced

magnetic field and the derived NICS field are straightforward:

Bind
α (r) =

µ0

4π

∂

∂rα

∫

d3r′
j(r′)

|r− r′|
(10)

NICS(r) = −
∑

α

∂

∂Bext
α

Bind
α (r). (11)
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The exact expressions of the operator ĵ and of the functional form of the induced

magnetic field Bind(r) can be found in refs. [24], where also the computational

approach used to obtain these quantities is described in detail.

For illustration, the induced NICS field of a benzene molecule is shown on

the right of figure 25. While the interpretation of the current density is rather

intuitive, the meaning of the NICS values according to eq. (11) is a bit more

complex. Since Btot = Bext+Bind, the value plotted in the right part of figure 25

describes by how much the external magnetic field has been changed due to the

reaction of the electrons. For molecules and insulators, this effect is relatively

small, of the order of 10−6 to 10−4. Hence, the proportionality factor is given in

ppm (10−6).

The relatively large area in blue, green and yellow above and below the ben-

zene molecule are a typical sign of strong induced fields due to delocalized aro-

matic electrons. Those are able to create ring currents which cover a large surface

area, which in turn increases the magnetic dipole induced by the currents. An-

other typical sign of aromaticity is the presence of positive NICS values (red in

figure 25) in areas coplanar with the ring. These are a consequence of the closure

of the magnetic field lines: The field of a dipole is inversely oriented in regions

along the dipole direction, compared to regions orthogonal to it.



49

B Published Habilitation work

The scientific articles which constitute the written part of this Habilitation are

explicitely mentioned below. Further, a detailed description of the contribution

of each of the authors is given. At the end of this work, a reprint of each of

these articles is added.

• Ref. [10]: G. Goward, D. Sebastiani, I. Schnell, H.W. Spiess, H.D. Kim

and H. Ishida:

Benzoxazine Oligomers: Evidence for a helical structure from solid-

state NMR spectroscopy and DFT-based dynamics and chemical

shift calculations;

J. Am. Chem. Soc. 125, 5792 (2003)

In this work, G. Goward, I. Schnell and H.W. Spiess were responsible for

the experimental solid-state NMR spectra, and H.D. Kim and H. Ishida for

the synthetic part of the work. I was responsible for all theoretical aspects.

• Ref. [18]: B. Kirchner and D. Sebastiani:

Visualizing degrees of aromaticity for different barbaralane sys-

tems;

J. Phys. Chem. A 108, 11728 (2004)

In this work, B. Kirchner provided the structures and the initial geometries

of the barbaralane molecules, and also provided bibliographic aspects for

these molecules. My contribution were the molecular dynamics simulations

and the calculation of the nucleus independent chemical shift maps.

• Ref. [26]: J. Schmidt, A. Hoffmann, H.W. Spiess and D. Sebastiani:

Bulk chemical shifts in hydrogen bonded systems from first princi-

ples calculations and solid-state-NMR;

J. Phys. Chem. B , submitted (2006)

In this work, A. Hoffmann and H.W. Spiess were responsible for the experi-

mental solid-state NMR spectroscopy. J. Schmidt worked as Ph.D. student

under my supervision on the calculation of structure and spectroscopic pa-

rameters.

• Ref. [7]: G. Goward, M. F. Schuster, D. Sebastiani, I. Schnell, and H.W.

Spiess:
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High-Resolution Solid-State NMR Studies of Imidazole-Based Pro-

ton Conductors: Structure Motifs and Chemical Exchange from 1H

NMR;

J. Phys. Chem. B 106, 9322 (2002)

In this work, G. Goward, I. Schnell and H.W. Spiess were responsible for the

experimental solid-state NMR spectra, and M. F. Schuster for the synthetic

part of the work. I was responsible for all theoretical aspects.

• Ref. [23]: J. Schmidt and D. Sebastiani:

Anomalous temperature dependence of nuclear quadrupole inter-

actions in strongly hydrogen bonded systems from first principles;

J. Chem. Phys. 123, 074501 (2005)

In this work, J. Schmidt worked as Ph.D. student under my supervision

on the molecular dynamics simulations and the calculations of the electric

field gradients.

• Ref. [20]: D. Sebastiani and L. Delle Site:

Adsorption of water molecules on flat and stepped nickel surfaces

from first principles;

J. Chem. Theory Comput. 1, 78 (2005)

In this work, L. Delle Site performed the geometry optimizations of the

surface-adsorbed water molecules. My contribution was the electronic anal-

ysis of the adsorption by means of density difference plots.

• Ref. [25]: T. Murakhtina, L. Delle Site and D. Sebastiani:

Vibrational frequencies of water adsorbed on (111) and (221)

nickel surfaces from First Principle calculations;

ChemPhysChem 7, 1215-1219 (2006)

In this work, T. Murakhtina worked as Ph.D. student under my supervision

on the calculation of the geometric structure and the vibrational spectra

of the adsorbates, and L. Delle Site provided computational assistance.

• Ref. [15]: A. Hoffmann, D. Sebastiani, E. Sugiono, K.S. Kim, H.W. Spiess

and I. Schnell:

Solvent molecules trapped in supramolecular organic nanotubes: a
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combined solid-state NMR and DFT study;

Chem. Phys. Lett. 388, 164 (2004)

In this work, A. Hoffmann, I. Schnell and H.W. Spiess were responsible

for the experimental solid-state NMR spectra, and E. Sugiono and K.S.

Kim for the synthetic part of the work. I was responsible for all theoretical

aspects.

• Ref. [24]: D. Sebastiani:

Current densities and nucleus independent chemical shift (NICS)

maps from reciprocal space density functional perturbation theory

calculations;

ChemPhysChem 7, 164-175 (2006)

• Ref. [27]: T. Murakhtina, J. Heuft, E.J. Meijer and D. Sebastiani:

Ab-initio and experimental 1H NMR signatures of solvated ions:

the case of HCl(aq);

ChemPhysChem , submitted (2006)

In this collaboration, the molecular dynamics simulations of the hydrocloric

acids were done by E.J. Meijer and his Ph.D. student J. Heuft, while T.

Murakhtina worked as Ph.D. student under my supervision on the calcula-

tion and measurements of the NMR spectra of the HCl solutions.
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Abstract: A combination of molecular modeling, DFT calculations, and advanced solid-state NMR
experiments is used to elucidate the supramolecular structure of a series of benzoxazine oligomers.
Intramolecular hydrogen bonds are characterized and identified as the driving forces for ring-shape and
helical conformations of trimeric and tetrameric units. In fast MAS 1H NMR spectra, the resonances of the
protons forming the hydrogen bonds can be assigned and used for validating and refining the structure by
means of DFT-based geometry optimizations and 1H chemical-shift calculations. Also supporting these
proposed structures are homonuclear 1H-1H double-quantum NMR spectra, which identify the local proton-
proton proximities in each material. Additionally, quantitative 15N-1H distance measurements obtained by
analysis of dipolar spinning sideband patterns confirm the optimized geometry of the tetramer. These results
clearly support the predicted helical geometry of the benzoxazine polymer. This geometry, in which the
N‚‚‚H‚‚‚O and O‚‚‚H‚‚‚O hydrogen bonds are protected on the inside of the helix, can account for many of
the exemplary chemical properties of the polybenzoxazine materials. The combination of advanced
experimental solid-state NMR spectroscopy with computational geometry optimizations, total energy, and
NMR spectra calculations is a powerful tool for structural analysis. Its results provide significantly more
confidence than the individual measurements or calculations alone, in particular, because the microscopic
structure of many disordered systems cannot be elucidated by means of conventional methods due to lack
of long-range order.

Introduction

Supramolecular structures often suffer from a lack of long-
range crystallinity, due to the comparatively weak interactions
that determine their structures, for example, hydrogen bonding1-7

andπ-stacking.8-10 Solid-state NMR, however, does not require
long-range ordering to provide structural details of these
fascinating systems. Hydrogen bonding andπ-stacking are

building blocks of supramolecular interactions and show up
clearly in high-resolution solid-state1H NMR studies.11-13 The
powerful combination of quantum chemical calculations with
experimental NMR studies has been used previously to elucidate
structural details of other supramolecular systems.14-16 Here we
apply a combination of molecular modeling, density functional
theory (DFT) calculations, and experimental measurements to
obtain insight into the structure of a series of benzoxazine
oligomers and to show that hydrogen bonds have a strong
influence on the structural conformation that is adopted.

Supramolecular structures influenced by self-assembly and
hydrogen bonding are also frequently observed in polymeric
architectures.17-21 Polybenzoxazines are a classic example of
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such a structure. Polybenzoxazines exhibit a number of unusual
properties, including low volumetric shrinkage or expansion
upon curing,22 lack of water absorption and excellent resistance
to chemicals and UV light,23,24 as well as surprisingly highTg

values given the low cross-linking density,25 all of which make
them attractive candidates for many commercial applications.
These properties have been attributed to the unique hydrogen-
bonding structure found in these materials, and therefore this
property has been the focus of recent investigation. In particular,
extensive crystallographic, NMR, and IR studies of the dimer
precursors have provided much insight.26,27 However, the
benzoxazine dimers organize themselves in a highly regular,
paired lattice; hence the model cannot be extended to account
for the unique properties of the parent polymer. Therefore,
synthetic efforts were made to procure other oligomers of the
benzoxazine material and thereby bridge the gap between the
fully determined dimer structure and the unknown polymer
structure.28 The objective here is to improve our understanding
of the polymer architecture, through studies of the hydrogen
bonding in the oligomers, and thereby understand the remarkable
physical characteristics of the polymers. In this paper, we focus
on the methyl-substituted benzoxazine trimer and tetramer,
which cannot be investigated by conventional X-ray diffraction
techniques, because suitable crystals could not be prepared.
From the trimer, it might be possible to obtain crystallites which
can be studied by electron crystallography. Work along this line
is in progress.

A critical feature of these materials is their propensity to form
both intra- and intermolecular hydrogen bonds. The relative
number and strength of such interactions may influence the
supramolecular geometry adopted by the system. In particular,
we note the different structures observed among dimer pairs,
which differ only in the substitution at the nitrogen center. A
methyl group results in an exclusive dimer-dimer geometry,
whereas ethyl, propyl, and butyl substituents cause a twist about
the central nitrogen, resulting in an extended ladder structure.
These differences were first elucidated using double quantum
solid-state NMR27 and later confirmed using X-ray diffraction.29

An unanswered question is the effect of substituents on the
extended structures- both their packing geometries and their
physical properties. We begin to explore possible answers in
this paper, focusing on the methyl-substituted oligomers and
polymer. The influence of hydrogen bonding on the structural
and physical properties of the benzoxazine family can be
considered in the more general category of supramolecular
structures, and a particular challenge is to determine the
hydrogen-bonded structure in systems whose heavy-atom struc-
ture isnotknown. Here we combine advanced solid-state NMR
with advanced computational strategies to meet this challenge.

Applying fast magic-angle spinning (MAS), we have suc-
cessfully demonstrated that high-resolution solid-state NMR is
able to provide detailed structural information about the
hydrogen-bonding arrangements in benzoxazines. Both qualita-
tive descriptions of packing geometries, based on 2D1H double
quantum (DQ) spectra,27 and quantitative analysis of the N-H
distance in the methyl benzoxazine dimer30 derived from
heteronuclear1H-15N dipolar sideband patterns, have been
presented. Here we demonstrate a powerful combination of
solid-state NMR and DFT-based calculations, which enables
us to characterize essential structural features of the methyl
benzoxazine oligomers and to propose molecular structures that
are based on energy minimization, hydrogen-bond measurement,
and chemical-shift evaluation.

Homonuclear DQ NMR methods provide an excellent, facile
route to qualitative structural evaluation, based on the proton-
proton proximities evidenced in these spectra. The method relies
on the generation of double quantum coherences between
proximal 1H spins, covering a1H-1H distance range of up to
approximately 3.5 Å, thereby probing the spatial arrangement
of protons based on the strength of the through-space dipolar
coupling.31-34 Heteronuclear1H-15N recoupled polarization
transfer (REPT) is a complementary method for both correlations
and quantitative distance measurements, which uses rotor-
encoding of dipolar couplings via sideband patterns recorded
in the indirect dimensions.35 Other methods for heteronuclear
recoupling of the dipolar coupling have been demonstrated and
used for N-H distance measurements;36,37however, we selected
REPT here for its robust performance under fast MAS condi-
tions. An enhancement of the signal intensity provided by this
method can be achieved both through the use of inverse
detection30,38 and, moreover, through the addition of spoil-
gradients (Gz) at appropriate positions in the pulse sequence,
as described recently by Saalwa¨chter and Schnell.39 This method
has been successfully used to precisely measure N-H bond
lengths (on the order of 110 pm) with15N in natural abundance.
However, for the longer distances relevant in the benzoxazines,
we were unable to excite a strong enough signal under natural
abundance conditions. Therefore, the15N-1H distance measure-
ments described here were performed on a15N-enriched (>95%)
methyl benzoxazine tetramer and are compared with the
optimized structure.

We have performed geometry optimizations and NMR
chemical shift calculations in the framework of density func-
tional theory (DFT).40 In recent years, it has become possible
to calculate NMR chemical shifts not only for isolated mol-
ecules, but also for extended systems such as amorphous or
crystalline solids and liquids. Here, we use a recently developed
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method for extended systems41 for the benzoxazine dimer in
its crystal structure, and we use a supercell technique for the
benzoxazine trimer and tetramer in vacuo.

The isolated structures of both trimer and tetramer have strong
intramolecular OH‚‚‚N and weak OH‚‚‚O hydrogen bonds that
keep them in a closed-ring like geometry. In the condensed
phase, it would be further stabilized by packing effects such as
van der Waals interactions between phenyl rings of neighboring
molecules. However, because the material does not form large
crystals, these effects are assumed to be of moderate strength.
So far, there is little evidence for intermolecular hydrogen bonds,
but we are currently investigating the possibility of a competing
arrangement which would form ladderlike microstructures.

Experimental Section

Synthesis of 2,6-Bis[N-(3,5-dimethyl-2-hydroxybenzyl)-N-methyl-
amino-methyl]-p-cresol (III, Scheme 1, Methyl-trimer). The starting
monomer, 3,4-dihydro-3,6,8-trimethyl-2H-1,3-benzoxazine,I , was pre-

pared by the procedure described by Dunkers and Ishida.42 To obtain
the intermediate dimerII , equimolar portions of the monomerI and
p-cresol were heated at 80°C for 12 h, and the resulting yellow product
was recrystallized fromn-hexane. This intermediate dimerII was
reacted again with an equimolar portion of the monomerI without
reaction solvent at 80°C for 48 h. The resulting yellow product was
cooled and was subsequently purified by column chromatography with
silica gel using hexane/acetone (20:1) as the eluent. The product was
fine white crystalline powder.1H NMR (200 MHz, CDCl3, 298 K) δ:
2.20, 2.21 (15H, Ar-CH3), 2.22 (6H, N-CH3), 3.68 (8H, Ar-CH2-
N), and 6.70, 6.84, 6.86 (6H, Ar-H). 13C NMR (50.1 MHz, CDCl3,
298 K)δ: 15.81, 20.27 (5C, Ar-C), 40.95 (2C, N-CH3), 58.78, 59.59
(4C, Ar-C-N), and 122.14-154.05 (18C, Ar). Anal. Calcd for
C29H38N2O3: C, 75.29; H, 8.28; N, 6.06. Found: C, 75.09; H, 8.30; N,
6.11. Mass spectrometry (MS-FD) exp., 462.4; calcd. for C29H38N2O3,
462.3.

Synthesis ofN,N-Bis{2-hydroxyl-5-methyl-3-[(N-3,5-dimethyl-2-
hydroxyl-benzyl)-N-methylaminomethyl]}-methylamine (VI, Scheme
2, Methyl-tetramer). The model tetramer for polybenzoxazine was
synthesized according to the following procedure using 2,4-dimeth-

(41) Sebastiani, D.; Parrinello, M.J. Phys. Chem. A2001, 105, 1951-1958. (42) Dunkers, J.; Ishida, H.Spectrochim. Acta, Part A1995, 51, 855-867.

Scheme 1. Synthesis of Model Trimer

Scheme 2. Synthesis of Model Tetramer
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ylphenol, p-cresol, formaldehyde, and methylamine. The starting
monomer, 3,4-dihydro-3,6-dimethyl-2H-1,3-benzoxazine,IV , was pre-
pared by the procedure described by Dunkers and Ishida.42 The
intermediate dimerV was synthesized by heating equimolar portions
of the monomerIV andp-cresol at 80°C for 12 h, and the resulting
yellow product was recrystallized fromn-hexane. The mixture of
intermediate dimerV and monomerI (1:2 mole ratio) was refluxed in
chloroform for 48 h. After the reaction mixture was cooled to room
temperature, chloroform was removed with a rotary evaporator, and
the resulting yellow solid was subsequently purified by column
chromatography with silica gel using hexane/acetone (20:1) as the
eluent.15N-enriched methyl-tetramer was prepared by the same method
as the methyl-tetramer with the exception of methylamine-15N hydro-
chloride. The product was a fine white powder.1H NMR (200 MHz,
CDCl3, 298 K) δ: 2.19, 2.21 (18H, Ar-CH3), 2.23 (9H, N-CH3),
3.63, 3.66 (12H, Ar-CH2-N), and 6.66, 6.84, 6.86 (8H, Ar-H). 13C
NMR (50.1 MHz, CDCl3, 298 K) δ: 15.81, 20.27 (6C, Ar-C), 40.95
(3C, N-CH3), 57.57, 58.38, 59.59 (6C, Ar-C-N), and 121.84-153.65
(24C, Ar). Anal. Calcd for C39H51N3O4: C, 74.85; H, 8.21; N, 6.71.
Found: C, 74.66; H, 7.99; N, 6.84. Mass spectrometry (MS-FD) exp.,
627.6; calcd. for C39H51N3O4 (with 100%15N isotope), 628.4.

NMR Methods. All experiments were carried out on a Bruker
Avance 700 solid-state NMR spectrometer running at Larmor frequen-
cies of 700.13 and 70.93 MHz for1H and 15N, respectively. The
measurements were performed using a 2.5 mm MAS probe with typical
rotor frequencies of 30 kHz,π/2 pulse lengths of 2-2.5 µs for both
15N and 1H pulses, and recycle delays of 2 s.1H double-quantum
experiments were performed using the compensated BaBa pulse
sequence.31 The heteronuclear recoupling sequence used to probe dipolar
couplings was15N-1H indirectly detected REPT-HDOR, with selection
of the 1H-15N coupling supported by spoil gradients (Gz) of 100 µs
duration and 100-200 G/cm strength (pulse sequence given in ref 39);
rotor-encoded sideband patterns were acquired applying dipolar recou-
pling for 20 rotor periods (τr) during both excitation and reconversion.
The t1 dimension was incremented in steps of 1.67µs (corresponding
to τr/20), and 40t1 slices were collected, which were subsequently
catenated over 40 rotor periods prior to Fourier transformation (as
described in ref 43).

Computational Details. To calculate the minimum energy geom-
etries for all systems, we used the Car-Parrinello Molecular Dynamics
simulation package, a density functional theory code based on a plane
wave representation of the electronic structure.44 Because of its known
ability to reproduce reliably the character and strength of hydrogen
bonds, the Becke-Lee-Yang-Parr (BLYP)45 exchange-correlation
functional was used, together with Goedecker-type pseudopotentials.46

A plane wave cutoff of 70 Ry was chosen for all calculations, and the
sampling of the Brillouin zone was restricted to theΓ-point. In all
systems, the atomic positions were subsequently optimized until the
maximum component of the energy gradient dropped below 5× 10-4

au.

As the starting point for the benzoxazine dimer, we used the known
crystal structure.26 The geometry optimization was performed under
periodic boundary conditions, taking into account the monoclinic crystal
lattice. For the isolated benzoxazine trimer and tetramer molecules,
we started from geometries generated by simulated annealing calcula-
tions with a standard all-atom force-field using point charges fitted by
the restricted electrostatic potential method (RESP).47 All atoms were
subsequently relaxed at the DFT/BLYP level of theory in a sufficiently

large unit cell to simulate isolated molecules. The simulation boxes
were chosen such as to leave a distance of approximately 5 Å of empty
space between the molecules to exclude interactions between its images
in neighboring cells. Possibilities for packing effects are the focus of
ongoing simulations and will be presented in a further work. The use
of simulated annealing with molecular dynamics can be more efficient
than a standard geometry optimization. Further, an MD simulation
shows less tendency to get stuck in a local minimum or a saddle point
of the potential energy surface, thus avoiding the necessity of
performing a calculation of the second derivatives.

A recently developed method for calculating NMR chemical
shielding tensors in DFT under periodic boundary conditions41 that is
implemented in CPMD was used to obtain the NMR resonance
frequencies. It bears some resemblance to the IGLO approach,48 but is
actually a variant of the CSGT formulation49 extended to periodic
systems in a pseudopotential plane wave formulation.44 The method
has been shown to yield a very good agreement with experiment, in
particular, concerning the effects of hydrogen bonding.50-52 To compare
to experimental results, the shieldings were referenced to tetrameth-
ylsilane (TMS) according toδ(H) ) σ(TMS) - σ(H) with σ(TMS)
being the shielding calculated for an isolated TMS molecule at the same
level of theory. A Gaussian broadening with a half-width of 0.15 ppm
was applied to the individual proton shift values, yielding the spectra
shown below.

We estimate the error in the DFT calculation of the chemical
shieldings to be in the range of about(0.5 ppm. It has two independent
origins. First, the description by DFT as such can give rise to a
maximum deviation of(0.5 ppm in the NMR parameters, when
compared to quasi-exact methods such as coupled-cluster approaches.
In most situations, however, relative shifts and trends are much better
reproduced. The second origin is the geometry obtained from the DFT
energy minimization, which does not include finite temperature effects
and can thus be intrinsically wrong by about 0.05 Å. With a typical
slope of 5 ppm/Å for1H shifts as a function of its location within a
hydrogen bond, the geometric error could lead to a shift deviation of
another(0.3 ppm.

For all calculations, we used a self-built Beowulf-cluster of 16
Pentium-4 machines with a MyriNet interconnect, running under the
Linux operating system. The computational time was typically 1000-
2000 processor-hours per system for the geometry optimization and
the NMR calculations. This corresponds to a big total of roughly 1016

floating point operations.

Results and Discussion

Figure 1 shows the DFT/BLYP-optimized structures of the
methyl benzoxazine trimer and tetramer together with the paired-
dimer structure.26 While the dimer forms pairs of molecules
through intermolecular hydrogen bonding, the trimer and
tetramer exhibitintramolecular hydrogen bonding, such that a
single oligomer is self-contained in its geometry. Supporting
data from solution state IR dilution studies show that, in both
the trimer and the tetramer, the hydrogen bonds persist
unchanged even in extremely dilute solution and are thus
attributed tointramolecular hydrogen bonds.29 The question then
arises whether these structures are also present in the solid,
where packing effects can lead to the formation of ladder-type
arrangements, based on both intra- and intermolecular H-
bonds.27,29
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A comparison of the experimental1H MAS NMR spectra
and the calculated1H NMR spectra is given in Figure 2. The
latter were obtained from DFT-based calculations of a periodic
structure built up from the models shown in Figure 1, while
the MAS spectra were obtained from 10 mg of each sample,
packed in a 2.5 mm rotor which was spun at 30 kHz. First, we
consider the experimental1H MAS NMR spectra of the series
of oligomers, the top traces in Figure 2. The spectra are
interpreted according to an alphabetical assignment, beginning
with the H-bonded resonances. N-H’s at the highest resonance
frequency are labeled “A” and differentiated with primes for
increasing number of resolved N-H resonances. O-H’s are
labeled “B”, aromatic resonances are labeled “C,D”, and
aliphatic resonances are labeled “E,F”. Qualitatively, it is evident
that the hydrogen-bonding structures are different for the dimer,
trimer, and tetramer. The clearest difference among the spectra

is the increasing number of resolved N-H resonances with
increasing oligomer length, from one to two, to three. The
chemical shifts are listed in Table 1. The N-H resonances begin
at 11.7 ppm in the dimer and spread around this central
frequency, as more resonances are added in the oligomers.
Considering the O-H resonances, we see in this case a trend
toward higher resonance frequency with increasing oligomer
length.

The agreement between the experimental and calculated
spectra is striking. Most satisfying is the correlation between
the number and position of the resonances in the N-H region
(10-15 ppm). In the dimer, only one N-H resonance is
determined at 11.7 and 12.2 ppm by experiment and calculation,
respectively. In addition, the dimer’s O-H resonance is found
at 6.9 ppm experimentally and at 7.0 ppm by calculation. In
the trimer, two N-H resonances are found, at 10.7 and 12.3

Figure 1. Methyl benzoxazine dimer, trimer, and tetramer structures in their ab initio optimized geometries. The dimer (a) forms pairs of molecules via
double intermolecular N-H‚‚‚O‚‚‚H-O hydrogen bonds. The trimer structure (b) comprises a nearly planar ring, while in the tetramer, (c), the fourth
monomer unit overlaps the start of the ring geometry, depicting the beginning of a helix. The experimental1H chemical shifts are assigned to the protons
forming hydrogen bonds.
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ppm in the experimental spectrum and at 10.7 and 12.2 ppm in
the calculated spectrum. In contrast, the tetramer shows three
N-H resonances in both experimental and calculated spectra,
in the range from 10.0 to 13.5 ppm. The reduced resolution in
the experimental spectrum of the tetramer demonstrates that the
material is not as highly ordered as the trimer. Nevertheless,
on the basis of the similarity between our experimental and
calculated data, we are confident in the validity of the three-

dimensional structural conformations proposed. Further support
for these molecular geometries is found in the 2D homonuclear
DQ NMR spectra of the materials, discussed below.

To investigate the relative strength of the intramolecular
hydrogen bonds in more detail, we have performed further
calculations on the benzoxazine trimer and tetramer. First, the
OH‚‚‚O hydrogen bond that is responsible for the ring closure
was opened by imposing an O‚‚‚O distance of about 3 Å, while
allowing the rest of the molecule to relax completely. This
resulted in an increase in total energy of 10-12 kJ/mol for both
molecules. Furthermore, a variety of alternative geometries were
generated with the combined force-field and DFT geometry
optimization approach. In all alternative geometries, the
OH‚‚‚N intramolecular hydrogen bonds remained intact, thus
always imposing an internal curvature on the molecule. The
outer OH‚‚‚O bond was conserved in the majority of the
structures obtained, yielding approximately the same overall
geometry and a similar NMR pattern. In the cases where the
ring-closing did not take place, other OH‚‚‚O bonds were
formed, but the total energies of the systems were always more
than 25 kJ/mol higher than that in the helical arrangement. In
addition, the calculated NMR spectra showed no resemblance
to the experimentally observed spectrum. Thus, there is con-
clusive evidence that the trimer and tetramer form ring-shaped
and helical structures, respectively, which are held together by
a sufficiently strong intramolecular OH‚‚‚O hydrogen bond.

With respect to the dimer, we need to add that the result of
the geometry optimization of the periodic structure resulted in
a N-H distance of 1.70 Å, which is significantly shorter than
the previously determined value of (1.96( 0.05) Å.30 Remark-
ably, the chemical shift of the NH proton occurs at 11.7 ppm
in the nonlabeled sample (spectrum shown in Figure 2), which
differs from that observed at 11.2 ppm in both the labeled
material on which the distance measurement was made and a
previously prepared sample.27,30 We also note that the sample
examined in ref 27 was not uniform, but also contained a
fraction of the ladder-type packing arrangement, as was observed
in the 2D 1H DQ spectrum of that material. Therefore, we
attribute the difference not to an inaccuracy in the measurement
or the geometry optimization, but rather to an imperfect crystal
packing, which results in the longer-than-optimal N-H distance.
This conclusion is based primarily on the extreme sensitivity
of the proton chemical shift to the NH distance. To test this
hypothesis, a NH distance was fixed, and the geometry
optimization was performed under the constraint of 1.9 Å. The
energy difference per dimer pair (i.e., 4 H-bonds) was small,
approximately 3 kJ/mol, and the resulting1H chemical shift for
the NH resonance was less than 11 ppm, in agreement with the

Figure 2. Comparison of calculated (blue) and experimental1H MAS NMR
spectra for the dimer (a), trimer (b), and tetramer (c).1H DQ MAS spectrum
of cross-linked polybenzoxazine based on methylamine (d). Resolved
resonances are labeled according to the following pattern; A, N-H protons;
B, O-H protons; C,D, aromatic protons; E,F, aliphatic protons. A, A′, and
A′′ indicate the increasing number of N-H resonances observed with
increasing oligomer length.

Table 1. Calculated and Experimental 1H Chemical Shifts of
Benxoxazine Dimer, Trimer, and Tetramera

N−H resonances O−H aromatic aromatic aliphatic aliphatic
chemical shifts

in ppm A′′ A′ A B C D E F

dimer, expt. 11.7 6.8 6.5-5.5 N/A 3-0 ppm N/A
dimer, calc. 12.2 7.0 6.0-5.0 N/A 3-0 ppm N/A
trimer, expt. 12.3 10.7 7.4 7.0-5.0 6.0-5.5 3.0-1.5 1.5-1.0
trimer, calc. 12.2 10.7 7.4 6.2-5.5 4.8-4.2 3.0-1.5 1.5-1.0
tetramer, expt. 12.9 11.7 10.9 7.9 7.2-5.5 N/A 3.5-1.0 2.0-0.0
tetramer, calc. 13.1 11.8 11.1 7.0 6.5-5.8 N/A 4.2-2.0 2.0-0.5

a We note that the spectral resolution within the aromatic and aliphatic
regions is poor, due to significant overlap, and thus ranges of resonance
frequencies are given.
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trend we describe. Apparently, the position of the N-H can be
adjusted to cope with packing requirements. At this point, we
return to considering the trimer and tetramer structures, which
are the primary focus of this paper.

The 2D 1H-1H DQ NMR spectra obtained for the dimer,
trimer, and tetramer are shown in Figure 3. The reader is referred
to previous publications for analogous spectra obtained for the
methyl dimer.27,30As in the case of the dimer, strong resonances
in the alphatic and aromatic regions are observed as expected
along the diagonal of the 2D spectrum and arise from self-

correlations of like methyl (E), methylene (F), and phenyl
protons (C and D) in both oligomers. As well, various contacts
are observed between the resonances C, D, E, and F, all of
which, however, are of no significance with respect to the
hydrogen-bonding scheme, but merely reflect proton-proton
proximities that are obvious from the molecular structure.

More significant in terms of probing the structures are the
correlations among the hydrogen-bonded protons, whose reso-
nances occur in the lower left quadrant of the DQ spectrum.
An expansion of this region is given in Figure 4. The OH
resonances, labeled B, are evident in all three spectra, at 6.9
ppm in the dimer, 7.4 ppm in the trimer, and 8.0 ppm in the
tetramer. The N-H resonances, labeled A in the dimer, A and
A′ in the trimer, and A, A′, and A′′ in the tetramer, distinguish
the oligomers both molecularly, in the number of N-H
resonances present, and structurally, in the nature of the
correlations present. In the methyl benzoxazine dimer, trimer,
and tetramer, one, two, and three N-H resonances, respectively,
are observed. However, none of these N-H protons shows an
“auto” correlation of the type A-A, A ′-A′, or A′′-A′′, which
means that the N-H protons are spatially separated from each
other. For the trimer, however, a correlation between A and A′
is found at 23.8 ppm in the DQ dimension, which indicates
that these two NH protons are in close proximity to each other

Figure 3. 1H 2D DQ NMR spectra for the dimer (a), trimer (b), and tetramer
(c), obtained at ambient temperature, under 30 kHz MAS with one rotor
period of dipolar recoupling.π/2 pulse lengths of 2µs and recycle delays
of 2 s were implemented. Sixty-four transients were averaged for each of
32 slices acquired in the indirect dimension. Labels correspond to those
used in Figure 2.

Figure 4. Regions of the1H 2D DQ NMR spectra (shown in Figure 2)
relevant for the hydrogen bonds of the dimer (a), trimer (b), and the tetramer
(c). On the right, experimental spectra are compared to calculated1H shifts
(blue).

A R T I C L E S Goward et al.

5798 J. AM. CHEM. SOC. 9 VOL. 125, NO. 19, 2003



in the ring structure. In contrast, in the spectrum of the tetramer,
no such A-A′ or A-A′′ contacts are observed, which is
consistent with an increase in the spatial separation between
the nitrogens in the larger oligomer. The A-B correlations
present in all spectra are consistent with intramolecular contacts
between the protons in the two types of hydrogen-bonded (N-H
and O-H) protons. Similarly, expected contacts between the
NH resonances and the methyl protons of the methyl at the
amine position are always present.

These data are in good agreement with the molecular
conformations illustrated in Figure 1. In particular, the quasi-
planar ring-shaped geometry of the trimer brings the NH protons
into spatial proximity with each other and is consistent with
the observed A-A′ contact. The respective proton-proton
distance in the molecular DFT model is 2.74 Å. Furthermore,
the quasi-helical tetramer structure occupies comparatively more
free volume, such that the N-H protons are separated from
each other by greater than 4.0 Å and therefore fall outside the
range of H-H distances observable via DQ NMR under these
conditions.27,31

A 1H 1D DQ MAS spectrum obtained for cross-linked, high
molecular weight polybenzoxazine based on methylamine is
shown in Figure 2d and clearly does not afford sufficient spectral
resolution for a full structure determination due to the overlap
among different types of hydrogen-bonded resonances, and
generally broadened spectral features. The trend toward an
increasingly complex hydrogen-bonding structure, with indi-
vidually resolved resonance lines observed for the small
oligomers, accounts for the broad1H resonances observed in
the polymer, where a superposition of spectra for different
H-bonded structures is expected.

Turning to the chemical properties of the polybenzoxazine
polymers, we find supporting evidence for the structures
described here. The overlapped ring geometry of the tetramer
leads us to hypothesize a helical geometry as the most likely

conformation of the polymer. In such a geometry, the hydrogen
bonds are found on the inner side of the helix, where they are
protected from chemical attack. Such a geometry is consistent
with the properties such as lack of water absorption and lack
of contraction or expansion upon curing, the industrially
favorable properties of these polymers.

15N-1H Distance Measurements.In our previous investiga-
tion of the N-H‚‚‚O distance in the methyl benzoxazine dimer,
a distance of (1.96( 0.05) Å was measured in the15N-labeled
sample prepared for that study. Here, we present distance
measurements for the N-H contacts in the15N-labeled tetramer,
using an improved variant of the pulse sequence.39 The new
pulse sequence again makes use of1H detection, with the added
advantage of pulsed field gradients (PFGs), or, alternatively,
1H R3 pulses, which dephase unwanted1H magnetization. The
measurements of N-H distances in the tetramer are in good
agreement with the calculated structure. Figure 5 shows the
rotor-encoded1H-15N dipolar sideband pattern (Figure 5a),
together with the 1D patterns taken from the respective regions
of the 2D spectrum and corresponding calculated patterns
(Figure 5b-d). We note that, while three1H(N) resonances
could clearly be resolved in the1H MAS and DQ spectra, the
resolution in the1H dimension of the sideband experiment is
somewhat hampered due to the poorer signal-to-noise which
results from the extremely long recoupling time required to
generate the higher order sidebands necessary for accurate
measurements of these relatively long distances. Therefore, the
sideband patterns (in the F1 dimension) have been extracted from
the 2D spectrum at exactly those1H resonance positions (in
the F2 dimension) which are known from the1H MAS
experiment. A comparison with calculated sideband patterns
(colored patterns in Figure 5b-d) yields N-H distances of (1.84
( 0.05), (1.79( 0.05), and (1.70( 0.10) Å for the NH protons
A, A ′, and A′′, respectively. In Figure 5b-d, the red and blue
patterns represent the upper and lower limits of the error margin,

Figure 5. (a) 15N-1H inverse CP-REPT-HDOR spectra for the benzoxazine tetramer with15N enrichment, collected usingτexc ) 20 τr under MAS at 30
kHz. The experimental 1D patterns shown in (b, c, d) were taken from the 2D spectrum shown in (a) at the resonance positions of the NH protons A′′, A′,
and A, respectively. The colored patterns in (b, c, d) are calculated using the N-H distances given on the right. The red and blue patterns represent the upper
and lower limits of the error margin, while the green pattern fits best to the experimental data.
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while the green pattern fits best to the experimental data. The
measured distances are in excellent agreement with the values
found in the optimized geometry of the tetramer, that is, 1.89,
1.78, and 1.72 Å, and also concur with the calculated and
experimental1H chemical shifts of the respective protons. The
longest N-H distance is found for proton A, which has the
smallest chemical shift (at 10.7 ppm) and forms a hydrogen
bond to the central N-atom in the tetramer. The relative
weakness of the hydrogen bond indicates that the central part
of the tetramer experiences the most strain due to the helical
geometry. For the two other NH-protons, A′ and A′′, shorter
N-H distances as well as larger chemical shifts (of 11.7 and
12.9 ppm) are found. These observations correspond to stronger
hydrogen bonds, suggesting that the more peripheral parts of
the tetramer experience less conformational strain. These data
therefore confirm our proposed structure of the tetramer- the
first twist of a helix.

The trend to shorter N-H distances with increasing proton
resonance frequency also supports our earlier discussion of the
N-H distances in the slightly differing structures of the
benzoxazine dimer, where the experimentally measured N-H
distance of greater than 1.9 Å correlated to a1H resonance
frequency of 11.2 ppm, whereas the distance of 1.7 Å
determined via geometry optimization correlated to the calcu-
lated resonance frequency of 12.4 ppm. These data show the
extreme sensitivity of the1H chemical shift to its environment
- particularly in the presence of hydrogen bonding. Moreover,
the differences noted among the dimer samples in the solid state
were undetectable by other analysis methods including solution-

state NMR and FT-IR. Solid-state NMR is particularly suited
to detect fine-tuning of structures via the adjustment of the
NH‚‚‚O hydrogen bond.

Conclusions

In summary, we have presented a case study in which the
accord between DFT-based chemical shift calculations and high-
resolution solid-state1H MAS NMR spectra provides ample
confirmation of a supramolecular hydrogen-bonding structure.
Moreover, we have established a structural motif for the methyl
benzoxazine trimer and tetramer, which, in contrast to the methyl
dimer pairs, are characterized exclusively by intramolecular
hydrogen bonds. Extrapolating from the trends found among
these oligomers, we conclude that the polybenzoxazines form
helices in the solid state: such a structural conformation
accounts for their favorable chemical properties.

In conclusion, this study demonstrates the remarkable success
of the combination of cutting-edge experimental and compu-
tational NMR methods in the investigation of structural driving
forces of supramolecular hydrogen-bonded systems.

Acknowledgment. H.I. acknowledges support from the von
Humboldt Fellowship program. G.R.G. is grateful to NSERC
(Canada) for support in the form of a postdoctoral fellowship.
Financial support through the Deutsche Forschungsgemeinschaft
(SFB 625 in Mainz) is gratefully acknowledged. We thank M.
Hehn and H. Raich for their technical expertise and patience
required to modify the 2.5 mm probe to incorporate gradients.

JA029059R

A R T I C L E S Goward et al.

5800 J. AM. CHEM. SOC. 9 VOL. 125, NO. 19, 2003





Visualizing Degrees of Aromaticity for Different Barbaralane Systems

Barbara Kirchner* ,† and Daniel Sebastiani*,‡

Theoretical Chemistry, UniVersity of Bonn, Wegelerstraâe 12, 53115 Bonn, Germany, and Max-Planck Institute
for Polymer Research, Ackermannweg 10, 55128 Mainz, Germany

ReceiVed: July 21, 2004; In Final Form: October 4, 2004

Aromaticity and homoaromaticity of a parent barbaralane and a tetraphosphabarbaralane ofC2V-symmetry
are visualized by means of three-dimensional nucleus-independent chemical shift maps, showing the
characteristic response properties of the electronic structure of these molecules. We combine this analysis
with Car-Parrinello molecular dynamics simulations to incorporate the fluxional character of the tetraphos-
phabarbaralane and to show that atomistic motion at room temperature does not alter the aromaticity in this
case.

Introduction

Aromaticity has a longstanding history as a fundamental
concept in chemistry.1 Its idea is taught in first year chemistry.
The consequences range from elementary effects such as
resonance stabilization up to structural driving forces of
supramolecular or template assemblies and biological macro-
molecules. Aromaticity is often used in an intuitive way to
describe electronic and structural properties of molecules. This
rather cloudy use of the term aromaticity has been seeking
supplementary clarification and further investigation since its
first appearance.1 After the discovery of benzene in 1825 by
M. Faraday, the notion emerged roughly with the determination
of its cyclic structure by Loschmidt in 1862 and Kekule´ in 1865.
Since then, a lot of effort has been devoted to the investigation
of possible definitions of aromaticity, as well as chemical and
physical properties of aromatic molecules. A vast collection of
literature is available on the subject; see, for example, refs 1
and 2.

The term “homoaromaticity” was first introduced in 1959 by
Winstein3 in an attempt to describe molecules which exhibit
aromatic properties while one or several common criteria of
aromaticity are not satisfied, such as, for example, the need for
planarity.4,5 Many later works have used this expression to
describe partly aromatic molecules. Just recently, a multidi-
mensional aromaticity concept was suggested in this context;
for further references, see refs 6-14.

Barbaralanes15,16 are a class of polycyclic molecules (1 in
Figure 1) that undergo a degenerate Cope rearrangement
reaction. The transition state (TS) between the two reactants is
a conformation that has a higher symmetry (C2V) than the
reactants (Cs). Many extended studies5,17-23 could confirm that
an appropriate description of this transition state is homoaro-
matic1*, rather than biradicaloid or radicaloid. Several experi-
mental as well as theoretical studies have aimed at finding a
possible candidate for which the double-minimum ground-state
potential energy surface is turned into a single-minimum
potential with the molecule exhibiting higher symmetry,21,24,25

that is, reducing the barrier of the transition state such that it

becomes a stable state. Whereas so far no gas-phase stable
nondegenerate ground-state barbaralane could be determined in
experiment, Seefelder and Quast received such a candidate
employing different solvents.20 They showed that dipolarity/
polarizability and the electron pair donation ability of the
solvents play the predominant role. Furthermore, very interesting
extended barbaralanes giving rise to through-space interactions
were suggested by Tantillo et al.26 Additionally, barbaralanes
and the thermochromic properties of similar molecules were
investigated with respect to their use as molecular switches.20,27

Recently, one of the present authors (B.K.) suggested a
homoaromatic barbaralane (3) in a theoretical work19 using an
isolated molecule ansatz. Applying static quantum chemistry
geometry optimization, the tetraphosphabarbaralane (3) dis-
played C2V-symmetry, that is, a nondegenerate minimum
structure instead ofCs-symmetry, which is a degenerate
minimum structure. The barrier for the Cope rearrangement of
the corresponding parent-barbaralane (1) agreed very well with
experiment in the previous study,19 supporting the applicability
of the chosen methods.

In the present investigation, we are aiming at a further
characterization of3. The focus is three-dimensional nucleus-
independent chemical shift (NICS) maps.28 Here, we study NICS
maps of aromatic, nonaromatic, and homoaromatic compounds
to contribute to the characterization of homoaromaticity in
general. We use this study then as a basis for a discussion of

* Corresponding authors. E-mail: kirchner@thch.uni-bonn.de (B.K.);
sebastia@mpip-mainz.mpg.de (D.S.).

† University Bonn.
‡ Max-Planck Institute for Polymer Research.

Figure 1. First column: barbaralane1 and the symmetrical transition
state1*. Second column: diphenyl-dicyano-barbaralane2 and tetra-
phosphabarbaralane3.
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the characteristics of the previously proposedC2V-symmetrical
barbaralane3.19 Additionally, we expose this barbaralane to a
dynamical ansatz to model finite temperature effects. In
particular, we will investigate the question of whether NICS
maps can help to characterize the fluxional character of3 at
room temperature by combining NICS with a Car-Parrinello
molecular dynamics (CPMD) simulation.29 In CPMD simula-
tions, the electronic structure of a system is calculated “on the
fly” along a molecular dynamics trajectory. Polarization effects
are explicitly included, and the pairwise additivity as used in
almost all force field based molecular dynamics simulations is
circumvented. The access to the electronic structure during a
CPMD simulation allows the calculation of averaged electronic
properties. Through an appropriate transformation of the Kohn-
Sham orbitals, maximally localized Wannier functions can be
calculated. Wannier orbitals30 are the condensed phase analogues
of localized molecular orbitals known from quantum chemistry.
They give insight into the nature of chemical bonds and aid in
the understanding of chemical concepts (e.g., nonbonding
electron pairs or valency). Recent applications of the maximally
localized Wannier functions are the calculations of IR absorp-
tion,31-33 of Raman spectra,34 and of NMR chemical shifts.35

Methods

Nucleus-independent chemical shift is a generalization of the
atom-specific chemical shift, defined as the trace of the shielding
tensor relative to a reference molecule.28 NICS shows how much
the chemical shift of a fictitious nuclear spin, located at a specific
position in the neighborhood of the investigated molecule, would
be changed. It was first introduced by Schleyer as a “simple
and efficient aromaticity probe”28 in 1996. Schleyer and co-
workers proposed to use the absolute magnetic shielding
calculated at ring centers to determine aromaticity. Negative
“nucleus-independent shifts” (NICSs) indicate aromaticity, while
positive NICS values denote antiaromaticity. Recently, this
quantity was applied to investigate possible neutral bishomoaro-
matic semibullvalenes and barbaralanes.17 One of the present
authors (D.S.) applied three-dimensional NICS maps, that is,
by means of isosurface plots or slices, to a supramolecular
assembly of dendritic polymers.36 This approach which has been
previously examined28,37,38 has the advantage that the NICS
values are computed at every point in space, as opposed to a
discrete set of isolated special points.

In all calculations, the framework of density functional theory
employing the BP86 functional was used.39,40For the molecular
dynamics calculations as well as the geometry optimizations,
we applied the CPMD code.41 We used Troullier-Martins norm-
conserving pseudopotentials42 in the Kleinman-Bylander
scheme43 together with a 70 Ryd plane wave cutoff. To enable
the study of isolated systems, the inherent periodicity of the
plane-wave calculations was circumvented by applying an
appropriate Poisson solver designed for nonperiodic boundary
conditions.44 The cell size was set to 14 Å3, which was found
to be sufficient to converge the energies and geometries with
respect to the cell parameters. We equilibrated the system for
about a picosecond at 320 K with a chain of Nose´-Hoover
thermostats coupled to the ionic degrees of freedom,45,46before
starting a production run of another picosecond at the same
temperature. A 3.0 au time step (1 au) 0.0242 fs) in
combination with a 400 au fictitious electron mass was chosen.
These values recently were shown to be carefully chosen for
obtaining good structural and dynamical properties.47

The calculation of NICS maps was done by density functional
perturbation theory48 as implemented in the CPMD code,41

which is an extension to the NMR chemical shift module.49

Technically, we calculate the electronic current density, which
is the linear response to an external magnetic field applied to
the system.50

This quantum current induces an additional inhomogeneous
magnetic field in the environment of the charge distribution.
We compute this inhomogeneous field at all points of space.
The resulting three-dimensional plot is visualized by a color
scheme (see Figures 2, 3, and 5) in which the blue to yellow
color means that the external field is attenuated, whereas it is
reinforced in red regions. The delocalized character of typical
aromatic electrons is translated into particularly large blue/
yellow areas above and below the aromatic plane. This is due
to the extended flexibility of the electrons; metaphorically
speaking, they can create more extended “ring currents” than if
they were aliphatic. Another feature of aromatic electron systems
is a small area of opposite effect, that is, where the external
field is increased (red color code). The shape of both of these
effects can be seen in the nucleus-independent chemical shifts.
The color scheme in the figures is gauged in parts per million
(ppm), which designates the dimensionless proportionality
coefficient between the induced and the external magnetic field.
A charge-free test spin located at a given position in space would
experience a displacement in its NMR chemical shift of the
corresponding NICS value at that position. Working with a plane
wave basis set, the calculation of all relevant quantities in the
entire supercell is straightforwardly done by means of fast
Fourier transformations.

Results: NICS Maps for Aromatic Molecules

In the original work of Schleyer and co-workers,28 several
test molecules were examined to assess the NICS method. For
instance, a calculation employing a 6-31+G* basis set and the
functional B3LYP28 gave a value of-9.7 for benzene and-2.2
for cyclohexane, marking therefore a simple characteristic of
distinguishing nonaromaticity from aromaticity. In our calcula-
tions, the aromatic systems exhibit large and long-ranged
π-shifts in the neighborhood of the electrons, whereas the
nonaromatic systems show restricted areas as can be seen in
Figure 2, where the (aromatic) ring of atoms lies perpendicular
to the plane.

In Figure 2, we have depicted NICS maps for representative
aromatic, homoaromatic, and nonaromatic molecules: cyclo-
propane and dihydroxy-cyclopropenone (nonaromatic), the
cyclopropenyl cation (aromatic), and the tris-homocyclopropenyl
cation (homoaromatic). The maps of these molecules exhibit a
very characteristic shape, which can be associated in a straight-
forward way with their aromaticity classification. As expected,
the characteristicπ-shifts (to lower frequencies, indicated in blue
and yellow areas) are seen above and below an aromatic moiety,
whereas the inverse effect can be found in a small localized
region (a torus) beside the ring (indicated in orange/red areas).
Note the remarkable spatial extension of the shielding effect.
Even at a distance of about 3 Å, there is still a NICS
displacement of more than 0.5 ppm. Regarding cyclopropane,
we see that the aliphatic compound exposes significantly smaller
shielding zones than the aromatic molecule. In addition, there
is no deshielding effect next to the cyclopropane ring.

For the homoaromatic tris-homocyclopropenyl cation, we are
able to pin down a sizable difference to the nonaromatic
compound by means of the largerπ-shifted area. Thus, we can
assign a more aromatic behavior to this system. However, we
cannot unequivocally assign the aromatic behavior to one of
the rings, because there is a yellow cone below and above each
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ring. Furthermore, our calculations do not display a chair
structure as suggested by the Lewis formula (one 6-ring with
alternating sp2-sp3 carbon atoms, the sp2 carbons forming a
homoaromatic 3-ring submoiety). Instead, we get one three-
membered ring (with tetragonally coordinated carbons) sharing

one bond with a 5-ring, which is long known to be the right
structure; see, for example, the NMR measurements by Win-
stein.51 These adjustments to aromatic and nonaromatic test
molecules are also in accordance with the very recent work of
Merino et al.,38 which was published after submission of this
Article. These authors compared, for example, benzene with
cyclohexane among other molecules.

Turning now to NICS maps for the two barbaralane molecules
(1 and3) in their optimized geometry (Figure 3), we find that
barbaralane1 has only one small characteristic area under the
cage, and nothing is observed above. This region concentrates
beneath the two localized double bonds in the ring and reflects
the more asymmetrical structure (Cs) of 1 as compared to the
tetraphosphabarbaralane3 (C2V). The NICS map of the latter is
found to be very similar to that of the aromatic cyclopropenyl

Figure 2. NICS maps for non-, homo-, and aromatic molecules. Top: cyclopropane (left) and dihydroxy-cyclopropenone (right). Bottom:
cyclopropenyl cation (left) and tris-homocyclopropenyl cation (right). The spatial extension of the positive shift regions (yellow) is significantly
larger for the homoaromatic (bottom right) and aromatic (bottom left) molecules than for the aliphatic ones. Note also the negative shift areas (red)
outside the ring of the aromatic cyclopropenyl cation. Units in the color scheme are ppm (parts per million).

Figure 3. NICS maps for the two barbaralanes in their ground-state
minimum structure. Top:1. Bottom: 3 (see Figure 1).

Figure 4. The evolution of the phosphorus-phosphorus atom distances
of compound3 with simulated time in picoseconds (ps).
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cation shown in Figure 2 with long-rangedπ-shifts below and
above the cyclic structure. Also, the typical red features on the
lateral sides are present. Thus, the tetraphosphabarbaralane
possesses more aromatic character than the parent barbaralane
1 and the tris-homocyclopropenyl cation, and it is thus a better
candidate to study homoaromaticity. These results are in
accordance with Schleyer’s work about semibullvallenes, bar-
baralanes, and bullvallenes.17 Comparing the ground-state (Cs)
NICS) -8.3 ppm with the transition state (C2V) NICS) -21.5
ppm for barbaralane1, clearly a more aromatic character for a
C2V minimum structure is to be expected.

In extension to the statical picture, we also studied the
dynamical behavior of3. Figure 4 shows the evolution of P-P
distances, of the phosphorus atoms which are next to each other,
of 3 in the Car-Parrinello simulation at finite temperature (T
) 320 K). We see that the structure changes from the form
with Cs-symmetry over the geometry ofC2V-symmetry to the
mirrored structure ofCs-symmetry. During 1 ps of molecular
dynamics (MD), nine Cope rearrangement analogous vibrations
of 3 are observed. On average, one such event takes about 0.22
ps, so that the estimated wavenumber of this mode is roughly
150 cm-1. The harmonic frequency analysis of the geometry-
optimized molecules shows modes at about 162 cm-1, which
move in line with the Cope rearrangement.19 Thus, it appears
justified to characterize this process as a vibrational mode, rather
than a proper chemical reaction between two well-defined
reactants which are separated by a significant energy barrier.

Further clarification is given by the time evolution of the
NICS maps for the tetraphosphabarbaralane that are shown in
Figure 5.

Although the geometric parameters undergo large changes
during the Cope rearrangement-like vibration, no significant
change in the NICS maps is observed. The central features, that
is, the large aromaticity-indicating cones above and below the
molecule, are conserved during the CPMD simulation. The
inverselyπ-shifted regions are small and disappear temporarily,
which is an indication for the somewhat weaker aromatic

character of the system. However, the comparison with non-
aromatic species, as shown in Figure 2, proves the undoubtedly
aromatic properties of the tetraphosphabarbarlane at ambient
temperature. We thus conclude that the term homoaromaticity
can definitively be applied to this molecule. In particular, its
homoaromaticity is not altered when switching from theT ) 0
K description to the more realistic finite temperature simulation.

Conclusion

We presented in this Article calculations with our NICS
implementation in a CPMD framework for different test
molecules. We confirmed the applicability of so-called NICS
maps for distinguishing between nonaromatic, homoaromatic,
and aromatic molecules. Our results are in excellent agreement
with previous suggested mapping schemes.28,37,38 For the
problem of determining aromaticity and homoaromaticity, we
could show gradual differences by depicting static NICS maps
for a Cs-symmetrical barbaralane and aC2V-symmetrical bar-
baralane. These results are in accordance with the work of
Schleyer and co-workers on this subject.17

With the present implementation at hand, we were able to
study the aromaticity issue for molecules at finite temperature,
instead of at zero temperature as in previous studies. Our
approach thus resembles the experimental situation much better
than static quantum chemical calculations. Thus, the major point
of this study is that we extended the NICS maps to a dynamical
regime and applied this option to the previously suggested
tetraphosphabarbaralane withC2V-symmetry. We were able to
characterize its behavior under finite temperature. Because the
tetraphosphabarbaralane undergoes large geometrical changes
in the phosphorus atom-phosphorus atom distance (30-40 pm)
under the influence of temperature and these movements are in
line with a Cope rearrangement, the question arose as to whether
this molecule exhibiting time-dependentCs-symmetry also
changes its aromatic character largely. With the help of NICS
maps, we could confirm that it stays aromatic, and we can thus

Figure 5. Time evolution of the NICS maps of3 during a Car-Parrinello molecular dynamics trajectory. The geometries are selected configurations
characteristic for the different stages of the Cope rearrangement (order: from top left to top right, then bottom left to bottom right). Note the motion
of the red areas, which are typical for aromatic molecules, from one P-P bond to the other. A large aromaticity which disappears again, corresponding
to extended red areas, is found when the P-P distance is below 2.6 Å.
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appraise that the term homoaromatic for theC2V-state of
barbaralanes is appropriate.
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Abstract

We present an analysis of bulk1H NMR chemical shifts for a series of bio-

chemically relevant molecular crystals in analogy to the well-known solvation

NMR chemical shifts. We call bulk shifts the change in NMR frequency of a gas-

phase molecule when it undergoes crystallization. We compute NMR parameters

from first principles electronic structure calculations under full periodic bound-

ary conditions and for isolated molecules, and compare themto the corresponding

experimental fast magic-angle spinning solid-state NMR spectra. The agreement

between computed and experimenal lines is generally very good. The main phe-

nomena responsible for bulk shifts are packing effects (hydrogen bonding and

π-stacking) in the condensed phase.
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1 Introduction

The determination of local structural properties, intra- and intermolecular conforma-

tions of molecular systems and supramolecular assemblies has always been and still is

a challenge for modern physics and chemistry. Many advancedtechniques are capable

of contributing to this quest, some of the most prominent being X-ray1 and neutron

scattering,2 infrared (IR) spectroscopy3 and nuclear magnetic resonance (NMR) spec-

troscopy.4,5

In crystalline systems, scattering experiments can provide very accurate atomic co-

ordinates. Many systems, however, lack the required long-range order, which limits the

applicability of these scattering techniques. Complementary to this, NMR experiments

are able to probe local structure without the need of long-range order. While magnetic

resonance techniques cannot provide the full structure in terms of three-dimensional

atomic coordinates, the sensitivity to the local chemical environment of an atom is one

of the key advantages of this method. NMR is well suited to investigate biological

systems and their mechanisms of structure formation.6–9

The dependence of NMR chemical shifts of a molecule on its chemical environ-

ment is well-established for solutions, where the change inthe NMR resonance is

called solvent shift. It is due to the interaction of the solvent molecules with the solute,

which may be hydrogen bond networks, van-der-Waals forces,or other non-bonded

interactions. In solid phases, these packing effects are frozen out, due to the lack of

fast diffusive atomic motion. In analogy to solvation shifts, we call bulk chemical shift

the change in the NMR resonance due to the condensation of a molecule. Since pack-

ing effects are more stable in the solid state, their spectroscopic signatures are usually

stronger than in solution. In crystalline systems, the packing is also very well-defined,

as opposed to amorphous systems. Hence, the study of structure-property relation-
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ships in crystals enables us to understand also effects which are seen in much more

complex non-crystalline systems. Bulk chemical shifts areparticularly large in the

proton NMR spectra, where they can easily reach up to 100% of the normal hydrogen

NMR chemical shift range.

It has become increasingly common to supplement the experimental data with ade-

quate numerical simulations. Classical molecular dynamics (MD) techniques are per-

formed for structures obtained via X-rays in order to test their conformational stability;

quantum chemical calculations of vibrational frequenciescan often help interpreting

IR spectra. In NMR, dihedral angles are probed by spin-spin coupling constants and

cross-relaxation rates due to dipole-dipole interactionsprovide distance constraints

for MD simulations. For magnetic resonance experiments, accompagnying ab-initio

calculations have become standard for isolated molecules,10–12 and are becoming in-

creasingly popular also for the solid state,13–17as well as for liquids and solutions.

A particular case in point is the ab-initio simulation of structure and properties of

liquid water, where the dynamically fluctuating hydrogen bond network is the central

structural driving force. Important progress has been achieved in the direct simula-

tion of the molecular structure in the liquid phase,18,19 the understanding of its IR

spectrum,20,21 the Raman spectrum of ice,22 the NMR parameters in the liquid and

supercritical phases,23,24 and last not least the hydrogen bond network of water on

surfaces.25–27

Realistic molecular biological systems are extremely complex, both in structure

and dynamics – not to mention their functionality. In order to investigate such systems

with magnetic resonance methods, a great deal of knowledge regarding the relation-

ships between structure, atomistic dynamics and spectroscopic properties is crucial.28

This is particularly true if magnetic parameters such as chemical shifts or spin-spin

couplings4,5 are to be used as sources of information. Therefore, a clear validation
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of the signatures of condensed phase packing effects both inNMR experiment and in

quantum-chemical calculations is essential for a real understanding of complex sys-

tems. Such a validation is best done on systems which have known structures and a

limited complexity. Thus, we focus on packing effects (hydrogen bonding,π-stacking)

in crystals of small biologically relevant molecules, which we want to analyze with a

combined experimental and ab-initio approach.

In this work, we present computed NMR bulk shifts of L-Alanine, L-Tyrosine, L-

Histidine-hydrochloride-monohydrate, and Adenine-hydrochloride-monohydrate. We

analyze the contributions to the bulk shift from hydrogen bonding, π-stacking and

changes in the intramolecular structure. For one of the crystals, we replace the Cl−

ion with F− and Br− in order to study the the effect of the radius and electronegativity

of the anion. All spectra thus obtained are compared to fast (30kHz) magic-angle-

spinning (MAS) solid-state NMR experiments to validate theapproach.

2 Computational and experimental methods

It is well-known that for the reliable calculation of NMR parameters, in particular

for chemical shifts, the chemical environment of the considered atoms is of crucial

importance. Highly accurate electronic structure methodson the explicitely corre-

lated level of theory are available for the calculation of structure29,30 and magnetic

resonance properties,31,32 small molecular systems, but not for the condensed phase.

Density functional theory (DFT) represents a compromise between accuracy and com-

putational efficiency, and has been proven many times to yield good agreement with

experimental data. Although DFT based methods are sometimes erratic for particularly

difficult cases of electronic structure,33–36 they allow for a parameter-free prediction

of structural and spectroscopic properties in complex systems, well beyond isolated
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gas-phase molecules.10,11,17,37 In turn, the much less expensive implicit models for

solvation effects have been shown to have limits in the description of explicit hydro-

gen bonding.38 Therefore, we believe that the density functional theory approach is a

reasonable tool for obtaining the structural and spectroscopic information we need.

The recent advent of parallel supercomputers enables a routinely simulation of

crystalline and amorphous solids, liquids, and solutions from first principles.39 For

such systems, cluster models do not always yield satisfactory results, and even em-

bedded models seem to have a questionable accuracy. Therefore, we study our crys-

tals within a plane-wave-based DFT approach under periodicboundary conditions in

order to overcome the limits of cluster calculations. We usethe CPMD code40 with

Goedecker-type pseudopotentials,41,42the BLYP exchange-correlation functional,43,44

and a plane-wave cutoff of 70-90Ry depending on the atomic species present in the

crystals.

In all cases, crystallograpohic data was taken from the Cambridge Structural Database

(CSD)45 and subsequently relaxed within the computational setup described above,

keeping the crystal lattice fixed at the experimentally determined values. In particu-

lar, the position of hydrogen atoms changed significantly (up to about 0.15̊A), while

the bond distances for the heavier atoms changed only by small amounts. In view of

the experimental uncertainties – in particular for X-ray experiments dated from the

middle of the 20th century – we believe that it is justified to relax also the heavier

atoms, although this is an ongoing matter of debate.46 The NMR chemical shifts were

calculated fully from first principles in the optimized periodic crystal structure.47,48

The computed nuclear shieldings were referenced directly to computed shieldings of

tetramethylsilane. For a better comparison with experimental spectra, we convolute

the computed shift values with Gaussians, using a spread of∆=0.2ppm.

It is possible to perform direct ab-initio simulations of the effect of molecular mo-
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tion on magnetic resonance spectra.16 However, this requires a series of Car-Parrinello

molecular dynamics simulations and property calculationsfor each involved system,

which is beyond the scope of this work. Thus, we restrict ourselves to static observa-

tions of the molecular geometries in the condensed phase.

Solid-state MAS NMR experiments were performed on a Bruker DRX Avance

spectrometer operating at a Larmor frequency of 700.12MHz and using 2.5mm ro-

tors. Magic-angle spinning was applied at 30kHz to enhance spectral resolution. The

NMR resonances were referenced to the chemical shift of liquid water (such that

δliq(H2O)=4.8ppm).

3 Results and Discussion

3.1 L-Alanine

Alanine is the second smallest amino acid after Glycine. Itsstructure-determining

groups are the amino and carboxy-groups. In the crystal, thenitrogen is threefold

protonated and thus forms one strong and two weaker hydrogenbonds to neighboring

carbonyl-oxygens. In our static geometry optimization, wefound H· · · O distances

of 1.51Å, 1.84Å and 1.89̊A (see figure 1). The NH bond of the proton involved in

the strongest H-bond is elongated by as much as 0.05Å compared to the two other

hydrogens.

The experimental and computed1H NMR chemical shift spectra are shown in fig-

ure 2. In the static calculation, the asymmetry of the three NH3 protons is reflected

in very different NMR chemical shifts at 14.3, 6.4 and 5.6ppm, illustrating the high

sensitivity of the NMR line to the geometry of hydrogen bonds. In reality, the NH+

3

group is rotating, resulting in a single experimental NMR line for the amino protons

at 8.6ppm. About the same value (8.8ppm) is obtained when averaging the calcu-
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lated chemical shifts. The agreement with experiment is very good, especially for the

hydrogen-bonded protons. The only significant deviation ofabout 1ppm is obtained

for the CH proton.

Comparing to the NMR parameters of an isolated Alanine molecule in the same

conformation, this hydrogen bonding effect is even more pronounced. Using the same

computational setup, we found shifts changes of 7.9, 1.5 and0.5ppm, respectively.

A direct comparison to an optimized isolated molecule is more difficult because

the molecule tautomerizes into a regular NH2–. . . –COOH structure. Naturally, the

1H NMR chemical shifts of this geometry are very different from that in the crys-

talline state. The modeling of the structure in solution is in principle also possible, but

significantly exceeds the scope of this work. For solutions,a full ab-initio molecular-

dynamics simulation with subsequent NMR calculations of many individual confor-

mations is required. Further, the results would strongly depend on the chosen solvent.

For this reason, we only show the NMR signals of the NH2–. . . –COOH arrangement,

in which the carboxy-proton forms a hydrogen bond to the nitrogen (see figure 2).

3.2 L-Tyrosine

As in alanine, the protons in the amino group of tyrosine are strongly hydrogen bonded.

In our optimized geometry, one of them creates a bifurcated H-bond to a carbonyl and

a phenol oxygen, while the two remaining ones are H-bonded tocarbonyl oxygens.

Similarly, the phenolic OH is H-bonded to a carbonyl oxygen.

The amino protons are likely to rotate at ambient temperatures, which results in an

averaged chemical shift resonance. The strong hydrogen bonding is reflected in the

downfield chemical shifts 8.9 and 9.8ppm in the experimentaland 9.0 and 9.7ppm in

the computed spectra (see figure 4). The phenolic OH proton shows up as a shoulder

of the larger amino peak.
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With respect to alanin, the tyrosine molecule contains a phenol group instead of a

methyl (see figure 3). This additional group thus provides a further structural driving

force, namely delocalizedπ-electrons. The effect of this unpolar group can be seen in

the crystal packing, where phenylic and polar atoms arrangein a sheet-like topology.

However, the aromatic interactions are not strong enough toform columnar structures,

which are only seen in larger polyaromatic hydrocarbons.49 Instead, the somewhat

tilted configuration of the phenyl rings leads to an orientation of the aromatic protons

in the direction of neighboring rings.

This proximity yields several different upfield shifts of the alphatic and aromatic

protons. According to our calculated shifts, the followingassignment of the two ex-

perimental main peaks (at 4.6 and 6.6ppm) can be made: The aliphatic CH2 protons

(“C”) and the aromatic hydrogens close to the OH group (“F”, “G”) constitute the most

upfield resonance at 4.6ppm, while the two remaining aromatic protons (“E”, “H”) and

the CH hydrogen (“B”) are responsible for the more downfield one at 6.6ppm.

The agreement between experimental and computed shifts is very good for the

hydrogen-bonded protons, while the aromatic and aliphatichydrogens are somewhat

too upfield shifted in our calculated spectrum. This effect is due to the proximity of

these protons to the aromatic moieties. In our static conformation, no molecular and

atomic motion is taken into account, only the optimized geometry (corresponding to

a temperature T=0K) is used. The incorporation of such motion could significantly

weaken the through-space upfield shift of these packing effects, which would bring

the average shifts closer to the experimental values. Molecular dynamics could also

slightly weaken the hydrogen bonds of the amide groups, which would lead to less

downfield shifted proton peaks. As in the case of alanine, both effects, could only be

realistically described via a combined molecular dynamics/spectroscopy calculation.

The expected tendency, however, are readily seen in the computed NMR resonance
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lines for the isolated molecule in the crystal geometry, which are shown in the bottom

of figure 4. The aromatic protons converge at 5.5ppm, while the aliphatic ones return to

2.6 and 3.8ppm. This represents an aromatic upfield shift – asa purely intermolecular

through-space effect – of up to 4ppm due to crystallization,which is an unusually large

value. As discussed above, temperature effects weaken thisextreme displacement, but

it is still clearly visible in the experimental NMR spectrum.

As expected, the absence of intermolecular hydrogen bonding can also be seen

from the NH3 peak at about 5.5ppm and the phenolic OH at 4.7ppm. Upon condensa-

tion, they hence experience downfield shifts of 3.5-5ppm.

3.3 L-Histidine-hydrochloride-monohydrate

Histidine is a slightly more complex molecule than alanine,containing an additional

imidazole ring. The structure of its HCl·H2O modification in the crystalline phase is

shown in figure 5.

The experimental and calculated NMR chemical shift spectraare shown in figure 6.

The overall agreement is excellent, with the exception of the crystal water, where a

difference of about 1.4ppm is found. This discrepancy couldbe due to temperature

effects: At ambient temperature, the water protons will significantly oscillate, and

the whole water molecule will occasionally undergo 180-degree-flips. This increased

motion will weaken its hydrogen bonds, yielding an upfield chemical shift. Using a

computed dependence of about 6ppm/Å of the 1H NMR chemical shift for a water

dimer on the H· · ·O distance as an estimation, the observed 1.4ppm would correspond

to an effective increase of the average H· · ·O distance of about 0.23̊A between the

crystal water and the carboxyl oxygen. This seems a reasonable value for the difference

in temperature between experiment and calculation.

In the hydrochloride modification, both the imidazole and the amino nitrogens are
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protonated, with the COO− and Cl− as counterions. The imidazole protons form H-

bonds to carbonyl oxygens of 1.90Åand 1.58̊A length, respectively. The resulting

chemical shifts appear at unusually large values, at 11.6 and 16.16ppm.

For the NH3 protons, of which two are hydrogen bonded to a chlorine ion and

the remaining one to a water molecule, the NMR resonances show up at 7.3, 8.3 and

9.5ppm, respectively. This is about the same region as the alanine NH3 protons, but

the spread of the shifts is much smaller. Taking into accountthe size of the chlorine

ion, this can be explained by the more similar H-bond distances of 2.25̊Aand 2.17̊A

(H· · ·Cl) and 1.72̊A (H· · ·OH2).

A comparison to the isolated histidine molecule in the geometry found in the crystal

is shown in figure 6. The most striking feature is the downfieldshift of the imidazole

hydrogens in the condensed phase. While the proton with the weaker H-bond is shifted

by only 1.8ppm, the other proton experiences a downfield shift of about 6ppm. A more

subtle, but nevertheless very characteristic change is seen in the CH proton, which is

upfield shifted by 2.3ppm. This strong displacement can be explained by the vicinity

of its neighboring molecules: in the crystal structure, this hydrogen is located only

2.7Å above an imidazole ring of another molecule. For the NH3 peak, we observe a

crystallization shift of 3.1ppm, which is due to the hydrogen bonds.

We have further investigated the effect of the size of the anion on the hydrogen

shifts. To this purpose, we have replaced the Cl− by F− and Br−. Since we keep the

crystal lattice unchanged, this setup does not represent the physically correct system, in

which the lattice would be altered. However, we want to focuson the direct electronic

effect of such a substitution, and explicitly ignore its structural effect.

We have plotted the dependence of the chemical shifts of the two NH3 protons

pointing towards the anion as a function of the ionic radius50 of the latter in figure 7.

Surprisingly, the NMR line is predicted to movedownfieldwith increasing size of the
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ion – somewhat counterintuitive to the rule of thumb that a higher electron density at

the position of a nuclear spin causes a higher shielding (i.e. an upfield shift).

We believe that the reduced shielding for Br− may be due to the stronger repulsive

effect of the bromine electrons on those of the NH3 group – which would in turn

satisfy the rule of thumb. However, this explanation is highly speculative, and a full

investigation of this phenomenon is beyond the scope of thiswork. Also the structural

effect of the variation of the anion’s size has been ignored here. From our calculation,

we can only conclude that a bigger electronic cloud effectively reducesthe nuclear

shielding of a H-bonded proton.

An alternative view of this phenomenon can be based on the electronegativity dif-

ferences of the counterions. Tabulated values50 are approximately (negatively) propor-

tional to the ionic radius. An increased electronegativityin the series Br→Cl→F yields

almost linearly decreasing chemical shifts. This indicates that the more electronega-

tive anions donate less electronic density to the hydrogen bond, or in other words, they

pull stronger on the electronic density in the H· · ·X− region.

3.4 Adenine hydrochloride monohydrate

The last molecule of our study is adenine, which is a basic building block of nucleic

acids. A view on the crystal structure of adenine hydrochloride monohydrate is pre-

sented in figure 8. The crystalline packing is sheet-like, with a parallel arrangement

of the rings. However, they are not aligned in the conventional π−π-stacked arrange-

ment; instead, the layers are laterally displaced with respect to each other. The water

molecules and the Cl− anions are placed at interstitial positions, providing hydrogen

bond acceptors for the NH protons of adenine.

Since in this salt, the adenine molecule acquires the protonfrom the HCl, there are

four hydrogen bond donator sites (two NH and one NH2). The NH hydrogen of the
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six-ring is H-bonded to the crystal water, while the NH in thefive-ring is linked to the

Cl− anion. The NH2 protons finally are H-bonded to the unprotonated nitrogen inthe

five-ring and the Cl−, respectively.

The experimental and computed NMR spectra are shown in figure9. The agree-

ment between the theoretical and experimental resonances is generally good. The

chemical shift of the strongly hydrogen-bonded NH protons (“B” and “D”) are found

at about 13.5-14ppm. As seen in the comparison to the isolated molecule (also shown

in figure 9), this represents a strong downfield shift of 3.5-4.5ppm, which is character-

istic for the strong hydrogen bonds.

The hydrogens of the amino group appear at 8.7ppm, together with the aromatic

CH proton and the crystal water. This value is relatively large for an aromatic proton,

but can be explained by the positive charge carried by the six-ring. The amino hy-

drogens are shifted downfield by 2-3ppm with respect to the isolated molecule, which

indicates a weaker, yet clearly nonvanishing hydrogen bonding state. The surprisingly

strong shift for the water molecule – which would be at 4.8ppmin the liquid state –

actually compares very well to the (experimental and computed) value for crystalline

ice Ih,24 which is around 8ppm. This provides evidence for a very tightconfinement

of the crystal water, since large vibrational amplitudes would weaken the H-bonding

and bring the chemical shift closer to that of liquid water.

We have also optimized the geometry of the isolated molecule, keeping the charge

at +1. The calculated NMR spectrum of the resulting geometryis also shown in fig-

ure 9. The results reveal that there is an almost constant upfield shift of the whole

spectrum, mainly due to shortened covalent bonds with respect to the crystal geome-

try.
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4 Conclusions

We have presented an investigation of packing effects in strongly hydrogen-bonded

molecular crystals of amino acids using periodic first-principles calculations and solid-

state MAS NMR experiments.

The agreement of our first-principles calculations of NMR chemical shifts with

the corresponding experimental values is in general very good. This means that solid-

state1H NMRcombined with quantum chemical calculations can indeed be used to

yield valuable structural information of hydrogen-bondedsystems, including packing

effects.17 The largest deviations was found for the NMR chemical shift of the strongly

hydrogen bonded crystal water in the histidine system, where the ab-initio results are

off by about 1.4ppm. A similar discrepancy has been found previously by Yates et

al.46 for the HNMR chemical shift of a carboxylic acid dimer withinthe fluriprofen

crystal. In both cases, the calculations were done without considering atomic motion,

i.e. at zero temperature. Realistic calculations of NMR spectra and related properties

at finite temperature do exist,16,23,24,51but are still rare due to the computational cost

involved in such calculations.

Our combined computational and experimental study shows that already very sim-

ple model systems exhibit packing effects which are characteristic for much larger

biological and biomimetic systems.52,53 Their molecular building blocks feature hy-

drogen bonding and aromaticπ-stacking, which are clearly visible in the1H NMR

pattern, and much easier to study than the real target systems which are present in

nature.

Last not least, the direct benchmarking of computed magnetic resonance spec-

tra against experimental data shows to which degree property calculations from first

principles are capable of realizing the sometimes subtle details in real spectra. This is
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highly important in situations where the theoretical support regarding the interpretation

of spectroscopic data is needed, in particular when only little experimental expertise

exists from previous studies on similar and related systems.13,53 The growing impor-

tance of direct simulations of chemical processes and the increasing complexity of

today’s atomic structures in realistic systems will give rise to more of such combined

experimental/theoretical investigations. This holds also for other spectroscopic proper-

ties like EPR g-tensors, scalar spin-spin-couplings (J-couplings) or nuclear quadrupo-

lar coupling constants.12 In addition, further developments on the experimental side–

e.g. for resolution enhancement in NMR7 – will pave the way for substantially better

descriptions of the more and more complex disordered systems of modern chemistry.
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Figure 1: Structure of Alanine in the periodic crystal lattice. The NH· · · O hydrogen
bond distances are shown for one of the molecules (inÅngstroms).The labeling A-C
of the protons is introduced.
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Figure 2: Experimental solid-state MAS and computed first principles proton NMR
chemical shift spectra for Alanine in the condensed phase. Top: experimental spec-
trum; middle: computed spectrum in the fully periodic crystal; bottom: computed
spectrum of an isolated molecule in the crystalline molecular geometry and in the op-
timized geometry (see text). In the computed solid-state spectra, the CH3 and NH3

shifts have been averaged (see text). For the labeling see figure 1.
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Figure 3: Structure of Tyrosine in its periodic crystal lattice. The distances of some of
the aromatic protons to neighboring aromatic moities as well as NH· · ·O and OH· · ·O
hydrogen bond distances are shown for one of the molecules (in Ångstroms). The
labeling A-G of the protons is introduced.
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Figure 4: Experimental solid-state MAS and computed first principles proton NMR
chemical shift spectra for Tyrosine in the condensed phase.Top: experimental spec-
trum; middle: computed spectrum in the fully periodic crystal; bottom: computed
spectrum of an isolated molecule in the crystalline molecular geometry. In the com-
puted solid-state spectrum, the three NH3 proton chemical shifts have been averaged
(see text). For the labeling see figure 3.

23



Figure 5: Structure of crystalline Histidine-Cl-H2O. The NH· · · O hydrogen bond dis-
tances are shown for one of the molecules (inÅngstroms).The labeling A-G of the
protons is introduced.
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Figure 6: Experimental solid-state MAS and computed first principles proton NMR
chemical shift spectra for Histidine-Cl-H2O in the condensed phase. Top: experi-
mental spectrum; middle: computed spectrum in the fully periodic crystal; bottom:
computed spectrum of an isolated molecule in the crystalline molecular geometry.For
the labeling see figure 5.
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Figure 7: NMR chemical shift of the NH3 proton of histidine which is strongly H-
bonded to the halogenid, plotted as a function of the relative electronegativity of the
anion (taken from50).
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Figure 8: View on the periodic structure of the adenine hydrochloride monohydrate
crystal, with selected hydrogen bonds and their distances in Ångstroms. The labeling
A-E of the protons is introduced.
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Figure 9: Experimental solid-state MAS and computed first principles proton NMR
chemical shift spectra for Alanine in the condensed phase. Top: experimental spec-
trum; middle: computed spectrum in the fully periodic crystal; bottom: computed
spectrum of an isolated molecule in the crystalline molecular geometry. For the label-
ing see figure 8.
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High-resolution solid-state1H NMR under fast magic angle spinning is used for the first time to study proton
conductivity. The materials of interest, ethylene oxide tethered imidazole heterocycles (Imi-nEO), are
characterized by variable temperature experiments, as well as 2D homonuclear double quantum (DQ) NMR
and 2D exchange spectroscopy. Quantum chemical calculations provide a full assignment and understanding
of the1H chemical shifts, based on a single-crystal structure obtained for Imi-2EO. Three types of hydrogen-
bonded N-1H resonances are observed by1H MAS NMR at 30 kHz. Double quantum NMR experiments
identify those hydrogen-bonded protons that are mobile on the time scale of the experiment, and thereby,
those which are able to participate in charge transport. Characterized by their spin-spin relaxation (T2

/)
behavior, the local mobility of these protons as a function of temperature is compared to the conductivity of
the materials. Homonuclear1H 2D DQ MAS spectra provide evidence for locally ordered domains within all
the Imi-nEO materials. Disordered (mobile) and ordered components in Imi-2EO dramatically differ in their
1H spin-lattice relaxation times. 2D NOESY spectra show no evidence of chemical exchange processes
between the ordered and disordered domains. These results indicate that the highly ordered regions of the
materials do not (or only poorly) contribute to proton conductivity, which is rather taking place in the disordered
regions. Molecules in the disordered domains are in a state of dynamic or fluctuating hydrogen-bonding,
allowing for Grotthus mechanism proton transport, while molecules in the ordered domains do not experience
exchange, and do not participate in long-range proton conductivity. At the interface between these regimes
a small number of molecules undergo slow exchange. With increasing temperature, this exchange becomes
fast on the NMR time scale, and the final chemical shift of 12.5 ppm in Imi-5EO implies the persistence of
strongly and weakly hydrogen-bonded domains, which reorganize rapidly to support the proton transport
process.

1. Introduction

The quest for clean portable energy sources has focused in
the past decade on fuel cell technologies. In particular, the
successful development of polymer electrolyte membrane fuel
cells (PEM-FC) has garnered widespread interest in these types
of fuel cells as a clean source of energy, potentially viable for
automotive applications.1-3 Nevertheless, many hurdles remain,
in particular, meeting the demands placed on the proton
exchange membrane, which is traditionally a hydrated perfluo-
rosulfonic polymer. To gain more flexibility with respect to the
fuel source (ideally hydrogen gas, and alternatively other
hydrogen-rich fuels such as methanol) or the operating tem-
perature of the cell, and to avoid poisoning of the fuel cell
catalyst by CO,4 various alternatives have been proposed. These
include membrane modification with inorganic particles, com-
plexation of basic polymers with oxoacids, e.g., H3PO4,5 or the
replacement of water with alternative choices of proton solvents,
for example imidazole, pyrazole, or benzimidazole.6 The proton
conductivity remains high in polymers saturated with such
heterocycles; however, in a functioning fuel cell, which is an
open system, the operating temperature must still be maintained
below the boiling point of the solvent.

Motivated by this evaporation issue, a new class of materials
has been designed in which proton-conducting units are tethered
to a polymer backbone, yielding materials capable of operating
at intermediate temperatures. In such membranes, the mecha-
nism of proton transport must involve structural diffusion, also
known as the Grotthus mechanism, in which proton transfer
between heterocycles and their reorganization dominates the
proton conductivity. In hydrated polymers, by contrast, rapid
proton transport occurs via the hydrogen-bonded liquid water
network, i.e., by vehicle transport,6 which is not possible in the
tethered systems due to the immobilization of the heterocycles
within the membrane. The latter concept was recently demon-
strated for model compounds composed of heterocycles linked
pairwise to ethylene oxide oligomers.7,8 The chemical structure
of these Imi-nEO materials is shown in Figure 1. These model
compounds are of much smaller molecular weight than the
envisaged polymeric membrane materials, but their successful
synthesis and characterization demonstrated that the concept is
viable, and moreover, allowed for a thorough characterization
of these well-defined materials.

In this paper, we characterize the Imi-nEO materials by means
of high-resolution solid-state1H NMR spectroscopy, which
allows us to directly probe the protons as the nuclei responsible
for conduction- the ‘workhorse’ ions in these materials. A
comparison to the parent compound, pure imidazole, provides
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120, Fax: +49 6131 379 100, E-mail: spiess@mpip-mainz.mpg.de.
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confirmation of the processes observed in the Imi-nEO materials.
For imidazole, anisotropic conductivity has been reported and
attributed to the directional H-bonding in the crystalline
material.9 A recent15N solid-state NMR study of this material
concluded, however, that no reorientation of the imidazole rings
occurs, and that therefore the previous ideas concerning1H
conductivity in this material were poorly founded.10 Our results
provide a clearer picture of these controversial findings.

2 Methods

2.1. 1H NMR. Solid-state1H NMR spectroscopy exhibits
attractive features for studying proton conductivity. First, the
nuclei of interest can be observed directly in the NMR spectra
with excellent sensitivity and resolution, because the1H
chemical shift is indicative of the electronic environment of the
individual protons (in particular, the presence of hydrogen
bonds). Second, molecular mobility can be readily probed by
measuring the relative strength of the1H-1H dipolar interac-
tions, which are either present at full strength in rigid molecules
or reduced as a consequence of molecular motion occurring on
time scales of 10 to 100µs.13 To achieve spectral resolution in
solid-state1H NMR, magic angle spinning (MAS) is applied,
with the spinning frequency requirements depending on the
strength of the (residual)1H-1H dipolar interactions encountered
in the material.13 For rigid 1H systems, usually MAS frequencies
of 30 kHz are used.

Initial insight into the structure as well as into the nature of
the dipolar interactions present in the materials is provided by
variable temperature1H MAS spectra, providing a snapshot of
the number and comparative strength of the H-bonding interac-
tions present. In systems where local motion is fast on the NMR
time scale the spin-spin relaxation times (T2), as reflected in
the proton line widths,11,12 are related to the correlation time
for the local mobility in question, in this case, proton hopping.
Motional processes that are slow with respect to the NMR time
scale can be detected via a coalescence phenomenon involving
the resonances of the sites in slow exchange. These processes
are discussed in more detail in the results section. Saturation-
recovery experiments yielding longitudinal or spin-lattice
relaxation (T1) times further quantify the nature of the H-bonded
domains and the degrees of molecular mobility.

To investigate1H-1H dipole-dipole couplings more directly
and specifically, two alternative experimental approaches are
available, depending on the strengths of the dipolar interactions
in question. Strong couplings can be used for the generation of
dipolar double-quantum (DQ) coherences between pairs of
protons, whose signals can then be correlated with their
individual resonance signals (i.e., single-quantum, SQ, coher-
ences) in terms of a two-dimensional DQ spectrum.13 Weak
couplings, in contrast, tend to give rise to incoherent processes,
such as dipolar cross relaxation that forms the basis for NOE
experiments.14 Thus, exploiting either coherent (having a
nonzero time-averaged value) or incoherent (arising from the
time-dependent part of the interactions) dipolar phenomena, it
is possible to distinguish between signals arising from strongly
and weakly coupled nuclei, i.e., from rigid and mobile molecules
in the material. Consequently, we have applied DQ experiments

to select relatively rigid components, while simple 2D NOESY-
type exchange spectroscopy under MAS based on a three-pulse
sequence has been used to investigate the mobile parts as well
as potential interactions between mobile and rigid components.

1H-1H DQ MAS spectroscopy combines1H chemical-shift
resolution and information on1H-1H dipolar interactions by
employing dipolar recoupling pulse sequences (such as “back-
to-back”15) for DQ generation in conjunction with fast MAS
for 1H resolution enhancement.15,13 In such DQ spectra, the
observation of individual DQ signals implies the existence (or
persistence) of a dipole-dipole coupling,Dij, between the pair
of nuclei on the time scale of the experiment (typically 10 to
100 µs). Conversely, the absence of a DQ signal indicates a
lack of the respective dipole-dipole coupling (approximately
meaning thatDij/2π < 2 kHz), which can either be due to long
1H-1H distances (typically> 0.4 nm) in the structure or due
to molecular motions on time scales< 100 µs.

2.2. Molecular Dynamics and DFT-Based Calculations of
NMR Chemical Shifts. Quantum chemical calculations of the
1H chemical shift spectra of perfect single crystals of both
imidazole and Imi-2EO are presented which allow a full
assignment and interpretation of our experimental1H NMR data.
The calculations are based on a recently developed formalism
for NMR chemical shifts in periodic systems in the density
functional theory framework.16,17 This method is implemented
in CPMD (Car-Parrinello molecular dynamics),18,19a pseudo-
potential-based electronic structure program using a plane-wave
basis for the electronic orbitals. All calculations were done with
the BLYP gradient-corrected density functional20 and a plane-
wave cutoff of 70 Ry. The pseudopotentials were of Martins-
Trouiller type, in the Kleinman-Bylander form.21

For the ab initio calculation of NMR chemical shifts, it is
important to have very good local geometries of the system.
Initially, the ionic positions were taken from single crystal X-ray
spectra. Since the positions of the hydrogen atoms are difficult
to determine from X-ray scattering experiments, and also the
position of the heavy atoms is subject to a finite uncertainty, a
full geometry optimization was performed. All atoms were
relaxed, in a fully periodic prescription, until the ionic forces
decreased below 5× 10-4 atomic units. As expected, the heavy
atoms moved only slightly (<2 pm) with respect to their initial
X-ray determined coordinates, whereas the protons shifted their
positions significantly (up to 9 pm) during the optimization,
showing an increase in the distances between heavy atoms and
attached protons in all cases.

The calculations presented here are unique in two ways. First,
the molecules of interest represent a new family of proton-
conducting materials, first presented by Schuster et al. in 2001.7

Second, the methods developed by Sebastiani and Parrinello
give calculated values of the proton chemical shifts, which can
be used for direct comparison with the experimental results.
Many groups, however, are engaged in probing proton mobility
and hydrogen bonding using a variety of calculational methods.
In particular, imidazole and imidazole-based systems have
attracted a great deal of attention due their biological and
technological relevance. Mu¨nch et al. have reported preliminary
results of an investigation of imidazole reorientation using
CPMD calculations.22

3. Results and Discussion

Here we describe a series of experimental findings which,
when combined, provide a description the microscopic processes
that give rise to proton transport in the Imi-nEO materials. A
comparison of single pulse1H MAS spectra to double quantum

Figure 1. Chemical structure of the Imi-nEO compounds.
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filtered 1H spectra allows us to distinguish mobile and rigid
domains with different hydrogen bond characteristics. Variable
temperature1H MAS spectra are used to characterize the local
proton mobility via the observed line narrowing, which is
compared to the macroscopic conductivity measurements in
crystalline (Imi-1EO) and glassy (Imi-5EO) samples. Possible
exchange between mobile and rigid domains is probed via spin-
lattice relaxation, 2D exchange NMR, and1H chemical shifts
as a function of the temperature.

Crystalline Imi-2EO and imidazole are more thoroughly
studied, including DFT-based chemical shift calculations, to
fully assign the1H resonances of the ordered and disordered
domains.

3.1. 1H MAS and DQ Spectra of Imi-nEO. It is well-
established that the structures of materials in the solid state can
differ dramatically from solution conformations, and moreover,
that these differences have marked effects on the NMR spectra
of the materials.23 Such effects are particularly notable for
structures that include aromatic groups and hydrogen bonds,
whereπ-π packing effects and hydrogen-bonding arrangements
may be manifest exclusively in the solid state. Because1H
chemical shifts are very sensitive to hydrogen bonding and ring
current effects, high resolution1H MAS NMR is well suited to
detect such structural change.23 Due to the imidazole substitu-
ents, the Imi-nEO materials under investigation are capable of
exhibiting both these phenomena. Three1H NMR spectra of
Imi-1EO are shown in Figure 2: a solution-state spectrum, a
solid-state MAS spectrum obtained at 30 kHz MAS, and a 1D
DQ-filtered spectrum. Immediately apparent are the differences
between the N-H resonances observed in the region of
hydrogen-bonded protons, above 9 ppm. In dilute solution, a
single N-H resonance at 9 ppm is found (Figure 2a), indicating
very weak, if any, hydrogen bonding. In the solid-state, in
contrast, three N-H resonances occur, two of which are shifted
significantly downfield to 14.5 and 16 ppm. In principle, such
a change in resonance frequency is expected for molecules
forming multiple types of hydrogen bonds in the solid poly-
crystalline material.24 Two such low-field N-H peaks in the
range of 12 to 16 ppm are found for all Imi-nEO samples
investigated in this study. More remarkable, however, is the
comparison of the MAS and DQ-filtered spectra, because in
the latter, one of the three N-H resonances is eliminated by
the DQ-filtration procedure. Therefore, the resonance at 10 ppm
is attributed to “mobile” protons, whose dipolar interactions are
significantly reduced by molecular motions, while the reso-

nances at higher frequency (14.5 and 16 ppm) are assigned to
“rigid” protons involved in strong hydrogen bonds. This
interpretation is confirmed by quantum-chemical NMR shift
calculations based on single-crystal structural data (vida infra).
The resonance attributed to mobile N-H protons occurs at a
frequency much closer to that of the solution state N-H
resonance than the “rigid” N-H resonances, which suggests
that this proton is in a more “free” state of fluctuating hydrogen
bonding, as opposed to participating in a strong hydrogen bond.
Apart from this N-H resonance, the relatively narrow features
in the aromatic and aliphatic regions of the MAS spectrum
(Figure 2b) are also removed by the DQ filter (Figure 2c), while
the broader underlying features remain. It thus appears that the
mobile protons are associated with mobile molecules, whose
entire 1H signal is removed using the DQF experiment. The
Imi-1EO material therefore consists of, at least, two components
with significantly different motional properties.

Similar behavior is observed for all of the Imi-nEO materials
investigated in this study. Figure 3 provides the 1D1H spectra
of the Imi-nEO materials acquired under 30 kHz MAS. At
ambient temperature, the relative line width of the ethylene oxide
1H resonances decreases with increasing oligomer chain length.
This demonstrates the increasing mobility of the chains, as the
influence of the hydrogen-bonded imidazole rings is reduced
with a proportionally increased concentration of the ethylene
oxide. Congruent results were obtained from differential scan-
ning calorimetry (DSC) measurements, which showed that the
Tg decreases with increasingn.25 The presence of the “mobile”
resonance is found to be temperature dependent (vida infra),
but in all cases, when present, it is removed by the DQ sequence.
This illustrates that its mobility is maintained, even when small
concentrations of the mobile species are present. The time scale
of the DQ experiment used here is two rotor periods, or 66µs,
thus the local proton motion must occur at least that rapidly in
all cases.

3.2.1H MAS Variable Temperature Studies and Correla-
tion to Conductivity. To investigate the temperature depen-
dence of the hydrogen-bonded1H resonances, variable temper-
ature (VT) studies were carried out in the temperature range

Figure 2. Comparison of1H spectra of Imi-1EO (a) in solution, and
(b) in the solid-state, using single-pulse1H MAS, and (c) in the solid-
state, using a 1D double quantum filtered pulse sequence.

Figure 3. 1H MAS spectra of Imi-nEO: (a) Imi-0EO, (b) Imi-1EO,
(c) Imi-3EO, (d) Imi-5EO, acquired at 30 kHz spinning, and averaged
over 16 transients.
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280-410 K under MAS at 30 kHz (corrected from the bearing
gas temperature, to account for heating induced by high-speed
MAS).26 The VT 1H NMR spectra of Imi-1EO and Imi-5EO
are shown in Figures 4a and c, respectively. As expected, a
continuous narrowing of the resonance lines is observed as the
temperature is increased. For polycrystalline Imi-1EO (Tm )
425 K), the melted phase is not quite reached at 410 K, but
melting is clearly expected right above the range accessible with
our MAS NMR experiments. The melting process is ac-
companied by the disappearance of the signals of the strongly
hydrogen-bonded N-H protons at 14.5 and 16 ppm. The
presence of the third N-H resonance around 10 ppm is
temperature dependent, indicating that the mobility of the proton
is induced by temperature and that this mobile species is frozen
out at low temperatures. This effect was also observed for Imi-
0EO, in which case the mobile N-H proton signal did not
appear until 350 K, and subsequently increased in relative
intensity with increasing temperature.

Considering the temperature-dependent behavior of the N-H
resonance at 10 ppm in the polycrystalline material, Imi-1EO,
(Figure 4a), several trends are observed. First, the line narrows
with increasing temperature, and second, the chemical shift of
this proton resonance trends toward higher frequency with
increasing temperature, exhibiting an overall shift difference of
0.8 ppm between 330 and 410 K. The gradual shift and the
high-temperature limit of this resonance at 10.8 ppm indicate
the formation of a hydrogen-bonding network in the disordered,
mobile phase, since the respective signal occurs at only 9 ppm
in dilute solution. The intensity of the strongly hydrogen-bonded
N-H proton signals remains relatively unchanged betweenT)
290 andT ) 400 K, but is then reduced on going to the highest
temperature investigated (410 K). Although this is still below
the melting point at 425 K, molecular mobility already increases
in the material at this temperature and the line width of the
N-H resonance is subsequently reduced. This interpretation is
corroborated by the analogous study of Imi-5EO discussed
below, where the melting temperature falls within the range of
accessible temperatures. Closer examination of the N-H line
width reveals a linear temperature dependence of the spin-

spin relaxation time (characterized by the effective transverse
relaxation time, T2

/), as plotted versus 1/T in Figure 5a. The
observed N-H resonance therefore arises from molecules in
the fast exchange limit, such that the line shape is described by
a Lorentzian, centered atω, with ∆νfwhm ) 1/πT2

/. The fast
exchange limit is defined asτC < 10 - 7s, andΩ2 . ∆2, where
τC is the correlation time of the motion,Ω is the exchange rate
(τC ) 1/2Ω), and ∆ is the frequency difference between the
two sites undergoing exchange.27 To estimate the jump rate we
assume a simple two-site exchange process, with a maximum
∆ of 3.5 kHz, or 5 ppm (the difference between the solution
state N-1H resonance and the average strongly hydrogen-bonded
1H resonance frequencies), although we were unable to resolve
the slow-exchange limit due to the broadening and overlap of
the aromatic resonance at low temperature. The line narrowing
as a function of temperature for spins in fast exchange is
correlated with the exchange rate, or equivalently, the inverse
of the correlation time.

Accurately described by Arrhenius activation,

the behavior ofT2
/ as a function of temperature follows an

Arrhenius relation in the temperature range investigated. From
this relation of the correlation time to temperature, we obtain
an activation energy of 48 kJ/mol for proton mobility on a local
scale. The exchange rate,Ω, for this process increases by an
order of magnitude in the temperature range investigated here.

The temperature dependence of the conductivity in a poly-
crystalline pellet of Imi-1EO is also described by the Arrhenius
relation,

with σ, in S/cm replacingΩ, obtained from NMR. Conductivity
data for a pressed pellet of Imi-1EO is plotted in Figure 5b.

Figure 4. 1H variable temperature MAS spectra for (a) Imi-1EO and (c) Imi-5EO acquired at 30 kHz spinning, and averaged over 64 transients.
Expansions of the hydrogen-bonding regions for Imi-1EO and Imi-5EO are given in (b) and (d), respectively.

1
τC

∝ Ω ) 1

πT2
/

) Ωo exp(-
EA

RT) (1)

σ ) σo exp(-
EA

RT) (2)
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Such data represents a macroscopic measure of charge transport
in this polycrystalline material. A much higher activation energy
of 128 kJ/mol is obtained.

The Arrhenius-type temperature dependence of the micro-
scopic scale proton mobility exhibits the same trend as that
observed for the conductivity of Imi-1EO. That these processes
follow the Arrhenius relation is consistent with the polycrys-
talline nature of the Imi-1EO sample. The respective activation
energies, however, differ by roughly a factor of 3. This
difference in micro- and macroscopic activation energies for
proton mobility is addressed again below, where we determine
that only the disordered, mobile fraction of the samples
contributes to proton conductivity. The lower activation energy
determined for proton hopping within this fraction of the sample
is consistent with our picture of proton transport, which is facile
in the disordered, mobile domains, but inhibited in strongly
hydrogen-bonded domains. The significantly larger activation
energy for macroscopic proton transport in this polycrystalline
sample clearly demonstrates that processes in addition to the
local mobility described byT2 contribute to the conductivity
measurements. This gives rise to two intriguing questions. First,
what is the local exchange process detected by NMR, and
second, what additional processes influence macroscopic con-
ductivity?

In the case of the glassy material, Imi-5EO (Tg ) 249 K,Tm

) 341 K), more substantial changes in the VT1H MAS NMR
spectra, shown in Figure 4c, are observed. Here, the temperature
is varied initially in 10 degree steps, and then in fine increments
of 2 K between 326 and 350 K. This range covers the melting
process, which occurs at 341 K and is clearly indicated (i) by
the variation of the line widths of the aliphatic and aromatic
C-H resonances toward a final narrow limit and (ii ) by the
disappearance of the1H resonances at high frequency (at 13
and 15 ppm), assigned to strongly hydrogen-bonded protons.
Hence, strong hydrogen bonds are absent in the disordered
phase, but present at low temperature, regardless of the glassy
(Imi-5EO) or polycrystalline (Imi-1EO) nature of the material.
Furthermore, the low-field N-H resonances are affected neither

by the thermal history of the sample nor by the EO chain length
(indicated byn in Imi-nEO), because an analogous pair of
strongly hydrogen-bonded1H resonances has been observed for
all Imi-nEO materials. This indicates that the pure materials
achieve a local ordering of their H-bonds, irrespective of their
thermal history or their ethylene oxide chain length. At low
temperatures, the third resonance, assigned to the mobile proton
species, is broadened and disappears under the two high-
frequency N-H resonances of the glassy Imi-5EO. With
increasing temperatures, however, the resonance clearly emerges,
corresponding to the increasing degree of mobilization while
approaching the melting temperature. In principle, the same
behavior was observed for the polycrystalline Imi-1EO, though
spread over a broader temperature range. Interestingly, the
resonance of the mobile proton shifts again toward higher
frequency with increasing temperature, beginning at 11.5 ppm
and reaching a plateau at 12.5 ppm, at a temperature of 345 K.
The final shift of this resonance is higher than that observed in
solution, indicating again that a degree of hydrogen-bonding
character is retained in this phase, which can be envisaged as
mobile molecules that rapidly break and reform hydrogen bonds.
Such a mechanism is well known also from other liquid systems,
in particular liquid water.28 With respect to proton conduction,
this residual hydrogen bonding provides a means by which
structural diffusion may take place.

In Figure 5c, the spin-spin relaxation times of the weakly
hydrogen-bonded protons are plotted as a function of temper-
ature. The data are compared to the conductivity measurements
for this sample (Imi-5EO), shown in Figure 5d. In this case,
the conductivity is not described by an Arrhenius activated
process, but rather exhibits a Vogel-Fulcher-Tamman (VFT)-
type temperature dependence, indicating that segmental motion
plays a role in charge transport.3,7,29 This temperature depen-
dence is described by the following equation:

Figure 5. Comparison of temperature-dependent transverse relaxation behavior of mobile1H resonance, T2
/, and conductivity measurements. (a)

T2
/ data for polycrystalline Imi-1EO, plotted on twoy axes: the left axis corresponds to the squares, and the right axis to the circles. The right axis

is chosen for ease of comparison with the corresponding conductivity data, shown below in (b). (c) T2
/ data for glassy Imi-5EO and (d)

corresponding conductivity data. Activation energies were determined by fitting the data to Arrhenius functions, as described in the text.

σ ) AT exp(- B
T - To

) (3)
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in which the glass transition,To, is an empirically determined
factor, generallyTg+50 °C. This parameter takes into account
the cooperative motion of the chain segments that influence the
molecular-scale mobility. In the limited temperature range
accessible for our NMR experiments we observe an initial
narrowing of the line shape with increasing temperature,
followed by a plateau value, reached at high temperature, which
represents the inherent line width of this1H resonance, beyond
which point the line shape is no longer dominated by anisotropic
broadening that would be averaged by molecular motions.
Analysis of the initial slope using a simple Arrhenius relation
provides a rough estimate of the activation energy of ap-
proximately 60( 10 kJ/mol. In the narrow temperature range
accessible by NMR, the conductivity data is accurately estimated
by a linear Arrhenius function, with a corresponding activation
energy of 52( 5 kJ/mol. The determined energies for the
macroscopic proton transport and microscopic proton mobility
are in much closer agreement in this glassy sample; considering
the experimental accuracy, essentially identical. This points to
the conclusion that large, ordered domains significantly impede
long range proton transport in the polycrystalline material while
having less influence in the glassy material, where locally
ordered domains are presumed to be much smaller.

In answer to the first question posed, we assign the local
exchange process in the weakly hydrogen-bonded domains to
rapidly fluctuating hydrogen bonds among mobile molecules.
This assignment is supported both by the chemical shift of the
protons in these disordered domains, which is significantly
downfield relative to the solution state resonance, and by the
line narrowing as a function of temperature, which is consistent
with a fast exchange process. The trend of this N-H resonance
toward higher frequency with increasing temperature is, how-
ever, unaccounted for, and is inconsistent with a single fast
exchange process. In the case of a single fast exchange process
between a “free” and “bonded” state, above coalescence, the
chemical shift should tend to lower frequency, as the concentra-
tion of free molecules is favored by higher temperatures.30 The
fact that the opposite trend is observed in both Imi-1EO and
Imi-5EO necessitates a more thorough understanding of the
processes at play. We will probe this feature in more detail in
section 4.1.

Additional evidence that the Imi-nEO materials comprise a
mixture of ordered and disordered components was obtained
from a 13C study of Imi-3EO. In the imidazole rings, the two
(nonapical) carbons have inequivalent chemical shifts, because

only one of the two nitrogens is protonated.1H-13C cross-
polarization (CP) MAS as well as conventional single-pulse
MAS spectra were recorded (Figure 6). The CP MAS technique
requires1H-13C dipolar interactions to persist in order for the
polarization transfer from the protons to the carbons to occur.
Thus, the signal of ordered molecules dominates in the CP MAS
spectra and, as expected from the molecular structure, a pair of
resonances was observed at 117 and 127 ppm. Standard single-
pulse 13C NMR spectra, in contrast, gave rise to a single
resonance in the aromatic region at 122 ppm, which represents
the average resonance frequency of the signals at 117 and 127
ppm. This coalescence phenomenon is due to a rapid reorienta-
tion of the imidazole rings taking place in the disordered
component of the sample. In the single-pulse spectra, the13C
signal of the rigid component is suppressed due to its unfavor-
ably long spin-lattice relaxation time.

The 1D 13C and1H NMR spectra indicate the presence of
both rigid, ordered and mobile, disordered domains, and the
1H line shapes of the mobile protons can be correlated with the
conductivity measurements. No evidence is yet available to
indicate whether the ordered domains participate in charge
transport. This fundamental question refers back to the issue of
charge transport in crystalline imidazole, and it is therefore
highly relevant. We address this possibility later using 2D NMR
measurements.

3.3. Studies of Crystalline Imi-2EO.To establish a thorough
understanding of solid-state1H MAS NMR spectra of proton
conductors and to provide a basis for the investigations, we
proceed with the assignment and a more detailed interpretation
of the spectra recorded on a crystalline sample of Imi-2EO. This
particular material was chosen because it is the only one among
the Imi-nEO samples where a single crystal could be success-
fully prepared and studied by X-ray diffraction. Figure 7
schematically depicts the critical features of the crystal structure,
together with an excerpt from the crystal structure, showing two
pairs of Imi-2EO molecules. Crystalline Imi-2EO is composed
of pairs of molecules, linked to each other and to other pairs
via N-H-N hydrogen bonds. Correspondingly, two types of
hydrogen-bonding protons are identified, namely intrapair and
interpair protons. By comparing the experimental1H MAS
spectrum of crystalline Imi-2EO (shown in Figure 8a) to a
calculated1H spectrum based on the crystal structure (Figure
8c), these two types of protons are assigned to the pair of low
field 1H NMR resonances occurring in this sample at shifts of
16.4 and 15.0 ppm. The calculation was performed after a

Figure 6. Imi-3EO (a) 13C 1D MAS and (b)1H-13C CP-MAS: contact time) 3 ms, spinning speed) 30 kHz. Peak positions of basal13C
resonances are marked with asterisks- the motionally averaged position observed in (a), and the two resolved resonances, observed for rigid
molecules in (b).
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geometry optimization of the atomic positions using a simulated
annealing technique within a Car-Parrinello molecular dynam-
ics simulation. The subsequent chemical shift calculations were
done using these relaxed geometries, maintaining the full
periodic structure.

Calculations were performed in two ways, namely with all
atoms of the fully relaxed crystal, and with only protons fully
relaxed, which gave rise to chemical shifts that agree up to a
maximum difference of 0.5 ppm. In addition to the resonance
assignments, the simulated spectrum provides many detailed
insights into the correlation between molecular structure and
the 1H spectrum. The differences between the chemical shifts
of the strongly hydrogen-bonded protons, for example, are

attributed to the differing N-H distances for the two interactions
(N-Nintra ) 2.83 Å and N-Ninter ) 2.87 Å) with the shorter
distance corresponding to the higher frequency1H resonance.
Furthermore, the broad resonances at high field in the experi-
mental spectrum are also present in the calculated spectrum and
arise from protons on the ethylene oxide backbone which
experience ring-current effects due to their orientation with
respect to the imidazole rings. This effect has been observed
before in aromatic systems, for example hexabenzocorenenes,31

and molecular tweezers.32 Table 1 classifies the experimental
and calculated1H chemical shifts for solid Imi-2EO, according
to their positions in the Imi-2EO molecule as indicated in Figure
7a, and in their 3D packing geometry. Also, the absence of any

Figure 7. (a) Molecular structure of paired Imi-2EO molecules and (b) segment of crystal structure of Imi-2EO. Labels are placed in crystal
structure to depict the positions of the protons according to the assignments determined from the CPMD-DFT calculations of the1H resonance
frequencies.

Figure 8. Experimental and calculated1H NMR spectra of Imi-2EO (a-d) and imidazole (e-h). Panels (a, e) give1H MAS spectra at 30 kHz
MAS, 60 s and 5400 s recycle delays, respectively. Panels (b, f) give experimental1H MAS spectra at 30 kHz MAS, 3 s recycle delays. Panels (c,
g) give CPMD-DFT calculated1H NMR spectra for periodic structures, and panels (d, h) give CPMD-DFT calculated1H NMR spectra for single
molecules.
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1H resonance in the region of 9-12 ppm in the computed perfect
single crystal confirms the conclusion that this resonance in the
experimental spectrum arises from disordered, mobile protons.
The X-ray structure was collected at low temperature (120 K),
where any motion would be frozen out. A comparison to the
calculated1H spectrum of a single molecule of Imi-2EO in the
gas phase (Figure 8d) clearly demonstrates that the resonance
of the mobile protons occurs at an intermediate chemical shift
consistent with the persistence of weak, fluctuating H-bonds in
the disordered mobile phase.

In the following sections we demonstrate that this hydrogen-
bonding motif is recurrent among the various Imi-nEO materials.
The pattern is characterized structurally by linked pairs of Imi-
EO molecules, associated through intrapair and interpair hy-
drogen bonds between the imidazole rings, and spectroscopically
by pairs of high-frequency1H NMR resonances.

3.4. Relaxation Behavior: Imi-nEO and Imidazole. For
Imi-2EO, Imi-5EO, and imidazole itself, a dramatic difference
between the spin-lattice relaxation behavior of the ordered and
disordered components was observed. Shown in Figure 8a and
8b are experimental single-pulse1H spectra of crystalline Imi-
2EO, averaged over 16 transients, with recycle delays of 3 and
60 s. A saturation recovery experiment at 330 K yielded T1

values of 0.75 and 140 s for the mobile and rigid component of
Imi-2EO, respectively. The spin-lattice relaxation times in a
typical glassy sample of Imi-5EO also differ greatly between
the ordered and disordered components. This was quantified
for a sample that had been thermally tempered in the same
manner as that used to prepare the materials for conductivity
studies, namely heating into the melt state, and then cooling at
a rate of approximately 1 K/min. While this treatment did not
result in a crystallization process that was detectable via DSC,25

nevertheless, strongly hydrogen bonded moieties are formed,
as identified by their distinctive1H chemical shifts. Spin-lattice
relaxation times of 0.7 and 25 s were determined for the mobile
and rigid components, respectively. Using these values to
calculate the corrected relative intensities, it is found that only
a small portion of the materials exist in the free or mobile state
at 330 K. The relative proportions are 5% disordered, 95%
ordered in Imi-1EO and 10% disordered, 90% ordered in Imi-
5EO at ambient temperature. As is clear from the variable
temperature1H NMR data, this ratio is strongly temperature
dependent. This can be seen from the dramatic change in relative

populations of mobile and rigid components induced by a
temperature increase. In Imi-5EO, assuming a negligible change
in T1, following equilibration after a small temperature change
of two degrees, 62% of the molecules are disordered.

In a parallel study of imidazole itself, it was established that
a high purity sample, packed in an inert atmosphere, and
measured at 330 K (significantly below the melting point of
363 K), comprised both mobile, or disordered and ordered
components, as well. These disordered and ordered components
are similarly characterized by differing1H(N) chemical shifts
and differing spin-lattice relaxation times. Figures 8e and 8f
show the1H spectra for two recycle delays, of 1.5 and 5400 s.
A comparison of the calculated spectra of a periodic structure
based on the imidazole crystalline lattice versus a single
imidazole molecule (Figure 8g and 8h respectively) supports
this finding.17 The percentage of the disordered component is
more substantial in this sample at ambient temperature (18%),
and the T1 values are similarly disparate, with a rapid relaxation
time of 0.5 s for the disordered component, compared to an
extremely slow relaxation time with a minimum value of 90 s
for the ordered component.

This T1 data for crystalline imidazole sheds light on the results
of a previous15N 2D exchange NMR study, in which a lack of
reorientation of the imidazole rings was observed. This observa-
tion led to the conclusion that proton conductivity could not
take place via the broadly purported Grotthus mechanism, since
the rings do not reorient on a time scale of up to several
seconds.10 However, the cross polarization pulse sequence
employed necessarily selected only ordered molecules capable
of transferring magnetization from1H to 15N via a sustained
dipolar coupling. As we have demonstrated in the Imi-nEO and
other samples, the dipolar couplings of the disordered, mobile
molecules are averaged on the time scale of a cross polarization
or a double quantum filtering sequence. Thus, by their nature,
the experiments chosen did not lend themselves to successful
observation of proton conductivity in imidazole. Our1H spin-
lattice relaxation data together with preliminary15N direct
detection experiments demonstrate that mobile species, most
likely defects present in the crystalline material, must be invoked
to account for the unusual conductivity of these materials. Proof
of the nature of the interaction between the ordered and
disordered domains has been elusive, primarily due to their

TABLE 1: Comparison of Calculated and Experimental 1H Chemical Shifts in Crystalline Imi-2EO, Assigned According to the
3D Packing Geometry, and Labelled as In Figure 7

proton description calcd1H shift (ppm) expt.1H shift (ppm)

H-bonded intrapair N-H ‚‚‚N 16.5 16.0
H-bonded interpair N-H ‚‚‚N 15.0 14.7
Aromatic protons 6.0-6.7 7.1
Ethylene-oxide protons

1 Bonded to first carbon after the
imidazole ring with intrapair H-bond
and in-plane with the ring

5 4.2

2 Bonded to first carbon after either imidazole
ring, pointing “away” from molecule

4 } 3.0-4.0
3 Bonded to first carbon after the imidazole ring

with inter-pair H-bond, in-plane with the ring
3.3

4 Bonded to second carbon after the imidazole ring
in-plane with the ring and pointing in the same direction
as the NH of that ring

3.3

5 Bonded to third carbon after the imidazole ring,
pointing into the partner molecule’s ring,
but not exactly centered relative to that other ring

1.0 } 1.0 and 0.0-1.0 (broad)6 Bonded to third carbon after the imidazole ring,
pointing into a ring of the other dimer. The proton is
locateddirectly in the center of the ring

0.0
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disparate spin-lattice relaxation times; however, further15N
studies together with calculations are ongoing.

An early study of charge transport in crystalline imidazole
established that anisotropic conductivity is observed. In a large
single crystal of imidazole a conductivity of 10-11 S/cm was
measured in thec direction, parallel to the hydrogen-bonding
direction, which is a factor of 103 greater than the conductivity
measured in the orthogonal directions. Therefore, this anisotropic
conductivity has been attributed to the Grotthus mechanism of
charge transport, with the rate limiting step being the ring
reorientation. While the observed conductivity is indeed aniso-
tropic, the absolute value of the conductivity is very low and
could plausibly be attributed to defects that migrate through
the structure along the hydrogen bonded network. A significantly
higher macroscopic conductivity of 10-6 S/cm at the equivalent
temperature is achieved in a polycrystalline pressed pellet
sample.9,29 Recalling that the conductivity is related to the
number of charge carriers (n), their charge (q), and their mobility
(µ),

and surmising that the number of charge carriers is directly
related to the number of defects, this discrepancy between the
conductivity of a single crystal compared to a polycrystalline
sample confirms the hypothesis that defects facilitate the charge
transport.

3.5. 2D DQ NMR Spectra: Evidence for Local Order in
Imi- nEO Samples.The strongly hydrogen-bonded portions of
crystalline or glassy samples, of the Imi-nEO materials can be
selectively investigated using1H-1H DQ NMR spectroscopy,
since the generation of dipolar DQ coherences requires the
existence (or persistence) of relatively strong1H-1H dipole-
dipole couplings. Such DQ spectra are shown in Figure 9 for
three Imi-nEO materials (n ) 1, 2, 5). The dominant features
in the upper right corners of these spectra arise from the dipolar
couplings among the CH2 groups of the ethylene oxide units,
and therefore provide little relevant information. The relative
intensity of this region increases in the sequencen ) 1, 2, 5,
corresponding to the increasing length of the EO bridge. The
lower left corner of the DQ spectra sheds light onto the hydrogen
bonds formed by the Imi-nEO molecules. The absence of peaks
along the diagonal at the N-H resonance (i.e., between 12 and
16 ppm in the SQ dimension, and between 24 and 32 ppm in
the DQ dimension) indicates that the strongly hydrogen-bonding
NH protons are not close in space to each other in any of the
materials. Rather, these two types of NH protons only show
DQ signals with aromatic CH protons (between 17 and 23 ppm
in the DQ dimension), which are clearly expected due to the
proton-proton distance of 0.25 nm at the imidazole ring. In
addition, there are no DQ signals indicating spatial proximities
between NH protons and the protons of the EO linking chain.
These observations confirm that, within this family of materials,
the imidazole rings form a hydrogen-bonded structure that is
based on single and spatially separated N-H‚‚‚N bridges, as
found in the crystal structure of Imi-2EO and shown schemati-
cally in Figure 7. The NH protons of the imidazole rings do
not interact closely with the EO linker units, but rather form a
hydrogen-bonded structure among themselves. These structural
features are clearly evident in the crystal structure of Imi-2EO,33

which strongly supports the interpretation of the DQ spectra.
Since all DQ spectra acquired for the other Imi-nEO samples
(n ) 0, 1, 3, 5) exhibit the same principal features, although no
crystal structures are available, the same basic structure can be
assumed. This demonstrates that, even in the absence of long-

range order in glassy Imi-nEO materials, the highly ordered
arrangement of hydrogen bonds is adopted as a local structure
in short-range ordered domains. Such local order is already
evidenced in the1H NMR spectra of all of the samples studied,
in which the presence of a pair of resonances at high frequency
is observed that is assigned to the strongly H-bonded protons.

3.6. 2D Exchange Spectroscopy.After an investigation of
the structure of the strongly hydrogen-bonded crystalline
components using dipolar DQ NMR, we now turn to a more
general experiment which probes both the ordered and disor-
dered mobile components, and possible interactions between
the two. Here we apply the straightforward three-pulse1H-1H
exchange experiment.14 For Imi-2EO at 330 K, such a 2D
exchange spectrum with a mixing time of 50 ms, shown in
Figure 10, exhibits various off-diagonal peaks. None of these,
however, can be attributed to exchange processes occurring
between the ordered and the disordered portions of the material;
rather, the contacts are restricted to the ordered or disordered
portions, respectively. This demonstrates that there is minimal
contact between the two components of the material, and is
consistent with the vastly differing T1 relaxation times estab-
lished for these components.

Focusing on the disordered portions, the1H-1H exchange
spectrum shows a number of cross-peaks among the protons of
the EO chain, the imidazole CH proton and, most importantly,
the “mobile” NH proton at 10 ppm. The low-field resonances
of the strongly hydrogen-bonding NH protons as well as the
resonance at 0.5 ppm, which has been assigned to a proton

σ ) nqµ (4)

Figure 9. 2D Double quantum filtered spectra of (a) Imi-1EO at RT,
(b) Imi-2EO at 250 K, and (c) Imi-5EO at 250 K.
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within the ordered domains, that experience a markedπ-electron
high-field shift (Table 1) do not take part in the exchange with
the protons belonging to the disordered portions. The involve-
ment of the weakly hydrogen-bonded NH protons (while the
strongly hydrogen-bonded NH protons are excluded) and the
relatively narrow line widths confirm the assignment of the
resonances to the disordered, mobile portion of the material.
Note that the relatively narrow lines can be clearly distinguished
from the broader signals of the ordered portions, which lie
underneath the narrow peaks in the EO and CH resonance
region.

The build-up of cross-peak intensity (IAB) for dipolar-driven
contacts is described by the following equation, whereRC

denotes the rate of cross-relaxation andRL denotes the leakage
rate according to the terminology of Ernst, Bodenhausen, and
Wokaun.14

We neglectRL in our analysis, andRC is defined as

where Dij is the dipolar coupling constant andτC is the
correlation time for molecular motion, or tumbling, and is related
to the correlation described by the transverse relaxation times.
This correlation time for molecular tumbling,τC for mobile Imi-
2EO molecules at 335 K, is determined to be approximately 30
ns and is therefore in the slow motion regime relative to the
inverse Larmor frequency of 1.43 ns. Nevertheless, this is rapid
compared to inverse dipolar frequencies and again indicates their
high degree of local mobility.

The contacts between the disordered NH and the EO protons
have significant structural implications, as they are not found
in the ordered portions. Hence, the signals indicate that the
disordered molecules have “slipped” out of the crystalline lattice,
and are now able to interact with the ethylene oxide moieties.
Since these molecules have been proposed to be the ones active
in the proton conduction mechanism, their interactions are the
most intriguing in this study. The lack of interaction between
the ordered and disordered protons in the 2D exchange protons
was observed for all mixing times utilized [10µs - 1 s]. Our
interpretation of these results is that molecules that exhibit local
or long range order, as indicated by their NH resonances and
DQF signals, are not able to participate in proton transport, and
that very few molecules, at the interfaces between the ordered
and disordered domains, are able to participate in exchange but

are not observed due to their low relative concentration. This
model is further developed in section 4.1.

4. Model of Proton Conductivity

4.1. At the Microscopic Level. In this section we bring
together the key finding of this study and develop a model for
describing proton mobility in the Imi-nEO family. This model
and the accompanying exchange processes are shown schemati-
cally in Figure 11.

The resonance of the weakly hydrogen-bonded protons in both
Imi-1EO and Imi-5EO was found to narrow with increasing
temperature, consistent with a fast motional process. The
disordered portion of the material can be viewed as a bath of
molecules that rapidly break and reform their hydrogen bonds.
This fast motional process, with a rate constant ofk1, results in
an averaged chemical shift,νAV, between the “free” resonance
frequency,νF, and the “hydrogen-bonded” frequency,νH. The
value ofνF is taken from the calculated spectrum (9 ppm) of a
free molecule in the gas phase, while the value ofνH is ill-
defined but cannot be larger that of a strong hydrogen bond at
15 ppm. From this information we can calculate the relative
concentration of the two species in the fast exchange domains,
according to12

wherenH andnF represent the concentration of bonded and free
molecules, respectively, and the sum of (nH + nF) ) 1. At 330
K this results in a rationH/nF ) 1/6. Since the value ofνH is
likely overestimated in this description, because the hydrogen
bonding strength is certainly weaker than in the ordered
domains, the ratio represents the minimum number of bonded
molecules. Nevertheless, the presence of hydrogen bonds in this
disordered phase is consistent with a Grotthus mechanism in
proton transport in this phase, which is supported by the local
mobility of the molecules. As yet, we have included only the
line narrowing phenomena in our model. Now we turn to the
interaction between ordered and disordered domains.

For both Imi-1EO and Imi-5EO, a trend toward higher
chemical shift values is observed for the weakly hydrogen-
bonded protons with increasing temperature. The chemical shifts
of the all NH resonances in Imi-5EO as a function of
temperature are shown in Figure 12a. The chemical shift of the
weakly hydrogen-bonded NH resonance trends smoothly to
higher frequency with increasing temperature, and in Imi-5EO
a plateau is reached once the sample is molten. The chemical
shift at this plateau, of 12.5 ppm, is equal to the weighted
average of the two strongly and one weakly hydrogen-bonded
resonances, as also plotted in Figure 12a. In Imi-1EO, the
chemical shift changes more slowly and the plateau value is
not reached within the temperature range sampled. Nevertheless,
we infer that a similar pretransitional process is taking place,
with a temperature offset relative to Imi-5EO of approximately
70 degrees. As mentioned in section 2.2, this change of the
chemical shift cannot be explained by a single, fast exchange
process between two species, since the trend is in the opposite
direction to that predicted by such a model. We interpret this
result, therefore, as evidence for aslowexchange process, which
occurs at grain boundaries between ordered and disordered
regions and involves a very small fraction of the sample, i.e.,
that at the interfaces. We furthermore note a qualitative
correlation between the relative intensity of the mobile1H
resonance, as well as its tendency toward higher chemical shift
value, and the corresponding increase in conductivity with

Figure 10. 2D 1H exchange spectrum of Imi-2EO for mixing time of
50 ms.

IAB(τm) ) IBA(τm) ) -
M0

2
W(1 - e-RCτm)e-RLτm (5)

RC ) 1
5

Dij
2 τc (6)

νAV ) nHνH + nFνF (7)
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increasing temperature, found in both Imi-1EO and Imi-5EO.
Therefore, it appears that the intensity of the disordered fraction
can be taken as a qualitative estimate of the number of charge
carriers present in the material. The slow exchange process, (i.e.,
exchange prior to coalescence) is typically described by shift
effects, associated with line broadening, as a function of

temperature, which ultimately results in coalescence, and the
onset of fast exchange. The effect on the line-shape is obscured
by the dominant line narrowing effect in the more prominent
fast exchanging regimes. Nevertheless, the position of this
resonance is correlated with the slow exchange process, ac-
cording to the following equation.12

Here,g(ν) is the calculated line shape as a function of frequency,
τA is the lifetime in seconds, andνS and νW represent the
strongly and weakly hydrogen-bonded1H resonance frequencies,
respectively. In Figure 12b we have plotted the changing
position of the peak maximum obtained by evaluating the
derivative of g(ν) at g(ν)′ ) 0 in the calculated coalescing line
shapes, g(ν), for a series of exchange rates,k ) 1/τA, spanning
the coalescence process from slow exchange to fast exchange.
The relative change in the experimentally observed chemical
shift, as a function of temperature, is overlaid on the calculated
peak positions. The maximum change in peak position of just
more than 1.0 ppm corresponds to a change in the exchange
rate,τA, of 1 order of magnitude. The fit of the experimental
data corresponds to an activation energy of approximately 55
( 10 kJ/mol. The concentration of ordered molecules undergo-
ing exchange is assumed to be significantly smaller than the
total number of ordered molecules at low temperature, consistent
with the lack of cross-peaks between these domains in the 2D
NOESY spectra. The relative concentration increases with
increasing temperature, as the grain boundaries infringe on the
ordered domains, as indicated in Figure 11b. Therefore, we
assign the slow exchange process, and the associated energy,
to that required for the strongly hydrogen-bonded molecules to
break free of their ordered domains into the disordered, regions.
The final chemical shift of these disordered domains implies
the continued coexistence of both strongly and weakly hydrogen
bonded species, in rapid exchange. We note that these studies

Figure 11. (a) Pictorial representation of proposed exchange processes, described by two rate constants,k1 andk2, and three chemical shifts (νS,
νW, νF) and concentrations (nS, nW, nF). Strong H-bonds represented by solid purple ellipses, and fluctuating H-bonds represented by shaded ellipses.
(b) Visualization of (i) ordered domains (blue) in which no exchange occurs found at low temperature, (ii) disordered domains in fast exchange
(green) separated by interfaces (purple) at which slow exchange is proposed to occur at intermediate temperature, and (iii) bath of mobile molecules
(green) with rapidly breaking and reforming H-bonds, found at high temperature.

Figure 12. (a) Chemical shift of mobile N-H resonances in Imi-5EO
plotted as a function of the sample temperature. Squares and circles
represent the chemical shifts of the two strongly hydrogen-bonded NH
resonances, triangles represent the mobile NH resonance, and X’s
represent the weighted average chemical shift. The solid line is included
as a guide for the eye and indicates that the chemical shift of the weakly
hydrogen-bonded resonance trends toward the constant weighted
average as coalescence occurs. (b) Relative change in chemical shift
of peak maximum for coalescing resonances as a function of the
temperature. Calculated data are shown as solid line and experimental
data are represented by black squares. Data are fit to an activated
exchange process, with an activation energy of 55( 10 kJ/mol.

g(ν) )
2τA(νS - νW)2

[ν - (1/2)(νS + νW)]2 + π2 τA
2(ν - νS)

2(ν - νW)2

(8)
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do not allow us to distinguish two possible processes active
within the weakly hydrogen-bonded, disordered regions. First,
the observed fast exchange process could represent solely rapid
proton motion within and among the fluctuating hydrogen bonds,
or second, a longer length scale rapid reorganization of the
ordered and disordered domains could be occurring. The nature
and length scale of any possible structural reorganization have
not yet been identified.

4.2. Comparing the Microscopic Picture with Macroscopic
Properties. We have presented a model for the microscopic
processes that govern proton conductivity in Imi-nEO materials.
Now, returning to the known trends in charge transport, we
check the consistency of the model with those data and with
other known properties of the materials. Considering Imi-1EO,
a polycrystalline material with strongly temperature-dependent
proton conductivity (EA ) 128 kJ/mol), we find that the local
proton mobility described by NMR significantly underestimates
the activation energy for charge transport. Therefore, to ac-
curately describe charge transport on the microscopic scale, a
second process must be invoked. In answer to the second
question posed above in section 2.2, we have identified a
secondary process which may account for this discrepancy. If
we include the influence of large, ordered domains, which do
not participate in long-range charge transport, we can justify
the large activation energy of charge transport in this sample.

Imi-5EO, in contrast, is a disordered sample, with a glass
transition temperature and a much more weakly temperature
dependent proton conductivity. At first inspection, it appears
that because the activation energies determined by NMR and
conductivity are comparable with the given error margins, no
secondary process need be considered in this case. However,
analysis of all the available data, and in particular the chemical
shift of the weakly hydrogen-bonded resonance, indicated that
indeed a second pretransitional process is active. Imi-5EO is a
glassy sample, with comparatively small locally ordered do-
mains, therefore long range proton mobility is influenced to a
much lesser extent by the presence of these locally ordered
domains, and the similar activation energies for local and long-
range proton mobility are consistent with the nature of the
material. Within the temperature ranges investigated, the
conductivity of Imi-1EO changes by several orders of magni-
tude, whereas that of Imi-5EO changes by less than 1 order of
magnitude, again supporting our interpretation that the secondary
reorganizational process is more influential in the crystalline
material. The details of the conductivity studies are discussed
elsewhere;7 however, for completeness we note that the
maximum conductivity achieved at high temperature is greater
in Imi-1EO than in Imi-5EO due to the higher relative
concentration of imidazole moieties, which are able to act as
charge carriers.

As a general comment on the comparison between NMR and
conductivity measurements, we note here several important
features that made this study challenging. First, conductivity
measurements are able to detect a much broader range of time
scales of molecular motion, and in particular, detect extremely
small fraction of particles participating in charge transport.
NMR, however, is less sensitive, and a significant fraction of
molecules must participate in order for successful experimental
observation. This fact prevented the observation of a cross-peak
between ordered and disordered NH resonances in the 2D
NOESY experiments. Nevertheless, the rate of the exchange is
slow on the NMR time scale in the pristine samples, thus it
was detected through the coalescence process, which caused
the changing chemical shift.

4.3. The Effect of Doping with Acid. Doping Imi-nEO
materials with small amounts of triflic acid has been shown to
enhance the conductivity of these materials by providing an
excess of protons.7 Our preliminary1H NMR studies of Imi-
2EO doped with 5-10% triflic acid show a single narrow NH
resonance, with a chemical shift of 12.5 ppm. The behavior is
unchanged, as compared to the pristine materials, apart from
the appearance of an averaged NH resonance at ambient
temperature. The chemical shift of this resonance is similar to
the averaged chemical shift in the pristine materials, achieved
following the coalescence process. We therefore infer that the
proton mobility is increased by doping, such that exchange
occurs in the fast motional regime. The primary effect is not a
structural change, but possibly a change in the rate of proton
mobility. Such an effect of increasing the rate of exchange by
changing the pH is known from the influence of a small pH
change on the conductivity of H2O, where the question of the
number of charge carriers is also critical.28,34Our detailed studies
of the pristine materials form a good basis for continuing studies
of these doped materials, in which the time scale of proton
mobility is comparable to that required in a viable proton-
conducting membrane.

5. Conclusions

We have shown for the first time that microscopic and
macroscopic proton transport processes can be related through
a comparison of the temperature dependence of the conductivity
and the effective spin-spin relaxation time (T2

/). The latter is a
measure of the correlation times for molecules undergoing
motion in the fast exchange regime, and the proton hopping of
these disordered, mobile molecules is thus correlated with charge
transport via proton mobility measured macroscopically.

DFT methods were used to calculate the1H chemical shifts
for crystalline Imi-2EO and found to be in excellent agreement
with the experimental results. In particular, these calculations
provided a structurally specific assignment of the strongly
hydrogen-bonded N-H resonances, as well as the protons in
the ethylene oxide backbone that are shifted to lower frequency
due to their orientation with respect to the aromatic rings.
Moreover, comparison of the calculated chemical shifts for the
periodic structures versus the single molecules of both Imi-2EO
and imidazole itself supports the assignment of the lower
frequency NH resonances to weakly hydrogen-bonded mol-
ecules. The hydrogen-bonding motif present in crystalline Imi-
2EO and characterized spectroscopically by a pair of high-
frequency NH resonances is common among the Imi-nEO
materials. because this characteristic fingerprint is present
regardless of the thermal history, we conclude that local ordering
is present, even in the glassy materials, below the melt
temperature.

Mobile molecules are present in all Imi-nEO materials and
in imidazole itself below the glass transition or melting point,
respectively. These molecules represent disordered domains and
are proposed to be responsible for the charge transport observed
in the materials below the melt temperature. The 2D1H
exchange study showed no cross-peak between ordered and
disordered domains, therefore no large scale exchange between
these components occurs. The chemical shift of the disordered
fraction shows, however, a slow exchange process that we
propose is occurring at interfacial regions; a pretransitional
process, which, together with local proton mobility, govern the
observed conductivity. Within the disordered domains, the
chemical shift is consistent with the presence of fluxional
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hydrogen bonds, which allow for charge transport via the
Grotthus mechanism, or structural diffusion.

6. Experimental Section

Sample Preparation. The materials were synthesized as
described in ref 7 and handled such that exposure to moisture
was excluded.

Solid-State NMR. Data were collected on a 16.4 T magnet
with a Bruker DRX spectrometer, using a double resonance
MAS probe supporting rotors of 2.5 mm outer diameter. The
resonance frequency of1H is 700 MHz. The samples were spun
at 30 kHz. Theπ/2 pulse lengths were set to 2µs. A recycle
delay of 3 s was used. The spectra are referenced to adamantane
(1.63 ppm,1H).

Variable temperature experiments were performed in the
range of 250-380 K, bearing gas temperature, and the sample
temperature was correct to include heating effects arising from
the high-speed MAS.26 Five minutes were allowed following
each temperature change to allow for equilibration of the sample.

Spin-lattice relaxation measurements were acquired using
a saturation recovery sequence, with variable delay values
ranging from 0.001 to 5400 s. Twenty-five data points were
acquired in the indirect dimension, and 16 transients were
averaged per slice. The saturation recovery method allowed us
to use a short recycle delay of 2 s because, in contrast to
inversion-recovery experiments, complete relaxation was not
required prior to the next saturation sequence. 2D NOESY
exchange spectra were acquired using mixing times between
0.001 and 3 s. The rotor-synchronized 2D1H-1H DQ spectra
were recorded using a five-pulse sequence withτexc) 1/2τR or
a full back-to-back sequence, withτexc ) τR.13 States-TPPI was
applied for phase sensitive detection35 in t1, and 64 slices were
detected in the indirect dimension, with 16 transients averaged
per slice. The experimental time was about 1 h.
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Anomalous temperature dependence of nuclear quadrupole
interactions in strongly hydrogen-bonded systems from first
principles
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We present an analysis of the effect of finite temperatures on the deuteron nuclear quadrupole
coupling constants in a strongly hydrogen-bonded molecular crystal by means of first-principles
Car-Parrinello molecular-dynamics simulations. Our findings agree well with experiments and
provide a microscopic explanation of the anomalous increase of the quadrupole coupling in this
class of systems. We show that a simple model based on the anharmonicity of the hydrogen bond
potential fails to describe the temperature dependence of the couplings even qualitatively. Instead,
the inclusion of fluctuations and disorder in terms of atomic motion of the surrounding molecules
turns out to be important to obtain the correct magnitude of the temperature effect.
© 2005 American Institute of Physics. �DOI: 10.1063/1.2000241�
I. INTRODUCTION

The determination of local structural properties, such as
intramolecular conformation as well as intermolecular inter-
actions, has always been and still is a challenge for modern
physics and chemistry. A variety of advanced techniques
have emerged that are capable of contributing elements to
this quest, some of the most prominent being x-ray and neu-
tron scattering, IR spectroscopy, and nuclear-magnetic-
resonance �NMR� spectroscopy.

NMR experiments are able to probe a local structure
without the need of long-range order as required for diffrac-
tion techniques, which is one of the key advantages of this
method. Therefore, it is well suited to investigate biological
systems and their mechanisms of structure formation. Be-
sides NMR chemical shifts, nuclear quadrupole coupling
constants �NQCCs� are a powerful tool to probe local struc-
tures, especially hydrogen bonds, which are essential for the
secondary and even tertiary conformations of bio-organic as-
semblies. This work concentrates on benzoic acid, a dicar-
boxylic acid, which is used as a model system for hydrogen
bonding.

The dependence of the nuclear quadrupole resonance
frequency on temperature in solids has been studied theoreti-
cally and experimentally in the past for many compounds
and the problems in determining this dependence have been
pointed out in literature. A theory based on modes of oscil-
lation has first been developed by Bayer.1 Kushida2 and
Wang3 generalized this work to a theory which was able to
describe experimental trends analytically. According to this
theory, the average internal field gradient at the nucleus de-
creases with increasing temperature because of the increase
in the amplitude of the thermal vibrations.4 Therefore this
theory would not explain any increase of the NQCC with

a�Electronic mail: schmidt@mpip-mainz.mpg.de
b�
Fax: �49-6131-379-100; electronic mail: sebastia@mpip-mainz.mpg.de
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Downloaded 20 Aug 2005 to 194.95.63.241. Redistribution subject to
increasing temperature, which is observed in some com-
pounds in the solid state �e.g., potassium hydrogen maleate5�.
The temperature dependence of the NQCC has also been
studied both experimentally and theoretically in liquid
methanol and ethanol.6,7 Within quantum cluster equilibrium
theory, the theoretical model that was used in that work,
temperature-dependent properties are calculated by weight-
ing these properties by the appropriate population of molecu-
lar clusters. In principle, this model could also be used in the
solid state.

Our approach instead is based on a direct on-the-fly cal-
culation of NQCCs along a finite-temperature Car-Parrinello
molecular-dynamics trajectory. Since the NQCC depends on
the electric-field gradient �EFG�, a ground-state property, it
can easily be computed from the knowledge of the electronic
density alone, at essentially no additional computational cost.
This enables us to apply the predictive power of ab initio and
density-functional calculations, which is nowadays a well-
established and widely used tool, to NQCCs. We show that a
simple model based on the anharmonicity of the potential
curve of a hydrogen-bonded deuteron returns the incorrect
trend of the temperature dependence, while our direct calcu-
lation agrees well with the experimental results.

It is known that for a reliable calculation of EFGs, the
chemical environment of the considered atoms is of crucial
importance, since the EFG is very sensitive to electrostatic
effects which may arise from molecular charges and dipoles
even at larger distances. Cluster models do not always yield
satisfactory results, and even embedded models seem to have
a questionable accuracy.8 Therefore, in this work, the system
is studied within a plane-wave-based density-functional
theory �DFT� approach under periodic boundary conditions
in order to overcome the limits of such calculations.
© 2005 American Institute of Physics01-1
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II. THEORY

Starting from the classical expression for the energy of
an electric quadrupole in an external electrical potential ��r�,
we find the quantum-mechanical Hamiltonian,

HQ =
1

6�
i,j

�ijQij , �1�

with the electric-field gradient �EFG�,

�ij � � �2��r�
�xi�xj

�
r=RN

, �2�

and the nuclear quadrupole moment tensor Qij, defined as
the second moment of the nuclear charge distribution cen-
tered at RN. In a NMR experiment we observe transitions
between different spin eigenstates of nuclei. Therefore, it is
useful to transform HQ into a function of spin operators I by
using the Wigner-Eckart theorem,

HQ =
Q

6I�2I − 1��ij �ij�3
IiIj + IjIi

2
− �ijI

2	 . �3�

The constant Q is the nuclear quadrupole moment which has
been measured with high accuracy for many species9 and I is
the nuclear spin. In a measured spectrum we find a splitting
due to the nuclear quadrupole coupling �3� which can be
written as10

�� =
3

2

qQ

I�2I − 1�
1

2
�3 cos2 � − 1 − � sin2 � cos�2��� , �4�

where �� ,�� are the polar and the azimuth angles of the
magnetic field in the principal-axis system of the EFG tensor.
Only two parameters, namely, the field gradient q=�33 and
the asymmetry parameter �= ��11−�22� /�33, are needed to
desribe the splitting. These can easily be computed from the
total ground-state probability density, ��r�=�el�r�+�nuc�r�.
With the convention 
�33
	 
�11
	 
�22
, the field gradient q
is directly proportional to the measured NQCC.

In the Kohn-Sham formulation of DFT,11 the ground-
state probability density �el�r� can be found by minimizing
the energy of the many-electron system, given as a functional
of the density,

EDFT��el� = Ts��el� + J��el� + Exc��el� +� ��r��el�r�dr ,

�5�

where Ts is the kinetic energy, J is the Coulomb potential
energy, Exc is the exchange-correlation energy, and v�r� is an
external potential.12 The charge distribution of the nuclei
�nuc�r� is modeled by Gaussians, centered at the positions of
the nuclear point charges.

The electrostatic potential ��r� has to fulfill the Poisson
equation, which can be expressed in Fourier space as

��G� =
4


G2 ��G� , �6�

where G is a reciprocal space vector �we use atomic units

throughout this paper�. Since spatial derivatives transform to
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multiplications with reciprocal space vectors, the EFG can be
written as

�ij�G� = −
4


G2 ��G�GiGj . �7�

With the help of Eq. �7�, the EFG in real space can easily be
obtained through a single inverse Fourier transformation.

III. COMPUTATIONAL DETAILS

We incorporate atomic motion at finite temperature via
Car-Parrinello molecular-dynamics �CPMD� simulations. All
calculations were done using a fully periodic description of
the crystal with a unit cell, which contained four crystallo-
graphically identical molecules of benzoic acid, using the
pseudopotential plane-wave program package CPMD.13 We
used the BLYP gradient-corrected exchange-correlation
functional,14,15 pseudopotentials of the type of Goedecker et
al.16 and a plane-wave cutoff of 80 Ry. The atomic coordi-
nates were initially taken from x-ray data17,18 and subse-
quently relaxed. The systems were equilibrated at the target
temperature for 0.5 ps �each step of the simulation corre-
sponds to 0.1 fs� using chains of Nosé-Hoover thermostats19

attached to the nuclear degrees of freedom. Subsequently, the
EFG was computed on the fly during a production run of
another 1.5 ps of microcanonical MD.20 During the MD
simulation and the calculation of the EFG for the relaxed
geometry the plane wave cutoff was set to 110 Ry. The fic-
titious masses �i were set to 800 a.u., which has been shown
to be sufficiently small to yield accurate structural informa-
tion for deuterated systems.21,22

To check the convergence of our field gradients with
respect to computational parameters and to estimate the error
introduced by the use of pseudopotentials, we have com-
pared the EFGs obtained from CPMD with those from a
TURBOMOLE �Ref. 23� calculation using a cc-PV5Z basis set
at the same level of theory. A convergence analysis showed
that at a plane-wave cutoff of 110 Ry, the difference of deu-
teron EFGs is below 3%.

In principle, another possible contribution to the tem-
perature dependence is the thermal expansion of the crystal.
Within the temperature range that we considered, a typical
average thermal-expansion coefficient is about 10−4 /K, cor-
responding to a 1% change in the lattice constant for a jump
of �T=100 K. We have checked that at a given temperature,
such a 1% expansion of the cell has no significant effect on
the electric-field gradients. The variations were always
within the numerical noise of our calculations.

Our simulation cells contain only four molecules. There-
fore, phonons with long wavelengths are not taken into ac-
count properly. To establish an estimate for the error intro-
duced due to this finite-size effect, we approximate the case
of a phonon with a very large wavelength by an appropriate
variation in the lattice constant. The above-mentioned 1%
change in the lattice constant resulted in an increase of the
total energy of the system of about 0.3 mhartree/molecule.
Assuming that such phonon modes will be thermally popu-

lated by kBT�0.3 mhartree, we expect their amplitudes to
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correspond to less than this 1% lattice expansion and there-
fore to have no significant effect on the electric-field gradi-
ents.

The effect of zero-point motion was not taken into ac-
count explicitly, i.e., the nuclei were treated as classical par-
ticles. Their quantum nature could be included by perform-
ing path integral molecular-dynamics �PIMD�
simulations.24,25 This technique is computationally much
more expensive �by a factor of between 10 and 80� than
standard Car-Parrinello MD, and the results of a PIMD simu-
lation that is presently being prepared will be published else-
where. The strength of this effect cannot be predicted easily
without performing the actual calculation. However, at first
order, the corresponding change in the EFGs will be an ad-
ditional constant offset at any temperature that is close to
zero at the scale of the associated nuclear vibrational modes.
For wave numbers �̃�1000–3500 cm−1, this can safely be
assumed below T=500 K.

IV. RESULTS AND DISCUSSION

NMR experiments on benzoic acid reveal a quadrupole
splitting of 115�5� kHz for the hydrogen-bonded deuteron,26

while calculations with the relaxed geometry at 0 K yield a
NQCC of 101 kHz. This deviation is relatively large and
above the numerical error expected for a standard DFT cal-
culation, but it can be caused by temperature effects. Since
the hydrogen bond is anharmonic, thermal vibrations at finite
temperatures lead to an elongation of the average bond
length of the deuteron. With the simple model of two nega-
tive charges �the oxygens� for the hydrogen bond, it is easy
to show that the EFG has a minimum at the center of mass of
the system due to its symmetry. Hence, on average, the larger
bond length should lead to a smaller NQCC according to this
model. This, however, is in contradiction to the experimental
observations. The measured temperature dependence of the
NQCC can therefore not be explained by this static model
which correlates the EFG with an effective bond length.

A more realistic picture can be obtained with the help of
a MD simulation, in which we calculate the instantaneous
properties, i.e., bond length dOD and EFG, during each step.

FIG. 1. Bond length dOD and NQCC of the hydrogen bonded deuterons in
benzoic acid during a MD simulation at 305 K.
Figure 1 shows the time evolution dOD�t� as well as the cor-

Downloaded 20 Aug 2005 to 194.95.63.241. Redistribution subject to
relation EFG �dOD�t��. The latter in fact supports the simple
point-charge model above, in which the NQCC decreases as
dOD increases �i.e., when the OD¯O hydrogen bond be-
comes more symmetric�. The erroneous assumption must
therefore be found in the averaging process and the mapping
of the effective bond length onto the measured NQCC.

Thermal vibrations are much faster than the characteris-
tic time of a NMR experiment and thus, the measured quan-
tities indeed represent averaged values. A computer simula-
tion has to incorporate this fact by averaging the
instantaneous properties over all steps of the MD. This aver-
aging procedure, however, has to be done on the level of the
final properties, and not on the geometrical parameters. This
means that we may not extract an effective OD¯O bond
length from the MD and deduce the NQCC from that. In-
stead, the full time evolution of the field gradient has to be
computed and finally averaged. Following this procedure for
benzoic acid, we find a NQCC of 114 kHz at 305 K, which
agrees well with the experimental value.

The quantitative temperature dependence has been in-
vestigated in a series of MD simulations at different tempera-
tures, whose results are shown in Fig. 2. The shape of the
NQCC-dOD correlation �Fig. 3� is very similar for all consid-
ered temperatures. The amplitudes of the bond elongation
increase at higher temperatures, while the effective bond
length of 1.023 Å hardly changes. This confirms that the
vibrational modes related to bond stretching are essentially
still in their harmonic regime.

On the one hand the NQCC is affected by the collective
motion of all atoms, which causes the broadness of the line
in Fig. 3. For a given distance dOD, the EFG values are
distributed within a certain band as a result of the different
positions of the surrounding atoms. We find that this band is
centered at a value higher than the T=0 K value.

On the other hand, the dependence of the field gradient
on the bond distance is nonlinear. Due to its curvature, larger
distances of dOD lead to a weaker decrease and shorter ones

FIG. 2. Temperature dependence of the NQCC of the hydrogen-bonded
deuterons in benzoic acid. The linear fit �dashed line� shows a temperature
gradient of 2.2 kHz/100 K. The error bars indicate the standard deviation
between the four crystallographically identical deuterons in the supercell.
The dotted line represents the experimental value.
result in a stronger increase than a linear extrapolation of the
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EFG as a function of dOD. Thus, the combination of both
trends yields an effective increase of the field gradient for
larger oscillation amplitudes.

While the NQCC increases with temperature by
2 kHz/100 K �the 0-K value has been omitted in the regres-
sion�, the averaged bond length varies only by 0.002 Å �see
Table I�, with a slope of 3 �Å/K. The asymmetry � turns
out to be constant as well. The linear behavior of the NQCC
seems to hold even beyond the melting point at standard
pressure �Tm=395 K�, even though the 500-K value shows a
slight deviation. This is reasonable when considering the sta-
tistical error, but could also be an indication that the system
would like to undergo a phase transition. Since the shown
errors do not include systematic contributions, we expect the
linearity to be better than indicated by the error bars.

V. CONCLUSIONS

In conclusion, we have investigated the temperature de-
pendence of deuteron nuclear quadrupole coupling constants
in an exemplary strongly hydrogen-bonded molecular crystal
by means of first-principles Car-Parrinello molecular-
dynamics simulations at various temperatures. The experi-
mentally observed value is well reproduced by our simula-
tions.

FIG. 3. Correlation of the NQCC and the bond length from each MD step of
the CP trajectory at 305 K. The lines show the averaged values for 0 and
305 K.

TABLE I. Temperature dependence of the calculated quantities. NQCC is
the nuclear quadrupole coupling constant, � the asymmetry parameter, and
dOD the bond length of the considered deuteron. Only statistical errors are
given.

T
�K�

NQCC
�kHz� �

dOD

�Å�

0 101.4�4� 0.20�1� 1.023�1�
105 106.4�22� 0.19�1� 1.022�2�
186 107.6�18� 0.19�1� 1.023�2�
305 113.5�4� 0.18�1� 1.022�2�
406 114.2�4� 0.18�1� 1.023�1�
508 114.1�14� 0.18�1� 1.025�2�

300 �expt.� 115�5�
Downloaded 20 Aug 2005 to 194.95.63.241. Redistribution subject to
A straightforward model based on the temperature-
induced elongation of the hydrogen bond incorrectly predicts
a smaller coupling constant due to a more symmetric OD¯O
hydrogen bond. The explicit calculation of the electric-field
gradients at each step of the molecular-dynamics trajectory
indeed reflects this inverse proportionality. However, the ex-
perimentally observed value of the coupling constant cannot
be explained by this anharmonic model, but only by properly
averaging the instantaneous values of the field gradients
along the trajectory. The increase of the NQCC is thus
caused by nonlinear effects and collective motion, coming
into play at experimental time scales.

This work sheds light on an important aspect in the spec-
troscopic analysis of molecular structure, which is the nec-
essary intermediate interpretation step between raw experi-
mental data and desired spatial information. In our case,
experiments yield effective coupling constants which cannot
always be transformed directly into structural data such as
bond lengths. We have shown that this is because measured
data does not directly reflect geometric parameters, but rather
represents the ensemble average of highly fluctuating quan-
tities. Especially when nonlinear dependencies between geo-
metric and spectroscopic parameters come into play, a direct
ab initio simulation is the method of choice for the explana-
tion of experimental features.

In complex situations, as the case presented in this work,
simplified models may lead to qualitatively wrong conclu-
sions. In such cases, the theoretical support regarding the
interpretation of spectroscopic data can be crucial.
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Abstract: We present an ab initio density functional study of the adsorption of a series of water

oligomers (molecule, dimer and trimer) on nickel surfaces with and without step defects. We

investigate the preferred adsorption geometries and adsorption energies and analyze the binding

mechanisms by means of electronic density difference maps. Special attention is devoted to

the incremental adsorption process, i.e., the way additional molecules attaches to an already

adsorbed water. In agreement with recent findings, we show that the first water molecule is

bound to the surface with an energy of about 0.2-0.4 eV, i.e., with up to twice the strength of

a hydrogen bond. In contrast to this, subsequent water molecules increase the total adsorption

energy by typically 0.5 eV. However, electron density difference considerations indicate that

this additional attraction is not due to the interaction of the new molecule with the surface but

mediated by the first water molecule. The interaction of the additional molecule with the surface

appears even to be repulsive. We discuss the implications of these findings for the wetting

properties of transition metal surfaces.

1. Introduction
The interaction of water with metal surfaces is of tremendous
importance for industrial applications and of very high
relevance in surface chemistry. The fundamental mechanisms
of the initial phases of this adsorption process has been the
subject of a variety of recent experimental and theoretical
investigations1-6 and is still a matter of intense controversy.7-9

There is evidence that the water molecules can approach
the surfaces in both hydrogen-up and hydrogen-down
orientations. Depending on the metal species, a water
monolayer can be formed through simultaneous binding of
all water molecules to the surface, e.g. in the case of Pt-
(111), or alternatively as a partially dissociated layer, which
is the case for Ru(0001).2,4

The deposition of isolated water molecules has already
been studied on several flat metallic surfaces, such as
Ru(0001), Rh(111), Pd(111), Pt(111), Cu(111), and
Ag(111).10-12 An interesting mechanism for dimer diffusion

through a combined proton tunneling and molecular rotation
scheme has been proposed recently.13

Most of these studies deal with the interaction of either a
single water molecule on a metallic slab or the adsorption
of a highly symmetric water monolayer. A high degree of
order facilitates the computational modeling within periodic
boundary conditions, because the unit cell can be kept small.

In this work, we study more extended systems, which
allow for significantly more geometrical relaxation. Our aim
is to focus on a realistic description of the initial steps of
wetting, going beyond a single adsorbed molecule but
without imposing a complete coverage of the surface. For
this purpose, we look at the adsorption of a sequence of water
oligomers on nickel. Starting from an isolated molecule, we
investigate a water dimer as well as a trimer, paying
particular attention to the influence of hydrogen bonding on
the adsorption energy and the structure of the adsorbate. In
particular, we compare the incremental adsorption energy
due to the addition of a second and third molecule.

Inspired by previous studies,14-17 we look not only at a
perfect surface but also at the simplest possible defect, a one-
dimensional step. This is realized by using a surface in the

* Corresponding authors fax:+49-6131-379-100; e-mail: sebastia@
mpip-mainz.mpg.de (D.S.) and fax:+49-6131-379-100;
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(221) direction. The adsorption-enhancing effect of such steps
has also been shown very recently by experimental studies
of germanium deposition on silicon surfaces.18

2. Computational Details
We have modeled the flat and stepped surfaces within density
functional theory (DFT) as two-dimensional slabs under
periodic boundary conditions. We have chosen hexagonal
supercells containing 3 (111)-layers for the (221) step and 4
layers for the flat surface, with nickel supercells of 2× 2
atoms for the water monomer on the flat surface, 3× 3 for
the water dimer and trimer on the flat, and 1× 2 for the
monomer and dimer on the step surface. In all cases, the
slabs were separated in the third dimension by about 10 Å
of vacuum. Throughout this work, a plane-wave cutoff of
60Ry has been used,19 together with Troullier-Martins
pseudopotentials20 in the Kleinman-Bylander scheme for
hydrogen and oxygen as well as a special pseudopotential
by Lee21 for nickel. All calculations have been done with
the PBE exchange-correlation functional.22 The electronic
structure has been computed using the implementation of
the free energy functional of Alavi.23,24 In this approach, a
finite-temperature propagator is diagonalized iteratively for
the electronic degrees of freedom, ensuring a Fermi distribu-
tion function for the occupation levels of the Kohn-Sham
orbitals. We have used a 4× 4 × 1 and a 3× 3 × 1 k-point
mesh within the Monkhorst-Pack scheme25 to sample the
Brillouin zone for the step and flat surfaces, respectively.
Using this computational setup, we could reproduce the
recently published results of Michaelides et al.26 for the
adsorption of a highly structured water monolayer with a
numerical error of less than 50 meV.

Geometry optimizations were done until the atomic forces
dropped below a threshold of 2‚10-3atomic units. This level
is sufficiently strict for the considered systems; further
optimization changes the total energy by negligible amounts
only.27 We have also computed an estimator for the artificial
energy lowering due to the periodicity of our simulation cell.
An isolated water molecule in our standard box has a total
energy which is about 0.01 eV lower than that in a box of
twice the lattice constant.

All adsorption energies have been computed with respect
to single isolated water molecules in the same simulation
box (thus eliminating the dipole interaction error):

This definition also allows to obtain directly the incremental
adsorption energies for an additional water molecule, which
would be more involved when considering the adsorption
energy of the water cluster as an entity (i.e. when taking
E[(H2O)n] instead ofnE[H2O]).

We have further computed electron density difference
maps for selected energetically favorable configurations,
showing the rearrangement of the density between the
surface-adsorbed Ni‚(H2O)n complex and the fragments. For
visualizing these maps, we plot color-coded slices with the
projected electron density differencesδF defined as

Here, in contrast to the definition of the energy difference,
the density plots compare the adsorbed system with the water
oligomer cluster and the isolated surface. In this way, the
density displacements due to the formation of hydrogen
bonds between the water molecules are not plotted, while
the modifications of these densities due to the adsorption
become visible. The density difference maps were computed
in orthorhombic cells obtained by doubling the original
hexagonal unit cells and by cutting out a suitable orthor-
hombic subpart of at least the size of the original setup. This
was necessary for a proper visualization of the densities with
the program MOLEKEL.28

3. Results
3.1. Monomer.The geometry for three typical adhesion sites
(“top”, “bridge”, and “hollow”) of a single water molecule
on a flat nickel surface was optimized as well as “top” and
“bridge” sites on a 221-surface which represents a step defect.
Pictograms illustrating the top and bridge geometries on the
flat and stepped surfaces are shown in Figures 1 and 2. The
corresponding adsorption energies for these configurations
which exhibit a (local) minimum of the potential energy

Table 1. Energetical and Structural Data for the Various Water Oligomers and Surfacesa

∆E dNi-O ∆xy(O) ∆z(Ni) R dO‚‚‚O

(H2O)2 0.22
Niflat‚(H2O)1,atop 0.242 2.26 0.14 0.17 5
Niflat‚(H2O)1,bridge 0.10 3.02 0.02 0.16 -10
Nistep‚(H2O)1,atop,trans 0.403 2.12 0.04 0.10 4
Nistep‚(H2O)1,bridge,trans 0.249 2.46 0.03 0.08 8
Nistep‚(H2O)1,atop,cis 0.397 2.10 0.07 0.05 2
Nistep‚(H2O)1,bridge,cis 0.137 2.51 0.05 0.03 0
Niflat‚(H2O)2,atop 0.675 2.12 0.16 0.19 22 2.71
Nistep‚(H2O)2,atop 0.900 2.09 0.13 0.08 28 2.69
Niflat‚(H2O)3,atop 1.26 2.08 0.2 0.25 34 2.72/2.81
Niflat‚(H2O)3,bridge 1.09 2.24 0.2 0.11 72 2.69/2.7

a Adsorption energies (∆E) are in eV and are always computed relative to isolated water molecules according to eq 1, such as to include also
the hydrogen bonding energy. The Ni-O bond lengths (dNi-O), the vertical displacements of the binding nickel atom (∆z(Ni)), and the lateral
displacements of the binding oxygen atom from its optimal position (∆xy(O)) are given in Å, and the angle between the molecular plane of the
adsorbing water molecule and the surface (R) is in degrees. A negative angle means that the hydrogens are pointing toward the surface. For
oligomers, the distance between the oxygen atoms (dO-O) is also shown in Å.

∆E ) E[Ni ·(H2O)n] - E[Ni] - nE[H2O] (1)

δF(x, z) ) ∫ dy(FNi·(H2O)n(r ) - FNi(r ) - F(H2O)n(r )) (2)
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surface are shown in Table 1. The energies of the top site
differ from those of the bridge position by typically a factor
of 2 in favor of the top configuration. Since the hollow
system relaxed to the top site, it was not considered further.
Despite the tetrahedral location of the lone pairs of the
oxygen atom, the geometry optimization yields a flat
arrangement of the molecule, so that the protons are found
at the same distance from the surface as the oxygen (for both
flat and step cases).

We have explicitly checked a possible vertical adsorption
geometry for the flat surface on the hollow site and a tilted
one (with one OH-bond parallel to the surface and the other
OH normal to it) on the atop site. For both initial geometries,
the optimization yields a flat orientation, and in the case of
the hollow site, the oxygen atom also moves over to the atop
site. Intermediate adsorption energy values from the opti-
mization process are in the area of 0.1 eV during the turning
process. This indicates that when the water molecule
approaches the surface vertically, the adsorption strength is
roughly half as large as in the parallel orientation. These
results are in full agreement with the orientations found by
Ranea, Michaelides, and others10,11,13for water configurations
on various other metallic surfaces.

Similar to the recently studied case of an adsorbed benzene
molecule,14 the adsorption of a water molecule is significantly
stronger on the surface with the step defect than on the flat
one. The adsorption energy for the latter is roughly one
hydrogen bond (cf. the (H2O)2 value in Table 1), while the
step provides about twice that attraction. There exists a cis
and a trans orientation (both shown in Figure 2) for the step
defect, but their adsorption energy is almost the same. Thus,
the top position on the step surface reaches the highest energy
value, which is also approximately equal to the typical
hydrogen bond energy of a 4-fold-coordinated liquid water
molecule.

The electron density difference according to eq 2 for both
the flat and step surfaces is shown in Figure 3. The plot
represents the density of the aggregate minus the sum of the
densities of the isolated surface and the water molecule at
the top site (trans configuration for the step).

The formation of a weak bond between the surface nickel
atom and the oxygen is clearly visible through the displace-
ment in electronic density (dark green and blue regions). To
some extent, we also find additional density on top of the
water molecule, while relatively little is removed from the
central area around the oxygen. Most of the electronic density

is taken from the bonding nickel atom, which is strongly
polarized, and its first neighbors.

Similar to the case of an adsorbed benzene molecule,14

the polarization of the nickel atom which is bonded to the
water molecule is significantly stronger on the step surface

Figure 1. Pictogram of the two adsorption sites for the flat
nickel surface which constitute local minima of the potential
energy surface: top (left) and bridge (right). The hollow
structure turns out to converge toward the top configuration.
Only two layers of nickel atoms are shown: the first surface
layer is drawn with bonds, the second layer as spheres only.

Figure 2. Pictogram of the two adsorption sites for the
stepped nickel surface: top/cis (upper left), top/trans (upper
right). A comparison with the bridge site is given below, from
a top view: top/cis (lower left), and bridge/cis (lower right).
As in Figure 1, the atoms of the top layer are drawn with
bonds, those of the deeper layers as spheres only.

Figure 3. Density difference plots for the adsorption of a
water molecule on the flat (top plot, atop configuration) and
the step surfaces (bottom plot, atop trans configuration). The
scale is given in units of e/Å2.
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than on the flat one. This effect also translates into the higher
adsorption energy for the latter.

3.2. Dimer. The second step in water adsorption on the
surface is the attachment of a second water molecule to the
first one. For this purpose, the geometries of a water dimer
on the nickel surfaces (flat and with the step defect) have
been optimized. Since the monomer adsorption is energeti-
cally significantly more favorable on the top site than in the
bridge position, only the atop configuration has been con-
sidered.

The computed Ni-O bond distances and adsorption
energies are shown in Table 1. They are taken relative to
isolated water molecules in order to have a common
reference for all systems. On both the flat and the step
surfaces, the attachment of an additional water molecule to
the first one through a hydrogen bond yields an additional
0.43 eV and 0.5 eV, respectively. These energies are about
twice as large as it would be expected for a standard
hydrogen bond (cf. the water dimer in Table 1), leading again
to an adsorption strength that is comparable to that of a water
molecule in liquid water. Especially on the step defect, two
water molecules attach with an energy that is equivalent to
four hydrogen bonds, while still possessing two hydrogen
bond acceptor sites (one on each oxygen) and two dangling
donor protons.

Thus, the dimer adsorption on the metal surface can
energetically compete with the solvation of the second
molecule in liquid water, even though the optimized cluster
on the surface is not directly comparable to the situation in
liquid water due to the high dynamics of the hydrogen bond
network at finite temperature.

For the flat surface, a part of this increased energy probably
stems from the decreased Ni-O bond distance compared to
the water monomer, whereas the step surface does not show
this effect.

The analysis of the electronic density difference for the
dimer adsorption on the flat surface is shown in Figure 4.
According to eq 2, the isolated water dimer is taken as
reference system, to suppress the charge difference due to
the water-water hydrogen bond and to show rather how
much this hydrogen bond is changed due to the adsorption
on the surface. The plot reveals that the bonding mechanism
of the first water molecule is essentially the same as for the

monomer, except that the charge displacement around the
first water is now less symmetric than before. There is a
region of strongly increased electron density leading to a
Ni-O bond and an additional charge increase on top of the
first water molecule. Furthermore, the amount of electronic
charge density which is found on top of the bonding Ni atom
is significantly stronger than for the water monomer (deep
blue color in Figure 4 compared to light blue in Figure 3).

It is interesting to note that the second water molecule
does not bind directly to the surface, it is even repelled from
it. The second oxygen is not accumulating any electronic
density toward the metal surface, and there is a distinguish-
able region of decreased electron density (yellow color
coding) below the hydrogen which points toward the surface.
In contrast to this, the hydrogen bond between the two water
molecules becomes slightly stronger than in the isolated
dimer, as seen by the polarization of the H-bond accepting
oxygen.

3.3. Water Trimer on the Flat Surface. The last point
in our investigation focuses on the adsorption of a third water
molecule onto H2O dimer on the flat nickel surface. As
before, the energy and the bonding distance of the first water
are shown in Table 1 for both the bridge and the top sites.
The energy difference between bridge and top geometries is
conserved upon adsorption of further molecules, implying
that the secondary water molecules do not feel any significant
influence from the adsorption site of the first one.

It is surprising that the third water increases the total
adsorption energy by almost 0.6 eV, thus practically doubling
the value of the dimer. This can be explained only in parts
by the decreased Ni-O bond length directly. The density
difference map of the trimer, which is shown in Figure 5
for the top site, reveals a highly increased electronic charge
density in the Ni-O bond region, at the expense of the areas
below the dangling protons of the secondary water molecules.
Together with a very high polarization of the binding nickel
atom as well as slightly stronger hydrogen bonds between
the waters, this indicates a much stronger binding of the first
oxygen atom.

It is interesting to note that this increased binding of the
first water is practically not related to any of its geometric
properties but is rather due to the mere presence of secondary
water molecules, which constitute a kind of a first solvation

Figure 4. Electron density difference plot for the adsorption
of a water dimer on the flat surface.

Figure 5. Electron density difference plot for the adsorption
of a water trimer on the flat surface.
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shell. These additional water molecules perturb and repel
the electron density at the metal surface in the neighborhood
of the initial molecule in such a way that the polarization of
the bonding nickel is significantly increased. This phenom-
enon is already visible for the adsorbed dimer but even
stronger in the presence of a third water molecule.

4. Conclusion
We have presented an investigation of the energetic details
and the electronic mechanism of the adsorption of water
oligomers on nickel surfaces with and without a step defect.
The data shown indicates an increased binding strength on
the step and in “top” geometries. The findings are in good
agreement with previous theoretical and experimental results
for similar systems,6 where an energetic enhancement of
water adsorption was found along step defects on platinum
surfaces.

Further, we could show by means of electronic density
difference maps that additional water molecules tend to
strengthen the nickel-oxygen bond. This effect leads to a
significant stabilization of the binding of the first water
molecule and to strongly increased binding energies of the
dimer and trimer complexes. Not surprisingly, the adhesion
of water to nickel surfaces is much weaker than of aromatic
molecules such as benzene or phenol,14,29,30but the adsorption
energies can definitively compete with those found in liquid
water. The second and third water molecule increased the
total binding energy by the equivalent of more than two hy-
drogen bonds each, which correspond to the average binding
energy per molecule of standard 4-fold coordinated water.

By means of our study, the initial steps of aqueous wetting
of transition metal surfaces can be understood on the basis
of electronic effects that govern molecular adsorption.
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Transition metal surfaces play a crucial role for many reactions
in heterogeneous catalysis. Their catalytic functionality can be
affected by a variety of factors, such as the morphology of the
surface, defects, or poisoning. The most prominent example of
poisoning is the adsorption of CO on platinum and similar sur-
faces.[1–3] Another important issue is the co-adsorption of sever-
al species, which may have an important influence on dissocia-
tion processes.[3,4]

More generally, the adsorption of small molecules from the
environment can significantly modify the catalytic efficiency of
such metal surfaces. One particular case, in this scenario, is the
adsorption of water. There are many theoretical and experi-
mental studies of the structure and properties of water layers
on metal surfaces in the literature.[5–10] Normally, the presence
of a full layer is assumed in these investigations. However, the
process of wetting, which is initiated by the adsorption of a
single water molecule or small water clusters, is still poorly un-
derstood. From the view of an adsorbing water molecule, the
surface has to compete thermodynamically with larger water
clusters or simply the gas phase. Both phases provide a signifi-
cantly larger entropic contribution to the free energy, which
has to be compensated by a corresponding energy difference.
Therefore, the theoretical investigation of the structural and
energetic properties of the initial adsorption process on realis-
tically modeled surfaces deserves particular attention.

In particular, the crucial role of surface defects on adsorption
processes is not always considered, especially in theoretical
studies. Recently, we showed that a simple step defect on the
nickel surface has the potential to enhance the adsorption
energy of the initial water molecule by as much as 40%.[11]

Also the incremental adsorption energy of an additional
second water molecule is higher than at a defect-free adsorp-
tion site. In principle, these adsorption energies can be deter-
mined experimentally, but spectroscopic parameters are often
easier to obtain. First-principle calculations of experimentally
accessible spectra are very scarce because of the relatively
high computational cost involved in realistic and accurate cal-
culations.

Herein we want to bridge the gap between experiment and
theory by providing ab initio calculations of IR peaks as a func-

tion of adsorption sites and cluster sizes, enabling for the first
time a direct comparison of measurements and calculations.
The initial steps of water adsorption on different nickel surfa-
ces by means of their harmonic frequencies are characterized.
The modification of the vibrational modes and frequencies of
water clusters (monomer, dimer and trimer) upon adsorption
are illustrated and these new vibrational modes involving the
nickel-oxygen bond are described. Recent theoretical and ex-
perimental studies have shown that both the antisymmetric
and the symmetric stretch vibrations can promote catalytic
processes such as the chemisorption of methane on nickel;[12]

we investigate how the eigenmodes of the adsorbates can be
used as a first step in modeling the dissociation of water
which may eventually lead to corrosion and surface passiva-
tion.[13]

Computational Details

We have modeled the flat and stepped surfaces within density
functional theory (DFT) under periodic boundary conditions as
two-dimensional slabs with a finite thickness. We have chosen hex-
agonal supercells containing 3 (111)-layers for the (221) step and 4
layers for the flat surface, with nickel supercells of 2:2 atoms for
the water monomer on the flat surface, 3:3 for the water dimer
and trimer on the flat, and 1:2 for the monomer and dimer on
the step surface. The (221) surface has been chosen for modeling
the step-defect as it is the smallest possible configuration. This
setup ensures that the water oligomers are always separated from
their lateral periodic images by at least 5 ; for the step and 7.5 ;
for the flat surfaces. In the third dimension, the slabs were separat-
ed by about 10 ; of vacuum. Throughout this work, a plane-wave
cutoff of 60Ry has been used[14] , together with Troullier-Martins
pseudopotentials[15] in the Kleinman-Bylander scheme. All calcula-
tions have been done with the PBE exchange-correlation function-
al.[16] The electronic structure has been computed using the imple-
mentation of the free energy functional[17,18] in the CPMD code. We
have used a 4:4:1 and a 3:3:1 k-point mesh within the Mon-
khorst-Pack scheme[19] to sample the Brillouin zone for the step
and flat surfaces, respectively. Using this computational setup, we
reproduce the recently published results of Michaelides et al[9] for
the adsorption of a complete water monolayer within a numerical
tolerance of 50 meV.

In our previous work[11] we made an energy comparison between
possible adsorption sites for the water monomer on flat and step-
ped Ni surfaces. We found that the top configuration is typically a
factor of 2 in favor of both cases, while the adsorption energies for
the two possible trans and cis water orientations on the step
defect were almost the same. Thus, in this current study we con-
sider the top adsorption site for the flat surface and the top/trans
site for the defect surface (see Figure 1), both of which are the
most energetically favorable configurations.

Geometry optimizations were done until the norm of the atomic
forces dropped below a threshold of 4x10�4 atomic units. This
level is significantly lower than in our previous study[11] where only
energies and geometries were computed. Although this further op-
timization changes the total energy only by negligible amounts,
the accuracy of the calculated vibrational frequencies is very sensi-
tive to the convergence norm of the atomic forces. For the sake of
clarity, we did not scale any frequencies with empirical factors. The
frequency calculations were done using a finite displacement
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scheme with a symmetric displacement step of 0.025 ;, consider-
ing all water atoms and the nickel atom which is bonded to the
first adsorbed water. The coordinates of all other nickel atoms
were fixed. We checked that this scheme reproduces the frequen-
cies of the relevant modes within our numerical accuracy, by doing
a frequency calculation in which the modes of the six first neigh-
bors of the bonding nickel atom are also included in the dynamical
matrix.

Results and Discussion

Our computed harmonic fre-
quencies for free and adsorbed
water oligomers are presented
in Table 1. While the numerical
accuracy is not sufficient for a re-
liable comparison of absolute
frequency values, the calculated
trends and differences are more
trustworthy since they profit
from error cancellations in the
computational scheme. There-

fore all vibrational modes of the water clusters on the flat and
stepped surfaces are compared with their counterparts of the
corresponding optimized clusters in vacuo. This decreases the
impact of the numerical errors from the various computational
approximations involved in the calculations.

The calculations of IR intensities enable us to detect modes
which are symmetry-allowed but have low intensity in the
spectrum (silent modes) or those that might be hidden in ex-

Figure 1. Illustration of the two top adsorption sites for flat and stepped Ni surfaces. All atoms on the top are
drawn with bonds, those of the deeper layers are spheres only. For clarity more than one unit cell is shown for
the stepped surface.

Table 1. Calculated vibrational frequencies (in cm�1) of the water molecules illustrated in Figure 4.

Mode
Water cluster System O-H stretch H free O-H stretch H bonded O-H stretch H - Ni Bending Other internal modes Ni-O Coupled modes

monomer
1st water Free 3833a

3724s
1586

Flat Ni 3664a
3563s

1536 513
392

174 200, 196
98

Step Ni 3733a
3619s

1544 477
467

241 196, 155
112

dimer
1st water Free 3792 3568 1616

Flat Ni 3702 3092 1611 887, 607
404, 318

217 297,188
184, 120

Step Ni 3728 3052 1591 990, 559
521, 437

318 294, 249
212, 192
139, 105

2nd water Free 3829a
3721s

1589

Flat Ni 3750 3449 1558 474, 404
318

297,148

Step Ni 3742 3363 1556 521, 437 161 294, 249
212, 192
139, 105

trimer
1st water Free 3692a

3610s
1608

Flat Ni 3268a
3227s

1636 919, 876
674, 479
266, 248

368
337

237, 188
187, 184
158, 135

2nd water Free 3842a
3729s

1614

Flat Ni
3755

3434 1555 479, 374
266, 248

237, 188
187, 184

158
3rd water Free 3834a

3722s
1653

Flat Ni
3747

3419 1547 479, 374
266, 248

237, 188
187, 184

158
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perimental spectra below other more intense peaks. However,
for metallic solids (and surfaces) the calculation of IR intensities
is not straightforward. This is because the dipole moment in a
zero-gap system is difficult to define, even with the help of po-
larization theory (via maximally localized Wannier-functions)
which is nowadays frequently used in insulators.[20–23] The prob-
lem of IR intensities in metallic systems can presently not be
addressed within this implementation.

Monomer

For the water monomer, both asymmetric and symmetric
bond stretch modes are red shifted, showing the weakening of
the OH bonds in the adsorbate when attached to the flat or
stepped Ni surface. Although the stretch frequencies on the
flat surface are red-shifted by 200 cm�1 (Table 1), which is
twice as large as the shift on the step defect, the adsorption
energy (and thus the Ni�O bond) is stronger for the latter
(2.26 ; and 2.12 ; of Ni�O bond length for flat and step case
respectively[11]). This increased adsorption strength, which
should lead to a reduced strength in the OH bonds, is also re-
flected in the Ni-O oscillation, which is at 174 cm�1 on the flat
surface but at 241 cm�1 on top of a defect. However this is not
the case, as the flat surface has a stronger repulsive effect on
the hydrogens than the stepped one, in which there is more
free space between the surface and the protons. This con-
strains the OH vibrations less than in the flat case. The bending
mode is red shifted �50 cm�1, independently of the surface
structure.

An interesting difference arises in Ni-H modes. The protons,
which are not bonding to the surface (compare to the density
difference plots in ref. [11]) may oscillate symmetrically or
asymmetrically towards the surface (see Figure 2). On flat Ni,
these two modes differ by 120 cm�1 while on the step surface,
where the distance to the nearest Ni atom is larger for both
protons, they are almost indistinguishably. Although this phe-
nomenon is somewhat unex-
pected, it adequately discrimi-
nates the adsorption on the two
surface modifications.

Dimer

In the gas-phase water dimer,
each molecule has one symmet-
ric and one asymmetric HOH-
stretch mode, with slightly low-
ered frequencies for the hydro-
gen bond donor. Upon adsorp-
tion, the symmetry of these
modes is broken and they trans-
form into isolated OH vibrations
some of which are illustrated in
Figure 3. These vibrations still
consist of two high-frequency
modes and two at reduced fre-
quency. The former appears

around the same frequency as the asymmetric stretch modes
of the isolated water dimer, both on the flat surface and on
the step. Also for the bending modes, only small differences
are visible between the isolated dimer and the two adsorbates.
In contrast to this, the four bond stretch modes of the free
water dimer are transformed due to the adsorption into indi-
vidual OH stretch modes, some of which are strongly red-shift-
ed with respect to the vacuum dimer. In particular, the new
OH modes of the H-bond acceptor molecule are now split by

Figure 2. Pictogram of selected Ni-H modes for water monomer adsorbed
on the ideal Ni surface (left) and on the Ni surface with the step defect
(right). Only the first nickel layer is shown.

Figure 3. Pictogram of selected isolated OH vibrations for the adsorbed water dimer. Only the first layer of Ni
atoms is shown.
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almost 300 cm�1 (3750 cm�1 and 3449 cm�1), while its symmet-
ric/antisymmetric modes in vacuo are only split by 100 cm�1

(3829 cm�1 and 3721 cm�1). The first adsorbed water (H-bond
donor) even shows a splitting of 600 cm�1 between its OH
bond stretches (3702 cm�1 and 3092 cm�1), while in the isolat-
ed dimer the difference is only 220 cm�1 (3792 cm�1 and
3568 cm�1). This reflects the fact that the first water molecule
is more strongly bonded to the nickel surface than the second
one.

All these high-frequency stretch modes, however, are not
suitable to discriminate between the flat and the step adsorp-
tion site. Taking into account that our estimated numerical
errors are of the order of 20–30 cm�1, the frequency differen-
ces are too small to draw reliable conclusions about the red-
or blue-shift of the different adsorption sites. Only the effect of
the actual adsorption is, of course, clearly visible.

This situation changes for some of the other modes involv-
ing the heavier atoms. In particular, the frequency of the
motion of the protons towards the nickel surface is clearly af-
fected by the adsorption site. The step surface yields a mode
which is more than 100 cm�1 higher than the corresponding
mode on the flat surface. The Ni-O modes at 217 cm�1 for the
flat surface also increase to a higher frequency of 318 cm�1 for
the stepped surface. Thus, there is a way to discriminate the
two adsorption sites from these vibrations.

The comparison of the dimer adsorption to the monomer is
not trivial due to the mixing of the stretch HOH modes. How-
ever, when assuming that the dimer’s higher/lower-frequency
modes correspond to the monomer’s asymmetric/symmetric
modes, respectively, a trend to lower frequencies for the sym-
metric vibrations of the dimer can be extracted. The asymmet-
ric modes do not show a significant deviation.

Trimer

For the incremental adsorption of a third water molecule, we
consider only the flat surface, as illustrated in Figure 3. As ex-
pected from the symmetry of the system, the second and third
water molecules have very similar vibrational modes and fre-
quencies, resulting in a quasi-degeneracy of the spectrum.

Comparing to the adsorbed dimer, the OH stretch modes of
the free protons appear at about the same frequency (3700–
3750 cm�1), with the exception of those of the H-bond donor
protons (3227 and 3268 cm�1). Their stretching modes are
about 100–150 cm�1 higher in frequency than the correspond-
ing mode in vacuo (3092 cm�1), which is very similar to the
dimer adsorption shift.

The bending modes are almost unchanged, while the Ni-O
modes of the central water molecule vibrate more than
100 cm�1 higher than for the dimer (337 cm�1 and 368 cm�1 vs
217 cm�1). This clearly indicates that the Ni�O bond of the first
adsorbed water is strengthened due to the arrival of the third
molecule (in agreement with changes of Ni�O bond length:
2.26 ; for monomer, 2.12 ; for dimer and 2.08 ; for trimer) as
previously reported in ref. [11]. The electronic density which
constitutes the weak bond between the surface nickel atom
and the oxygen of the adsorbed water is mostly taken from
the bonded nickel atom, which is strongly polarized due to the
adsorption, and its first Ni neighbors. This bonding mechanism
remains essentially the same for all small water clusters that
we have studied (compare the density difference plots in
ref. [11]).

Comparison with Experiment

There are only few experimental IR studies in the literature
about water adsorbed on nickel surfaces.[24,25] Also, the specific
configurations of the investigated adsorbates and their cluster
size have a somewhat speculative character. At low coverage
�q=0.03, it can safely be assumed that only monomolecular
clusters are formed, while at high coverage (q=0.66), the
water is found in a hexagonal close-packed structure,[25] the
so-called ice-like bilayer. The details of the water structure at
intermediate coverages are not known with certainty and in
experimental studies, the assignment of frequencies to modes
and even to oligomers is based on experience. Thus, a direct
assignment of the frequencies to our calculated IR signatures
is not possible. However, a comparison of the set of computed
frequencies with the experimental spectra allows the structural
features about intermediate water coverages to be obtained.
For the lowest coverage that presumably corresponds to ad-
sorbed water monomers,[25] the agreement with the experi-
mentally observed red shift of the IR frequencies due to the
adsorption is reasonably good for the flat Ni surface. In con-
trast to this, the experimental spectrum does not fit to the set
of frequencies computed for an adsorption on the step site
(Table 2).

The IR frequencies using the deuteron mass are calculated
in order to compare to the IR study of refs. [24,25] . Table 3
shows the frequencies obtained for the water oligomers, to-

Figure 4. Configuration of the water trimer adsorbed on the flat Ni surface.
1st water (centre molecule) 2nd (left) and 3rd (right) as defined in Table 1.

Table 2. Adsorption red shift of the vibrational modes (in cm�1).

Mode Flat Ni (calc) Step Ni (calc) Ni (exp)[25]

Assym. stretch 169 100 181
Symm. stetch 161 105
Bending 50 42 18
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gether with the experimental IR lines at q=0.03, q=0.1 and
q=0.33 coverage. Although a perfect match is not obtained, a
reasonable agreement with the calculated spectra is found.
The experimental lines around 2562 cm�1 are not among our
computed dimer and trimer frequencies, but only obtained in
the monomer calculation. This might indicate that even at cov-
erages as high as q=0.33, where most of the surface is cov-
ered by larger clusters, there are still a few isolated molecules
left on the surface. On the other hand, the relatively low-lying
peaks around 2430 cm�1 and 2460 cm�1 at q=0.1, provide evi-
dence that already at low coverage, some clusters of more
than one water molecule have formed on the surface. Based
on the present computational and experimental studies, we
cannot say with certainty whether this is a genuine phenom-
enon. It may be a sign of disorder in the water structure or of
defects of the surface structure in the experiments, but equally
well it might represent a computational artifact due to our lim-
ited cluster size. In any case, this question deserves further in-
vestigation, computationally and experimentally.

Conclusions

We have presented an investigation of vibrational properties
of water oligomers absorbed on flat and stepped Ni surfaces.
We show that a step, which is the simplest possible surface
defect, influences significantly the vibrational modes and fre-
quencies of the small absorbed clusters as well as the shift in
frequencies due to the adsorption.

To our best knowledge, our study is the first direct compari-
son of calculated and measured IR spectra. Although the

agreement with experiment is qualitative, our accuracy is suffi-
cient to characterize vibrational modes and distinguish be-
tween relevant adsorption sites and sizes of adsorbed clusters.

Keywords: ab initio calculations · IR spectroscopy · surface
analysis · transition metals · water chemistry
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Experiment[24] Experiment[25] coverage

monomer trimer monomer trimer 0,03 0,1 0,33
stretching

2684 2738 2765 2738 2701 2696
2731 2655 2632 2638

2567 2488 2580 2562 2560
2480 2474 2456 2460
2400 2453 2434
2327
bending

1125 1191 1116 1186 1190
1138 1175
1133
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Abstract

When crystallised from water/acetone mixtures, calix[4]hydroquinone (CHQ) forms supramolecular nanotubes which we studied

by NMR spectroscopy and DFT calculations, using the 1H and – for the first time – 2H chemical-shift resolution achievable in the

solid state under fast (30 kHz) magic-angle spinning. Acetone molecules are trapped in the bowl-shaped CHQ molecules inside the

tubes and hydrogen-bonded to an extended chain of hydrogen bonds, which is formed by CHQ and water molecules along the tube

axis. Both water and acetone molecules occupy well-defined average positions, but undergo fast reorientation motions during which

their protons interchange their positions.

� 2004 Elsevier B.V. All rights reserved.
1. Introduction

In nanotechnology, concepts of supramolecular self-

assembly and self-organisation have attracted consider-

able interest as a means to build structures on the

nanoscale. A particularly active field of research is con-
cerned with organic and inorganic nanotubes. Besides

the wealth of research carried out on covalently bonded

architectures, recent work is devoted to supramolecular

tubular assemblies which offer template functionalities

for the design of nanoscale materials. In our work, we

investigate self-assembled organic nanotubes composed

of nontubular subunits of calix[4]hydroquinone

(CHQ)[1,2], which combine a tubular structure with an
strong electrochemical reduction potential and can

therefore be used as templates for building silver

nanowires [3,4].

In the nanotubes, the CHQ molecules (Fig. 1a,b)

adopt a bowl-shaped conformation (Fig. 1a,c), which is

well known from related calix[4]arenes [5,6]. It is stabi-
* Corresponding author. Fax: +49-613-137-9100.

E-mail address: schnelli@mpip-mainz.mpg.de (I. Schnell).
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lised by the four inner hydroxyl groups which form a

circular proton tunneling resonance of hydrogen bonds

at the bottom of each bowl (Fig. 1b). The tubes

(Fig. 1d,e) are built from stacks of CHQ molecules

which are tied together at their upper rims through ex-

tended one-dimensional arrays of –O–H� � �O hydrogen
bonds. Each of these arrays consists of a well-defined

sequence of water and the hydroxyl groups. Due to this

arrangement, the CHQ bowls are open towards the in-

ner part of the tubes, and one proton per bridging water

molecule is potentially available for additional hydrogen

bonding. Experimentally, the CHQ nanotubes are

grown from a mixture of water and acetone [2,4]. The

needlelike crystals have been characterised by X-ray
crystallography [1] (Fig. 1).

Calix[4]arenes are well-known host molecules with a

pronounced capability of including small guest mole-

cules [5,6]. Therefore, the question arises whether the

tubes are actually hollow or whether another species is

trapped inside the CHQ bowls. X-ray data, however,

cannot provide clear evidence for the presence of guests

such as acetone [7–9] and water [10,11], because disor-
dered or mobile species cannot be observed. Therefore,

mail to: schnelli@mpip-mainz.mpg.de


Fig. 1. (a) Bowl-shaped conformation of calix[4]hydroquinone (CHQ),

(b) stabilised by a ring of four hydrogen bonds at the bottom of each

bowl. (c,d) Self-assembly of the CHQ bowls into nanotubes. (e) Crystal

structure of the CHQ nanotubes which have a 17 �A� 17 �A cross-

section with a 6 �A� 6 �A pore (with the van der Waals volume ex-

cluded).
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we performed 1H and 2H solid-state NMR experiments

which were supplemented by ab initio MP2 and DFT

calculations of NMR parameters [12–16].
2. Experiments, samples and computational details

All NMR spectra were recorded on a Bruker Avance

spectrometer operating at Larmor frequencies of 700.12

and 107.49 MHz for 1H and 2H, respectively. Magic-

angle spinning (MAS) was applied at 30 kHz to enhance

spectral resolution, and the spin system was manipu-
lated using p=2 radiofrequency (RF) pulses of 2.5 ls
length. Dipolar 1H–1H double-quantum (DQ) coher-

ences were excited using the back-to-back pulse se-
quence [17,18]. In the two-dimensional version of the

DQ experiment, the DQ coherences evolve according to

the sum of the chemical shifts of the two protons in-

volved in the coherence, while no such evolution takes

place in the one-dimensional double-quantum filtered
(DQF) version.

CHQ was synthesised from p-tert-butylphenol fol-

lowing the procedure given in [19–21]. Prior to reduction

with Na2S2O7, the calix[4]quinone was recrystallised

from THF and purified by chromatography on silica gel

using ethylacetate as solvent. Finally, the crude brown-

ish CHQ product was purified using a soxhlet extractor

and methanol as solvent. CHQ nanotubes were crys-
tallised from mixtures of acetone and water, from ace-

tone and deuterated water (D2O), and from deuterated

acetone (D6-acetone) and water.

To aid the interpretation of the experimental data, 1H

NMR spectra were calculated within DFT using a fully

periodic description of the systems [15,16] within the

pseudopotential plane wave programme package

CPMD [22]. The atomic coordinates were initially taken
from X-ray data and subsequently relaxed until the

forces fell below 10�3 atomic units, using pseudopo-

tentials of Goedecker type [23] and a plane wave cutoff

of 70 Ry. The BLYP gradient-corrected exchange-cor-

relation functional [24,25] was applied in all calcula-

tions. The shieldings so obtained were referenced to

tetramethylsilane values calculated under the same

computational conditions.
3. Results and discussion

The experimental 1H MAS NMR spectrum of the

CHQ nanotubes is shown in Fig. 2a. Based on typical

values of 1H chemical shifts, the signals at 10, 6.5 and 2

ppm can be ascribed to the CHQ hydroxyl, aromatic
and methylene protons, respectively. The resonance

position of the hydroxyl protons at 10 ppm is shifted

downfield, which is characteristic for protons involved

in hydrogen bonds. The two relatively sharp lines at 0.5

and 4.5 ppm, however, cannot be readily assigned.

The calculated spectrum shown in Fig. 2b confirms

the assignment of the CHQ signals. In the case of the

hydroxyl protons, the calculation yields two separated
resonances for: (i) the four protons forming the strong

ring-shaped hydrogen bonds at the bottom of the CHQ

cones and (ii) the four hydroxyl protons at the rim which

are involved in the extended chain of hydrogen bonds

along the tubes. Experimentally, however, the spectral

resolution does not allow for this distinction among the

hydroxyl resonances. The methylene proton resonances

are found to be spread over a range from about 2 up to
5 ppm, which includes considerable downfield shifts due

to ‘ring current effects’ arising from the p electrons

of the aromatic rings in neighbouring CHQ.



Fig. 2. 1H solid-state NMR spectra of CHQ nanotubes. (a) Spectrum

recorded under 30 kHz MAS. (b) Calculated 1H spectrum of the CHQ

nanotubes without further guest molecules. The two protons of the

water molecules in the 1D hydrogen-bonded chain give rise to two

separated lines which have been averaged in order to account for fast

motional processes in which the two protons interchange their posi-

tions. A broadening has been applied to all resonances by means of

appropriate Gaussian convolutions. (c) 1H–1H double-quantum fil-

tered (DQF) spectrum, recorded under 30 kHz MAS using one rotor

period for excitation and reconversion of 1H–1H DQ coherences.
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Experimentally, this spread is reflected by the broad

methylene line which is not resolved and cannot be as-

signed to a single ppm-value.

Turning to the water molecules, the calculations yield
two separated 1H resonances at 8.5 and 1 ppm, which

belong to the same water molecule and arise from the

proton involved in the hydrogen bonding and from the

other proton dangling freely inside the tube. Experi-

mentally, an intense resonance is observed at 0.5 ppm

(Fig. 2a), which could correspond to the ‘free’ protons

of the water molecules, but there is no counterpart

resonance at around 8.5 ppm. Moreover, the thermal
energy at room temperature is expected to cause fast

reorientation motions of the small water molecules.

Thereby, the two protons interchange their positions

and average their resonance frequencies to about

4.8 ppm, which corresponds to the rather sharp signal at

4.5 ppm in the experimental spectrum.
Accidentally, about the same chemical shift would

be observed for water in a liquid bulk phase. However,

the tubes investigated in this study were dried under

moderate conditions after crystallisation to remove

residual amounts of volatile solvent. Exposing the
tubes to more drastic heat and vacuum conditions, we

found that signal losses at 4.5 ppm are always associ-

ated with a highfield shift of the hydroxyl signal and

changes over the whole spectrum. This indicates that

the network of hydrogen bonds is directly affected and,

after intense heat and vacuum treatment, even de-

stroyed. Therefore, our samples do not contain signif-

icant amounts of liquid-like bulk water inside the
tubes, which could be removed without affecting the

tube structure.

To take a closer look at molecular mobilities, a
1H–1H DQF spectrum was recorded using a back-to-

back pulse sequence with one rotor period excitation

(i.e., 33 ls at 30 kHz MAS). In this experiment, signals

are only observed for protons that experience strong

homonuclear dipole–dipole couplings and, therefore,
belong to immobile molecules, while the signals of mo-

bile species are suppressed. As shown in Fig. 2c, the two

narrow lines at 4.5 and 0.5 ppm basically disappear from

the DQF spectrum, and only the signals of the (rigid)

CHQ molecules remain. Firstly, this finding confirms

the assumption that the water molecules in the CHQ

crystals undergo fast reorientation motions. Secondly,

the DQF spectrum provides evidence that the other
narrow resonance line at 0.5 ppm also arises from a

species with a pronounced mobility on the <ls time-

scale, as is typically encountered for solvent molecules.

To identify this second mobile species, CHQ nano-

tube crystals were grown from solvent mixtures with one

component deuterated, i.e., D2O/acetone and H2O/D6-

acetone. The 1H spectra of the two samples are shown in

Fig. 3a,b, respectively. When using D2O, the narrow
signal at 4.5 ppm disappears almost completely from the
1H spectrum, which again confirms the above interpre-

tation.

When growing the CHQ tubes from H2O/D6-acetone,

the 1H spectrum no longer shows the intense signal at

0.5 ppm (Fig. 3b). Correspondingly, the 2H spectrum of

the same sample exhibits exactly (and only) this signal

(Fig. 3c), which provides clear evidence that the peak at
0.5 ppm arises from the methyl groups of acetone. The

slight shoulder at about 0 ppm indicates the presence of

more than one species of acetone molecules in the

crystals, which probably differ slightly in their motional

properties and in the average position they occupy in the

nanotube structure. Interestingly, for various samples

grown from H2O/D6–acetone mixtures, the water reso-

nance at about 4.5 ppm was found to be strongly re-
duced, too. Provisionally, we ascribe this effect to

chemical proton–deuteron exchange processes which are

currently under further investigation.



Fig. 3. The 30-kHz MAS spectra of CHQ nanotube crystals grown

from solvent mixtures with one component deuterated. (a) 1H MAS

spectrum of CHQ tubes grown from D2O/acetone. (b) 1H MAS

spectrum and (c) 2H MAS spectrum of CHQ tubes grown from H2O/

D6-acetone.

Fig. 4. 1H–1H double-quantum (DQ) NMR spectrum of CHQ nano-

tube crystals, recorded under 30 kHz MAS using one rotor period of

back-to-back recoupling for excitation and reconversion of the DQ

coherences.
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Thus, we conclude that acetone is present in the CHQ
nanotube crystals. The acetone molecules are mobile,

but occupy an average position at which they experience

aromatic ring current effects that cause an upfield shift

of their signal by about )2.5 ppm. Recalling the typical

shielding effects of benzene rings, this implies a position

of the acetone methyl groups above (and not beside) the

aromatic ring planes, which means that the methyl

groups stick inside the CHQ bowls. This calls for a
spatial proximity between the acetone methyl groups

and the CHQ aromatic rings which can, using solid-state

MAS NMR, be readily identified from two-dimensional
1H–1H DQ spectra. The DQ signals are indicative for

proton–proton distances below 4 �A in rigid systems,

when the experiment is performed under fast MAS

conditions with short excitation times (i.e., 6 one rotor

period) [18]. Indeed, the 1H–1H DQ spectrum of the
CHQ tubes (Fig. 4) clearly shows a DQ signal which

involves the acetone methyl protons and the CHQ

phenyl protons. Thus, the acetone molecules do not

form a separated phase, but are in close contact with the

aromatic rings in the CHQ nanotube.
These observations show that acetone molecules are

trapped inside the CHQ bowls (Fig. 5a,c) of the na-

notubes. Such trapping phenomena are very well known

in the context of calix[4]arenes [5–9].

Assuming such an acetone/CHQ/water arrangement,

we have optimised the geometry of a CHQ/acetone

complex at the MP2 level using a 6-31G basis set and

computed the BSSE-corrected MP2-adsorption energy
using a 6-31G(d) basis with the G98 code [26]. In order

to separate the dispersion attraction from the hydrogen

bonding energy, a full and a partial geometry optimi-

zation were done, the former only relaxing the intra-

molecular degrees of freedom of the two fragments. We

found a van der Waals interaction of about 12 kJ/mol

and a full adsorption energy (including a hydrogen bond

between CHQ and acetone) of 68 kJ/mol. This energy is
sufficiently strong to support the hypothesis of a pref-

erential position of the acetone molecule in the center of

the CHQ bowls of the nanotube, in agreement with the

recent findings of [27].

The energy hypersurface is very flat and rich in local

minima. Thus, for a complete analysis of the finite

temperature NMR chemical shifts, one would have to



Fig. 5. (a) Representation of a bowl-shaped CHQ molecule taken out of the nanotube crystal structure (i.e., with hydrogen-bonded water molecules

attached). An acetone molecule is trapped inside the CHQ bowl with its carbonyl oxygen hydrogen-bonded to an available water proton. (b)

Representation of a unit cell of the CHQ nanotube filled with acetone molecules. (c) Experimental 1H spectrum of CHQ nanotube crystals. (d)

Calculated spectrum using the CHQ nanotube crystal structure filled with acetone molecules (shown in b). All chemical shifts of methyl and water

protons have been averaged. Different Gaussian line broadening was applied for the signals of rigid (nanotube) and mobile (water, acetone) atoms.
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resort to a statistical sampling as in [28], which is beyond

the scope of this Letter. Instead, a representative ace-

tone position was taken from the partial geometry op-

timization done at the MP2 level, and inserted in the
periodic nanotube. Four acetone molecules were placed

inside a unit cell, which corresponds to filling each CHQ

bowl with one acetone molecule. Their exact positions

were slightly randomised to yield a better statistics of the

chemical shifts, which were subsequently averaged. In-

trinsic errors in the calculations (such as the use of DFT,

incomplete basis sets, pseudopotential approximation,

and especially the neglection of temperature effects) may
lead to an estimated error margin of 1–2 ppm.

The calculated 1H spectrum is shown in Fig. 5d. To

account for molecular mobilities, the parameters were

averaged over all protons belonging to the same acetone

and water molecule, respectively, and little Gaussian

broadening was applied to these lines. In comparison to
Table 1

Experimental and calculated values of the 1H NMR chemical shifts of the C

1H chemical shifts Experiment (ppm) Calculat

CHQ tube aliphatic 2–5 1.5; 3.0;

CHQ tube aromatic 6.5 5.6

CHQ tube rim-OH 10.0 11.7

CHQ tube bottom-OH 10.0 10.4

H2O 4.5 1.5; 8.3

Acetone CH3 0.5 –

The presence of several values for a single proton species indicates topol
the spectrum calculated without acetone (Fig. 2b), three

major differences are obvious: (i) The methyl protons of

acetone give rise to an additional resonance line at

0.5 ppm, which fully reproduces the experimental ob-
servation (see Fig. 5c). (ii) For water molecules with and

without acetone being hydrogen-bonded to them, dif-

ferent average 1H shifts of 6.8 and 5 ppm, respectively,

are found. Without acetone, averaging takes place be-

tween two shifts of about 8.5 and 0.5 ppm for hydrogen-

bonded and free protons, respectively, as discussed

above. With acetone, both water protons have chemical

shifts of 6,. . .,7.5 ppm, because the hydrogen bond of
one water proton to the acetone carbonyl oxygen

weakens the other two hydrogen bonds in which the

water molecule is involved in the one-dimensional chain.

(iii) The shifts of the hydroxyl protons are affected by

the acetone through a weakening of the rim-OH net-

work, causing a slight geometrical rearrangement and in
HQ tubes, along with those of the trapped acetone

ion empty tube (ppm) Calculation tube with acetone (ppm)

5.0 1.5; 3.0; 5.0

5.6

11.3

11.6

1.5–10

)0.7

ogically different protons of the same molecule.
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particular a strengthening of the bottom OH group (see

Table 1).
4. Conclusions

In nanotube crystals grown from solutions of CHQ in

water/acetone mixtures, the solvent molecules play an

important role in terms of structure formation as well as

composition of the materials. Fast-MAS 1H and 2H

solid-state NMR spectra and DFT calculations confirm

that water molecules link the CHQs through extended

one-dimensional chains of � � �O–H� � � hydrogen bonds.
In addition, our investigations prove that acetone is

trapped in the CHQ bowls inside the tubes and, more-

over, attached to the extended hydrogen-bonded chain

via a carbonyl-water hydrogen-bond. Both water and

acetone molecules occupy well-defined average posi-

tions, but undergo fast reorientation motions in the

course of which their protons interchange their positions

and average their chemical shifts. A more detailed study
focusing on the dynamics of the acetone and water

molecules including chemical exchange processes is

currently underway.

Our work shows how the combination of solid-state

NMR performed under fast MAS conditions and DFT

calculations can provide substantial information on the

presence and properties of disordered and/or mobile

species in supramolecular structures, such as crystalline
nanotubes. Using 1H and – for the first time – 2H

chemical shifts in the solid state, simple MAS NMR

experiments can complement X-ray studies to elucidate

both longe-range order properties as well as phenomena

of disorder and molecular dynamics.
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Current Densities and Nucleus-Independent
Chemical Shift Maps from Reciprocal-Space
Density Functional Perturbation Theory
Calculations
Daniel Sebastiani*[a]

1. Introduction

Nuclear magnetic resonance (NMR) is a widespread analytical
tool in many areas of chemistry and biology. Among the key
quantities in this context are NMR chemical-shift spectra,
which allow the characterization of the chemical environment
of individual atoms. In particular, bond types and interatomic
distances can be obtained by analyzing the nuclear spin reso-
nance frequencies. The NMR chemical shifts are also used for
measuring hydrogen-bond strength. Especially in condensed
matter, where hydrogen bonding ranges from intramolecular
bridges up to complicated intermolecular networks, magic-
angle-spinning (MAS) solid-state NMR has emerged in the last
few decades as a promising technique for the analysis of mi-
croscopic structures of molecular and supramolecular sys-
tems.[1,2] In contrast to other spectroscopic techniques, NMR
allows the determination of many local structural properties,
even if the systems do not exhibit long-range order. Thus, for
such materials, NMR can have advantages over conventional
diffraction methods, which require order on length scales far
larger than what is necessary for NMR.
The NMR chemical shift is derived from the Larmor frequen-

cy of the nuclear spin of an atom, which describes the preces-
sion of the spin when the system is placed in a magnetic field.
Since the electrons also react to the external field, the total
magnetic field responsible for this precession is the superposi-
tion of the external field and the field induced by the electron-
ic response. The nuclear shielding tensor is the negative pro-
portionality factor between the electronically induced magnet-
ic field, taken at the atomic position, and the externally applied
field. When taken relative to a reference value, the shielding is
called chemical shift tensor. The trace of this tensor is the cen-
tral quantity measured in magnetic resonance spectroscopy.
The induced field and thus the nuclear shielding tensor,

however, are well-defined in all points of space, not only at the

positions of the nuclei. This generalization of the chemical shift
into such a scalar field is called nucleus-independent chemical
shift (NICS). Its concept was mentioned as early as 1958 by
Johnson and Bovey,[3] while its implementation and application
in quantum chemistry was pioneered by Schleyer et al.[4, 5]

There is a number of further developments and applications
of NICS values in the literature. They are predominantly used
for characterization of global and local aromaticity of hydrocar-
bons.[6–14] Some articles show how the magnetic response
properties can be decomposed into contributions of individual
orbitals[15–17] and the effect of particular functional groups.[18]

Another study describes how the individual components of
the NICS tensor can be interpreted.[19] Several articles exploit
the generalized NICS maps to describe numerically and visually
particular aspects of the electronic structure of molecules.[20,21]

Another branch of publications focuses on the quantitative cal-
culation of the induced ring currents[22] and the investigation
of their topological aspects.[23–26] There seem to be cases where
the prediction of aromaticity through NICS is not straightfor-
ward and may lead to an inaccurate characterization,[27,28] but
so far these possible failures can be considered exceptions.
Further developments of the NICS concept include a graph-

theoretical interpretation of NICS maps[29] and the derivation of
stability criteria.[30] Another recent application is the investiga-
tion of the dynamic evolution of aromaticity in combination
with molecular dynamics simulations.[31] Finally, there are also
review articles on the topic.[32,33]

[a] Dr. D. Sebastiani
Max-Planck-Institute for Polymer Research
Ackermannweg 10, 55128 Mainz (Germany)
Fax: (+49) 6131-379-100
E-mail : sebastia@mpip-mainz.mpg.de

A method to calculate condensed-matter nucleus independent
chemical shift maps (NICS maps) from first principles in the
framework of density functional theory is presented. I use a pseu-
dopotential plane-wave approach in which the electronic current
density and the NICS map are obtained from an inverse Fourier
transformation of the induced magnetic field represented in re-

ciprocal space (G space). Due to its intrinsically periodic descrip-
tion, the method is suitable for isolated molecules (by using a su-
percell technique) and for condensed-phase systems like solids.
The periodic NICS method was applied to hydrogen-bonded calix-
hydroquinone nanotubes, crystalline graphite, and two carbon
nanotube systems.
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The particular feature of the present work is that nucleus in-
dependent chemical shifts are calculated by using a periodic
plane-wave basis, that is, in reciprocal space. All physical quan-
tities are stored in Fourier space by means of their plane wave
coefficients, which are defined as a three-dimensional grid of
reciprocal space vectors. Operators which are defined in direct
space (r representation), such as the position operator itself or
the exchange-correlation potential, are applied by means of
forth-and-back fast Fourier transformations (FFT)[34] of the orbi-
tals. Other operators, such as the Coulomb propagator or the
Biot–Savart law for transforming a current into a magnetic
field, can be expressed and computed very efficiently in recip-
rocal space (G representation). In this approach, a single Fouri-
er transform is enough to obtain the desired NICS field at all
points of space. In contrast to direct-space-based methods, it
is not necessary to specify particular points for which the NICS
is to be computed. Instead, it is available after a regular NMR
calculation on all points of the direct space mesh at essentially
no additional cost.
The concepts of plane-wave basis sets and the correspond-

ing implementations have long been well established,[35] as is
the theory behind the calculation of magnetic linear re-
sponse.[36–38] The calculation of NMR parameters under periodic
boundary conditions is somewhat more recent.[39–42] By means
of these relatively new approaches, it is now possible to ana-
lyze the NMR chemical shifts of many systems that could not
be investigated before, such as crystalline and amorphous
solids as well as liquids.[43–52]

To document my tool for the calculation of NICS maps and
its implementation in the CPMD package,[53] I have included a
somewhat detailed description of the theoretical foundations
of the perturbation-theory-based calculation of the required
magnetic properties. Further details about the underlying den-
sity functional and density functional perturbation theory are
published elsewhere.[54–59]

2. Theory

2.1. General

The linear response scheme is realized in reciprocal space by
using a plane-wave basis set. To this purpose, the system is
placed into a unit cell, which is assumed to be replicated peri-
odically in all dimensions of space. According to the Bloch the-
orem, the electronic orbitals are periodic with certain lattice
vectors RL, apart from a phase factor which is not considered
here (G-point approximation). The orbitals y(r) are expanded
in plane waves, which are generated from G-space vectors
[Eq. (1)]

yðrÞ ¼
X

G

cG exp½iG � r� ð1Þ

where NG is the total number of G vectors. Equation (1) de-
scribes a Fourier transformation from the set of coefficients cG

to the direct-space representation y(r). The G vectors are char-
acterized by Equation (2)

1
2p

G � Rj j 2 N0 ð2Þ

where N0 represents the set of non-negative integers and R is
any lattice vector. The coefficients can be obtained by means
of inverse Fourier transformation [Eq. (3)] .

cG ¼ 1
NG

X
r

yðrÞ exp½	iG � r� ð3Þ

Calculation of physical properties of the system such as den-
sities and potentials within this representation is beyond the
scope of this work and has already been published in detail
elsewhere.[35] Note, however, that the application of the posi-
tion operator is not trivial for periodic orbitals and requires
special consideration. Several ways exist to circumvent the
problem that r̂ violates the periodicity of the unit cell.[40,41,60, 61]

The method adopted here is a sawtooth-shaped representa-
tion of r̂, which can be applied to the orbitals in a very simple
way if they have previously been transformed into maximally
localized Wannier orbitals.[41,62] In contrast, the momentum op-
erator can be applied in reciprocal space by simply multiplying
the coefficients cG by iG. This can be seen from the identity of
Equation (4).

@

@r
yðrÞ ¼

X
G

iGcG exp½iG � r� ð4Þ

All other operators that are required in this work, namely,
the Hamiltonian, angular momentum, current density, and
Biot–Savart operators, can be expressed as combinations of r̂
and p̂.

2.2. Magnetic Perturbation Theory

A magnetic field is represented by a vector potential A, which
must satisfy Equation (5).

B ¼ r� AðrÞ ð5Þ

The vector potential is an auxiliary quantity that has no
direct physical meaning. For a given magnetic field, a whole
class of vector potentials exist which fulfill the constituting
Equation (5).
It contains a degree of freedom in form of an arbitrary scalar

function Fg(r) whose gradient may be added to A(r) without
affecting the resulting magnetic field [Eqs. (6)–(8)] .

AðrÞ7!A0ðrÞ ¼ AðrÞ þ rFgðrÞ ð6Þ

) B0¼ r � ðAðrÞ þ rFgðrÞÞ ð7Þ

¼ r � AðrÞ ¼ B ð8Þ

Fg(r) is called the gauge function, and its choice should not
affect any physical results (gauge invariance). However, this is
numerically not exactly true, and intermediate values in an
actual calculation can change a lot.
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A typical choice for A in the case of a desired homogeneous
magnetic field B is given by Equation (9).

AðrÞ ¼ 	 1
2

r � B ð9Þ

It obviously satisfies Equation (5). Special care must be taken
in extended systems, where the position operator r̂ is ill-de-
fined[40,41] because of its intrinsically nonperiodic character.
However, in this article I ignore this aspect and treat the
system as isolated. A particular class of gauge functions is de-
fined by Equation (10)

FgðrÞ ¼
1
2

r � Rg � B ð10Þ

with a particular position in space denoted by Rg. The transfor-
mation [Eq. (6)] yields for the new vector field Equation (11).

A0ðrÞ ¼ 	 1
2
ðr	RgÞ � B ð11Þ

This transformation only translates the origin of the coordi-
nate system by Rg. For this reason, the point Rg is called the
gauge origin of the new vector potential A’. It is a cyclic varia-
ble, because it does not change the physics of the system, but
it turns out that a careful choice of the gauge function is es-
sential for ensuring good numerical accuracy.

2.3. Density Functional Perturbation Theory

The magnetic field is incorporated into the Hamilton operator
by means of the so-called minimal substitution [Eq. (12)]

p̂7!p̂ ¼ p̂	eAð̂rÞ ð12Þ

which defines a generalized momentum operator p. This gen-
eralized momentum replaces the standard momentum opera-
tor p̂ in the Hamiltonian. Developing the latter in powers of
the magnetic field (i.e. , in powers of A) yields a linear and a
quadratic term [Eqs. (13) and (14)] .

Ĥð1Þ ¼ 	 e
m

p̂ � Að̂rÞ ð13Þ

Ĥð2Þ ¼ e2

2m
Að̂rÞ2 ð14Þ

These modifications of the field-free Hamiltonian are treated
within perturbation theory and represent the first- and second-
order perturbation Hamiltonians. I use density functional per-
turbation theory (DFPT), also known as the coupled perturbed
Kohn–Sham (KS) method,[59] which provides the electronic
linear response yð1Þ

i

���
E
to the magnetic field according to Equa-

tion (15)

ðĤð0Þ 	 eiÞ yð1Þ
i

���
E
¼ P̂nĤð1Þ yð0Þ

i

���
E

ð15Þ

where yð0Þ
i

���
E
are the unperturbed KS orbitals, ei their KS eigen-

values, and P̂n ¼ 1	
P occ

j yð0Þ
j

���
E
yð0Þ

j

D ��� the projector on the un-

occupied orbitals. In Equation (15), there is no first-order per-
turbation density 1(1)(r) as in standard density functional per-
turbation theory,[59] because the perturbation Hamiltonian (13)
is purely imaginary in the position representation. This in turn
results in a vanishing first-order density,[41] which can be ex-
pressed as 1(1)(r)=

P
j
�yð1Þ

j ðrÞyð0Þ
j ðrÞ þ �yð0Þ

j ðrÞyð1Þ
j ðrÞ. The total

wavefunction is obtained as Equation (16)

yij i ¼ yð0Þ
i

���
E
þ yð1Þ

i

���
E

ð16Þ

Equation (15) can formally be inverted by using a Green’s
function formalism [Eqs. (17) and (18)]

yð1Þ
i

���
E
¼ ðĤð0Þ 	 eiÞ	1P̂nĤð1Þ yð0Þ

i

���
E

ð17Þ

¼ ĜiĤ
ð1Þ yð0Þ

i

���
E

ð18Þ

Note that the Green’s function Ĝi does not commute neither
with position nor with the momentum operators, because it is
the inverse of an operator which contains both r̂ and p̂. Equa-
tion (18) will be used in the following as a compact notation
to represent the calculation of the yð1Þ

i

���
E
. In the implementa-

tion, however, Equation (15) is solved directly by using a conju-
gate-gradient minimization algorithm for the second-order per-
turbation energy.[59] Its computational cost is comparable to
and usually less than that of a total-energy calculation. No
wavefunctions of unoccupied states are required in this
scheme, in contrast to sum-over-states techniques.[63,64]

2.4. Electronic Current Density

The electronic current density at a position r’ is defined as the
expectation value of the current operator [Eq. (19)] .

ĵr0 ¼
e
2m

p̂ r0j i r0h j þ r0j i r0h jp̂½ � ð19Þ

With first-order perturbation theory, this expectation value
must be taken within the perturbed orbitals
yij i ¼ yð0Þ

i

���
E
þ yð1Þ

i

���
E
. Note that the unperturbed orbitals

yð0Þ
i

���
E
are real functions, while it can be shown that the first-

order corrections yð1Þ
i

���
E
are purely imaginary.[41] It is easy to

see that the expectation value of ĵr0 within the unperturbed
states vanishes due to the real nature of the orbitals. The ex-
pansion of the expectation value up to first order yields Equa-
tion (20)

jð1Þðr0Þ ¼ e
2m

X
j

yð0Þ
j

D ��� p̂ r0j i r0h j þ r0j i r0h jp̂ð Þ yð1Þ
j

���
E
þ c.c.

	 e2

m

X
j

Aðr0Þ yð0Þ
j

D ���r0i r0 yð0Þ
j

���
D E ð20Þ

after backsubstitution of p= p̂-eA(r̂). In my approach, I use the
so-called “Rg= r” variant of the continuous set of gauge trans-
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formations (CSGT method[37]). For each point r’ in space at
which the current density is calculated, the gauge origin Rg is
set to r’. This method makes the last term of Equation (20)
vanish analytically.
Inserting the vector potential [Eq. (5)] within the Rg= r’

gauge into the perturbation Hamiltonian (13) and expanding
the yð1Þ

i

���
E
according to Equation (18), the expression for the

Cartesian component a of the current density reads as Equa-
tion (21).

jð1Þa ðr0Þ ¼ e2

m2

X
k

hyð0Þ
k j p̂a r0j i r0h j þ r0j i r0h jp̂að Þ

Ĝk r̂ � p̂ y0
k

�� �
	 Ĝkr

0 � p̂ y0
k

�� �
� � B

� ð21Þ

To avoid ambiguities related to the vector character of the
current density and the cross products involving r’G p̂·B and
variations thereof, this expression was formulated for the Car-
tesian component a of the current density.
Note that in Equation (21), p̂ and r̂ as well as Ĝk are opera-

tors, whereas r’ is a position variable. Therefore, r’ in the
second cross-product commutes with the Green’s function Ĝk

and the momentum operator p̂, so that r’ can be replaced by
a position operator acting on the position states r0j i [Eq. (22)] .

jð1Þa ðr0Þ ¼ e2

m2

X
k

yð0Þ
k p̂a r0j i r0h j þ r0j i r0h jp̂að ÞĜk r̂ � p̂
�� ��yð0Þ

k

D E
� B

	 e2

m2

X
k

yð0Þ
k p̂a r0j i r0h ĵr þ r̂ r0j i r0h jp̂aÞ � Ĝkp̂

� ��yð0Þ
k

���
E
� B

D

ð22Þ

Contrary to Equation (21), this new expression does not con-
tain any explicit dependence on r’ except its eigenstate r0j i. It
has the form of the diagonal direct-space matrix elements of
an operator [Eq. (23)] .

jð1Þa ðr0Þ ¼ e2

m2

D
r0
���X

k

Ĝk r̂ � p̂ yð0Þ
k

���
Eh
:: yð0Þ

k

D ���p̂a
þp̂aĜk r̂ � p̂ yð0Þ

k

���
E
yð0Þ

k

D ���
	r̂ � Ĝkp̂ y

ð0Þ
k

���
E
yð0Þ

k

D ���p̂a
þp̂aĜkp̂ y

ð0Þ
k

���
E
� yð0Þ

k

D ���̂r
i

r0
E
� B

���

ð23Þ

Although this equation looks a bit lengthy, it can be com-
puted efficiently in a single run for the whole system. In partic-
ular, the application of position and momentum operators to
any set of orbitals (unperturbed or perturbed) is straightfor-
ward in their respective representations (direct and Fourier
space) with the help of fast Fourier transformations. In con-
trast, direct application of Equation (21) would require one in-
version of the Hamiltonian per real space mesh point r’, which
is prohibitively expensive.
As an illustrative example, I shall describe in more detail

how to compute the last term in Equation (23), that is, Equa-
tion (24).

X
k

r0 p̂aĜkp̂
�� ��yð0Þ

k

D E
� yð0Þ

k r̂j jr0
D E

� B ð24Þ

First, the momentum operator is applied to the unperturbed
orbitals according to Equation (4). The resulting functions are
transferred to the perturbation theory routines, which deliver
the response orbitals by solving Equation (15). Then, p̂a is ap-
plied to these functions, followed by a Fourier transformation,
which yields the left part of Equation (24) as a function on the
direct-space grid. After that, the unperturbed orbitals are trans-
formed to direct space and multiplied by r̂. Finally, the latter
are multiplied with the previously obtained left part of Equa-
tion (24) on each point of the real space grid, resulting in the
contribution of this term to the electronic current density
[Eq. (23)] .
In this way, the induced current density ja is obtained at

each point of the real space grid. It it subsequently trans-
formed to reciprocal space by fast Fourier transformation,
yielding ja,G.
Note that in order to obtain a formalism that can be applied

to truly periodic systems with extended Bloch orbitals, the use
of the position operator in Equation (23) is not straightforward.
In an extended system, the position operator is nonperiodic
and can thus not be represented directly in its standard form.
One possibility to circumvent this problem is to restart at
Equation (9) and to assume that the external magnetic field is
modulated with a cosine along its direction.[65] This results in a
periodic vector potential which is then well defined under peri-
odic boundary conditions. [39,40] An alternative is the transfor-
mation of the Bloch wavefunctions into maximally localized
Wannier orbitals,[62] for which a suitably modified sawtooth po-
sition operator can be defined.[41,42] This technique renders the
formulation of Equation (23) more complicated, since these
Wannier orbitals are not eigenfunctions of the Hamiltonian any
more and require a generalized version of perturbation
theory[59] as compared to Equation (18). However, the basic
procedure remains unchanged.

2.5. Induced Magnetic Field

The electronic current density induces an additional inhomo-
geneous magnetic field, which can be obtained by the law of
Biot–Savart [Eq. (25)] .

BindðrÞ ¼ m0
4p

r�
Z
d3r0

jðr0Þ
r0 	 rj j ð25Þ

The integral in Equation (25) is well known as the solution of
the Poisson equation for the electrostatic field. The difficulty
lies in the point that the current density j(r) is a periodic func-
tion, while 1

r0	rj j is not. Under periodic boundary conditions, the
convergence of Equation (25) is not assured generally, but with
the exception of the G=0 component, its Fourier transform
can be computed in a straightforward way [Eq. (26)][35]
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F
Z
d3r0

jðr0Þ
r0 	 rjj F

¼ 4p
G2 jG ð26Þ

where the jG denote the 3D vectors of Fourier coefficients of
the current density, defined in complete analogy to Equa-
tion (3). The curl required for Equation (25) is then very easy to
apply according to the Equation (4). Eventually, the Fourier co-
efficient vectors Bind

G of the induced field can be expressed as
Equation (27).

Bind
G 6¼0 ¼ im0

G � jG
G2

ð27Þ

To obtain the complete representation of the induced mag-
netic field in the system, evaluation of the G=0 component is
still required, which is more involved than the G¼6 0 case. It is
defined as Equation (28)

Bind
G¼0 ¼

1
W

Z
W

d3rBindðrÞ ð28Þ

where the integration runs over the entire (macroscopic)
sample volume W. Thus, the integration can only be done ana-
lytically if the shape of the sample is known. Since the experi-
mental standard is to assume a spherical geometry, we restrict
ourselves to this special case here. Together with the Biot–
Savart law [Eq. (25)] , the integration can be carried out explicit-
ly [Eqs. (29) and (30)] .

Bind
G¼0¼

1
W
m0
4p

Z
W

d3rd3r0
r0 	 r

r0 	 rj j3 � jðr0Þ ð29Þ

¼ 1
W
m0
4p

Z
W

d3r0jðr0Þ � @

@r0

Z
W

d3r
1

r0 	 rj j ð30Þ

The last integral can easily be evaluated in polar coordinates.
For a sphere with radius RS, it yields 2p(R

2
S	r’2/3), where r’ is

the distance of the position r’ to the center of the sphere.
Thus, the gradient in Equation (30) gives 	4p/3 r’ and the in-
duced field can be computed as Equations (31) and (32).

Bind
G¼0¼

m0
3W

Z
W

d3r0r0 � jðr0Þ ð31Þ

¼ 2
3
cm � Bext ð32Þ

where cm is the magnetic susceptibility tensor [Eq. (33)] .

cm ¼ @

@Bext

m0
2W

Z
W

d3r0r0 � jðr0Þ ð33Þ

In Equation (31), integration over the whole sample volume
W can be restricted to one unit cell if the normalization factor
1/W is changed accordingly. The integral in Equation (33) is
translationally invariant, since the integral of the current densi-

ty over one unit cell must vanish. Thus, the calculation of cm is
straightforward on the direct-space mesh.

2.6. Three-Dimensional NICS Maps

In this way, the magnetic field which is induced in the system
due to the current created by the electronic linear response to
the external field can be computed in its reciprocal-space rep-
resentation. Once this goal is achieved, this induced field is
available at all points in the unit cell. At the nuclear positions,
its value represents one row of the nuclear shielding tensor for
a given direction of the external field [Eq. (34)] .

sðRÞ ¼ 	 @BindðRÞ
@Bext

ð34Þ

Experimentally, the trace of this tensor is quoted relative to
that of a reference molecule to give the isotropic NMR chemi-
cal shift [Eq. (35)] .

dðRÞ ¼ 1
3
Tr sref 	 sðRÞ
� � ð35Þ

On the other hand, since the induced field is well-defined at
all positions of space, it is possible to calculate Equation (34)
also in places where no atom is located. For special points,
usually the centers of molecular symmetry, these values are
known as nucleus independent chemical shifts (NICS).
Using traditional quantum chemical methods with localized

basis sets, the calculation of NICS values for a large number of
points on a fine mesh (e.g. , 1003 points) within a significant
region of space around a molecule is computationally relatively
expensive. However, with the reciprocal-space approach pre-
sented here, the induced magnetic field and therefore the
NICS values are automatically available at all points of the con-
sidered periodic unit cell. The computational effort required to
obtain these three-dimensional maps for all points r in space is
essentially equal to that of a single regular calculation of NMR
chemical shift. The only difference with respect to Equa-
tion (35) is that NICS maps are not referenced because they do
not refer to any specific nucleus. Hence [Eq. (36)]

dNICSðrÞ ¼ 	 1
3
TrsðrÞ: ð36Þ

This definition is kept throughout this work. Positive values
of dNICS(r) thus correspond to locally increased magnetic fields
(“upfield shifts”) while negative ones represent areas of de-
creased magnetic field (“downfield shifts”).

Computational Details

All calculations of NICS maps were carried out with the density
functional perturbation theory module[59] implemented in the Car–
Parrinello Molecular Dynamics program package CPMD.[53] This
code is designed for calculations under periodic boundary condi-
tions, where plane waves are used as basis set. NICS maps are a
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generalization of nuclear magnetic shielding tensors whose calcu-
lation is implemented within the same package.[41,42] All properties
required for the calculation of NICS maps can be computed effi-
ciently in reciprocal space (G space) by using fast Fourier transform
techniques to switch to direct space and vice versa. All visualiza-
tions were done with the Molekel program[66] and postprocessed
with the GIMP package.[67]

The BLYP exchange and correlation functional[68,69] and Goedecker–
Teter–Hutter pseudopotentials[70,71] were used together with a
plane-wave cutoff of 60 Ry for hydrocarbons and 90 Ry in the pres-
ence of oxygen atoms. For all systems, large supercells (typically
(20 L)3 or larger) were used to isolate the molecules from their pe-
riodic images and to avoid that the NICS fields overlay each other.
For the graphite crystal, I used an orthorhombic supercell of two
layers of 32 carbon atoms each. To avoid convergence problems, I
restricted the sampling of the Brillouin zone to the G point only, in
which case graphite has a finite band gap. This results in a partially
incorrect description of the physics of this system, but the main
purpose of this example is to illustrate the potential of the
method, for which I believe the G point to be sufficient.

Norm-conserving pseudopotentials were used to represent the
ionic core and the inner electrons for non-hydrogen atoms. There-
fore, the current densities and NICS fields are missing the effect of
core electrons, which is very important close to the atomic posi-
tions. There are sometimes doubts whether pseudopotential-based
calculations can capture the full picture of orbital magnetic re-
sponse, and it was found that for uranium compounds that there
are actually problems with the effective core potential approxima-
tion.[72] A more recent article on the same class of uranium com-
plexes, however, finds that pseudopotentials are indeed suitable
for such ultraheavy systems, provided the chosen electronic core is
small enough.[73] These examples show that the effect of core elec-
trons is limited to the immediate neighborhood of the heavy
atoms. It is also known that the NMR chemical shifts of protons in
organic molecules does not depend on the explicit consideration
of the carbon core electrons.[39–41] Therefore, the NICS maps can be
considered to be correct everywhere except at positions closer
than about 0.5 L to heavy atoms.

The periodic NICS method presented here has specific advantages
and disadvantages when compared to the well-established quan-
tum chemical approaches using localized basis sets. In the latter,
great care must be taken when choosing the gauge origin, and a
whole branch of theoretical methods exists to cope with this issue,
which is a consequence of the incompleteness of every finite basis
set. Since plane waves are completely delocalized and thus more
complete in the sense of diffuse and polarization basis functions,
this problem is less significant here. In contrast, plane waves are
cumbersome for an accurate description of strongly oscillating
orbitals. In particular, the accuracy of properties relative to the
region of core electrons is reduced due to the necessity to use
pseudopotentials. However, it was already shown in the early
days of the IGLO method[36] that the effect of core electrons on
NMR chemical shifts can be well represented as an additive con-
stant.

A clear advantage of the present formulation is that all operators
used in magnetic perturbation theory can be represented as a se-
quence of the position and momentum operators. The application
of the former can be done in real space, while the latter is a simple
multiplication operation in Fourier space. The transition between
the two representations can be done very efficiently by using fast
Fourier transforms (FFT), which typically consume about two-thirds
of the total computer time. Special care must be taken for a
proper periodic representation of the position operator, which vio-

lates the periodicity of the system in its trivial formulation. This
issue, however, exceeds the scope of this work and has already
been discussed in more detail elsewhere.[41,42]

3. Results and Discussion

3.1. NICS of Calixhydroquinone

As a first example of a strongly aromatic moiety, I computed
the NICS map of calixhydroquinone (CHQ). This molecule con-
sists of four hydroquinone rings that are linked by CH2 spacers.
They assume the shape of a bowl, with an array of strong
OH···O hydrogen bonds in its bottom. Molecules of CHQ have
the unusual ability to crystallize as noncovalently bonded
nanotubes which are linked by a hydrogen-bond network in-
volving additional water molecules.[74,75] This system has been
investigated previously by means of solid-state 1H MAS NMR
techniques and DFT-based calculations from our group, which
showed that the nanotube crystals are filled with mobile ace-
tone molecules.[51] Considering the available space within the
nanotubes, each CHQ can host about one acetone molecule.
The pronounced London dispersion attraction between the
CHQ bowls and the acetone molecules led us to the assump-
tion that the acetone molecules might preferentially occupy
the site in the center of the CHQs.
In that previous study, we showed that experimentally the

1H NMR resonance line of the methyl groups of acetone ap-
pears at an unusually upfield chemical shift. This shift could be
shown to be due to the assumed proximity of the acetone to
the aromatic hexagons of the CHQ molecules. Here, the NICS
map of the calixhydroquinone molecule is computed (Figure 1)
as well as a unit cell of the full nanotube (Figure 2).

Already for the isolated CHQ molecule, shown in Figure 1,
the spatial extent of the typical aromatic NICS cone is signifi-
cantly larger than for the benzene molecule. This is not surpris-
ing, since the individual cones of the four aromatic hydroqui-
nones overlap in the center of the bowl. The strength of this

Figure 1. The NICS map of an isolated calixhydroquinone molecule.
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cumulative effect results in a large NICS of about 1–2 ppm at
the top of the bowl.
The CHQ nanotube in its three-dimensional structure is evi-

dently more complex. Its NICS map is shown in
Figure 2, where the plane is placed in the center of
the the top-left and the bottom-right CHQ molecules.
Since the top-right and bottom-left CHQ molecules
are displaced by half a lattice vector along the tube,
the figure contains half a molecule above the cut
and half a molecule below.
The NICS map shows that even in the plain center

of the CHQ nanotube, a test spin would still feel an
upfield shift of at least 	1 ppm due to the nearby
presence of p electrons. The closer one approaches
the CHQ bowl, the stronger is this effect. It eventually
reaches a magnitude of about 	3 ppm. Although
NICS-derived predictions cannot be taken as a quan-
titative measure of the upfield shift of real protons
(which would inherently distort the electronic struc-
ture of the CHQs, an effect that is not taken into ac-
count in the NICS scheme), it illustrates the expected
strength of the displacement. Indeed, the estimation
from the NICS values, that is, a range of 	1 to
	3 ppm, is in very good agreement with experi-
ment,[51] where an upfield shift of the acetone proton
of about 	2 ppm was found with respect to pure
acetone.

3.2. NICS of Graphite

Figure 3 shows a section of the NICS field of graphite
parallel to the graphene plane, about 0.5 L below
the carbon atoms. The color coding includes a signifi-
cantly wider range of shifts compared to that used
for the calixhydroquinone systems. Still, the actual
NICS close to the atoms and bonds clearly exceeds
the 	20 ppm scale (dark blue regions).

When starting from the simple benzene molecule, whose
NICS map has been investigated in several articles,[3, 9,17,20] and
moving to large polybenzenoid hydrocarbons,[6,21] graphite
constitutes the limit of an infinitely large system of this catego-
ry. So far, its NICS map could not be computed since it is a pe-
riodic system, not tractable with standard quantum chemistry
codes. Previous studies indicate that even for very large poly-
benzenoid hydrocarbons (up to C222H42), different rings exhibit
individual NICS strengths that lead to the assignment of differ-
ent aromaticities to different rings.[21] Here graphite shows—as
imposed by its translational symmetry and thus not unexpect-
edly—a fully symmetric NICS field.
The NICS is weakest at the centers of the hexagons. This can

be explained from the larger spatial distance to the bonds,
where the electronic current density is stronger. This fact is
also visible in Figure 4, where the plane is orthogonal to the
graphite plane, in the middle of the C	C bonds. The centers of
the hexagons represent local minima of the NICS field. The
NICS values at the ring centers of about 	6 ppm (and 	8 ppm
1 L above the plane) are only about half that of benzene (	10
and 	11 ppm). Insofar, graphite would have to be considered
nonaromatic. However, when graphite is thought of as the in-

Figure 2. The NICS map of a nanotube composed of calixhydroquinone mol-
ecules and bridging water molecules.

Figure 3. Section of the NICS field of graphite in the plane parallel to the sheets, taken
1 bohr below the atoms. Note the difference in the color coding with respect to the cal-
ixhydroquinone nanotube (Figure 2), which covers a significantly larger range.

Figure 4. Section of the NICS field of graphite taken at the middle of the C	C bonds.
The color code is the same as in Figure 3.
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finite extension of the largest polybenzenoid system studied
by Moran (i.e. , C222H42, molecule 11 in ref. [21]), it could be con-
structed as a periodic hexagonal continuation of C222H42. Since
in C222H42, the ratio of aromatic/nonaromatic rings is 1/2, a hex-
agon of a graphite sheet could be represented as the superpo-
sition of one aromatic and two nonaromatic rings. Taking the
corresponding NICS values of approximately 	15 and 	4 ppm,
respectively (Table 1 of ref. [21] , atoms A and F), this yields an
average NICS of 	7.5 ppm, which is very close to my 	8 ppm.
Thus, it appears justified to see graphite as some kind of sym-
metrization of large polybenzenoid hydrocarbons.

3.3. Carbon Nanotubes

Single-wall carbon nanotubes (CNTs) exhibit a broad variety of
surprising physics and chemistry and are of growing impor-
tance in industrial applications. A large amount of literature
describes their structural, electronic, and thermal properties,
amongst other characteristics.[76–79] As they can be thought to
be built from a wrapped graphene sheet, they are in many re-
spects similar to the graphite system computed in the Sec-
tion 3.2. In particular, they have highly delocalized electrons,
despite the distortions imposed by their tubular structure.
Since, in their idealized form, they are infinite periodic sys-

tems, they are intrinsically difficult to treat with conventional
quantum chemistry codes. So far, there is no investigation of
the aromaticity of infinite CNTs in terms of NICS maps in the
literature. Such calculations do exist, however, for finite-length
tubes.[80,81] In finite CNTs, the assignment of aromaticity/nonar-
omaticity of the individual rings changes as a function of the
size of the CNT segment. Also the C	C bond lengths and the
NICS values themselves are not constant, while in a real (infin-
ite) CNT, all carbon atoms are equal by symmetry. For the prop-
erties of finite tubes, a real convergence in size could not yet
be reached due to the required computational effort.
CNTs exist in several categories depending on the way their

graphene sheets are wrapped up. Their physical and chemical
properties depend on the diameter and chirality of the tube,
which is characterized by a pair of numbers (n,m). This pair de-
fines the chiral vector na1+ma2 (where a1 and a2 are the lat-
tice vectors of the underlying graphene sheet) which describes
the chiral periodicity of the CNT.
If the difference n	m is divisible by three, then the CNT is

metallic ; otherwise, it is a semiconductor. Since my approach is
not applicable to metallic systems, I studied only a nonmetallic
(11,0) nanotube. With the help of a trick, however, a (12,0) CNT
could also be computed. To this end, I connected a (12,0) seg-
ment with a piece of a (11,0) CNT,[82] which made the analysis
possible.
Carbon nanotubes have two distinct directions, along the

tube axis and orthogonal to it, in which their electronic re-
sponse properties are naturally very different. I therefore not
only studied the average induced field (the isotropic NICS
field), but also the individual cases in which the external mag-
netic field is applied along those two directions.

3.3.1. Zig-Zag (11,0) Nanotube

The (11,0) CNT is a semiconducting tube with a diameter of
about 8.6 L, with eleven hexagons per winding and without
chirality. I took a supercell of three repeat units, containing a
total of 132 carbon atoms, in a box of 25G25G12.78 L.
Initially, I studied the magnetic properties for an external

field applied along the tube axis. Figure 5 shows an isosurface

plot of the modulus of the induced current density j j(r) j . The
current nicely follows the carbon atoms zig-zag-wise around
the tube, that is, the largest contributions arise from regions
very close to the C	C bonds.
Figure 6 shows a single component jvert(r) of the same cur-

rent density in the direction orthogonal to the image plane.
The dominance of the near-bond areas is evident, but the
presence of a large diffuse region of additional current density
at about 1–2 L outside the CNT is visible as well. Small currents
with opposite orientation, located close to the atomic posi-
tions, correspond to localized ring currents around the bonds.
Their magnitude, however, is significantly smaller than that of
their delocalized counterpart that embraces the whole tube.
The scatter which is visible in the middle of the CNT is numeri-
cal noise, which arises from the fact that the zero for the cur-
rent lies at a color step. Thus, small fluctuations around zero
may result in a change in the color code without physical
meaning.
Another interesting view on the induced current density in

an extended system is shown in Figure 7, which illustrates the
particular effect of the periodicity used in the present method
on the horizontal current component jhoriz(r). In this calculation,
the external magnetic field is applied in the direction orthogo-
nal to the tube axis (orthogonal to the plane). Such an external
field creates a current that does not circulate as a closed loop
within a unit cell, but which is carried through the box. The

Figure 5. Isosurface map of the modulus of the induced electronic current
of a (11,0) CNT when the external magnetic field is along the tube axis. Tori
are formed and closely follow the zig-zag C	C bonds.
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current enters the cell at the top right (and bottom left)
border and leaves at the top left (and bottom right) position.
In this way, two infinite “slabs” of current are created on the
top and bottom of the CNT. Only if the CNT were of finite size
(e.g. , terminated with a suitable fullerene-type cap) would this
current density be represented as a closed ring current.
Figure 8 shows the horizontal component of the magnetic

field that is induced by this current density. This corresponds
to a diagonal element of the NICS tensor, for instance sxx(r).
The current density slabs of Figure 7 would be located at the
top and the bottom of the tube. They create an approximately
dipolar magnetic field outside the tube, ranging from 	20 to

+20 ppm. The induced field inside the CNT, however, is sur-
prisingly homogeneous. Apart from the regions immediately
adjacent to the tube wall, it varies by less than 8 ppm through-
out the tube.
The superposition of this field with the other two compo-

nents of the NICS tensor constitute the isotropic NICS field
d(r), which is shown in Figure 9. Outside the tube, the two
dipole fields cancel each other when superimposed, so that
the isotropically averaged shift tensor is close to zero. Inside
the tube, all three components of the NICS tensor have equal
signs and thus add up. They result in an isotropic NICS field
that is very homogeneous in the entire nanotube.

Figure 6. Vertical component of the induced current (in arbitrary units) of a
(11,0) CNT for the external field along the tube axis. The section is taken in
the center of a current torus (as shown in Figure 5).

Figure 7. Horizontal current component (along the tube axis) of a (11,0) CNT
for an external field perpendicular to the paper plane.

Figure 8. Horizontal component (orthogonal to the tube axis) of the induced
magnetic field (in ppm) for a horizontal external field of the (11,0) CNT.
Apart from the sign, this corresponds to a diagonal component of the NICS
tensor (e.g. , sxx(r)). Note the large ppm scale, but also the homogeneity of
the field inside the nanotube.

Figure 9. Isotropic NICS field (in ppm). Note that the NICS outside the tube
is quasizero, while the values inside are on the order of 	45 to 	51 ppm
and very homogeneous.
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This isotropic NICS field is not unexpected, since the nano-
tube is of course very symmetric with respect to rotations
around its axis. This does not allow for significant asymmetries
in the NICS. However, the very strong variations in the field
shown in Figure 8 would lead to a large chemically induced
shift anisotropy (CSA) for spins located outside the nanotube.
This could be useful for determining experimentally whether a
certain molecule (e.g. , H2) is physisorbed outside of the CNT,
where its chemical shift would vary only relatively little.
In comparison to calculations on finite CNTs,[80,81] the NICS

values of the present infinite tubes are significantly more nega-
tive. While the finite segments yield NICS shifts similar to that
of benzene (	9 to 	12 ppm) for aromatic rings, I observe
roughly two to three times those values (cf. Figure 9). This
could be due to the position where the NICS values were
taken in refs. [80,81][80,81] (1 L along the normal to the hexagon
plane). It appears that these locations, although very common
for isolated planar molecules, are not perfectly suitable for
carbon nanotubes, because their NICS fields have strong gradi-
ents in these areas (see Figure 9). Another possible explanation
of the discrepancies is the mere fact of the finite size of the
tube segments. The NICS field of the infinite rest of the CNT
might provide a significant contribution which is not taken
into account in the isolated model system. In my calculations, I
also observe a much stronger difference between the regions
inside and outside the tubes. Unfortunately, no information is
given in refs. [80, 81] concerning NICS values deeper inside or
outside the CNT. Their trend (more negative NICS values inside
than outside), however, agrees qualitatively with my results.
More technically, the absence of diffuse basis functions in

the calculations of both articles (6-31G* at most) might be an-
other source of numerical differences. My plane-wave basis set
principally lacks accuracy in the atomic core region, but is
practically converged in terms of diffuse basis functions (i.e. ,
the possibility to represent delocalized electronic states).

3.3.2. Zig-Zag (11,0)–(12,0) Transition

My approach for the calculation of magnetic linear response
properties is suitable for insulators and semiconductors (i.e. ,
for systems with a sizeable band gap), but it is not designed
for conductors. Thus, the calculation of a metallic (12,0) CNT is
not possible. However, this difficulty can be partially circum-
vented by “interrupting” a (12,0) CNT with a piece of a (11,0)
CNT as presented in the previous section.
To this end, the (11,0) and (12,0) nanotube pieces are con-

nected with a pentagon/heptagon pair at each junction. The
rest of the nanotube topology remains unchanged. The geom-
etry for this arrangement was taken from the website of Ph.
Lampin[82] and optimized by using the plane-wave DFT meth-
odology described above. The geometry of this hybrid CNT is
shown in Figure 10, where the unit cell of the system is repli-
cated twice in the direction of its axis.
In analogy to Figure 7, the electronic current density for an

external field orthogonal to the tube axis is shown in
Figure 11. Apart from the distortions due to the junction be-
tween the (11,0) and (12,0) CNT pieces, which make the current

distribution somewhat less homogeneous, the picture is similar
to Figure 7. Also in this case, the current which enters from the
top right border leaves at the top left position, while the same
happens with inverse orientation at the bottom of the tube.
The resulting induced magnetic field is indeed very similar

to that of the (11,0) CNT in Figure 8 (data not shown). A small
difference, however, appears when considering the isotropic
NICS field, which is shown in Figure 12. The effect of the

Figure 10. Geometry of the junction between a (11,0) and a (12,0) carbon
nanotube. For this illustration, the unit cell is replicated twice along the
tube axis.

Figure 11. Horizontal current component for an external field perpendicular
to the paper plane for the (11,0)–(12,0) CNT junction. The scale is the same
that of Figure 7.

Figure 12. Isotropic NICS field (in ppm) of a CNT at a (11,0)–(12,0) defect.
The scale is the same as that of Figure 9.
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broken rotational symmetry of the CNT is clearly visible, both
as a local weakening of the inner-tube NICS at the positions of
the heptagons as well as small positive NICS regions outside
the (12,0) fragment. The NICS field inside the (11,0)–(12,0)
hybrid is still very homogeneous, but its somewhat distorted
structure leads to a smaller NICS inside the tube, which is low-
ered to about 	33 to 	39 ppm.
Although the difference in the NICS between a (12,0) and a

(11,0) CNT cannot be determined quantitatively at this stage
from the calculations so far, the method is in principle capable
of delivering such data. This could be used for a variety of pur-
poses, for example, to discriminate different CNT flavors by fill-
ing them with test spins such as H2 and measuring its

1H NMR,
or to determine which kind of nanotube is preferably filled by
H2 when a mixture of CNTs is present.

4. Conclusions

I have presented the theoretical and computational details of
the implementation of nucleus independent chemical shift
(NICS) maps under periodic boundary conditions in the pseu-
dopotential plane-wave code CPMD,[53] based on its magnetic
linear response module.[41,42,59] The NICS maps are directly ob-
tained at all points of the periodic unit cell by means of Fourier
transformations from reciprocal space.
This implementation has the capability of computing NICS

maps not only for isolated molecules, but also for extended
solids. I have therefore demonstrated this tool by applying it
to a series of extended systems. Unless specially extended to
periodic boundary conditions, standard quantum chemistry
codes with localized basis sets are not suitable for such sys-
tems. NICS maps were computed for calixhydroquinone, for
the nanotubes it forms by means of a hydrogen-bond network,
for graphite, and for two types of carbon nanotubes. The re-
sults can provide valuable insight into the electronic properties
of extended systems, especially concerning aromaticity issues.
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Abstract

We present a combined experimental and ab-initio study of the 1H NMR

chemical shift resonance of aqueous hydrochloride solution as a function of acid

concentration, based on Car-Parrinello molecular dynamics simulations and fully

periodic NMR chemical shift calculations. The agreement of computed and ex-

perimental spectra is very good. From the first-principles calculations, we can

show that the individual contributions of Eigen and Zundel ions, regular water

molecules and the chlorine solvation shell to the NMR resonance line are very

distinct, and almost independent on the acid concentration. From the computed

instantaneous NMR distributions, it is further possible to characterize the average

variation in hydrogen bond strength of the different complexes.
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1 Introduction

The determination of the detailed microscopic structure and dynamics of complex aque-

ous solutions is still a challenge for modern physics and chemistry. The nature of water

interaction with dissolved ions, dissolved molecules and at interfaces is crucial for a broad

range of chemical, biological, and physical processes that occur in solution. Biomacro-

molecular folding and self-assembly, for example, which take place in aqueous solutions

are strongly affected by the microscopic surrounding [1]. In order to investigate the

solvation of ions and molecules, a variety of experimental methods are successfully ap-

plied, such as Raman and IR spectroscopy [2], ultrafast spectroscopy [3, 4, 5, 6, 7] and

neutron and x-ray diffraction techniques [8]. However, precise quantitative results are

still rare due to severe difficulties in extracting accurate and unambiguous information

from experimental data.

In crystalline systems, scattering experiments can provide very accurate atomic co-

ordinates. Aqueous systems, however, lack the required long-range order, which limits

the applicability of these scattering techniques. Complementary to this, NMR exper-

iments are able to probe local structure without the need of long-range order. Their

sensitivity to the local chemical environment of an atom is one of the key advantages

of this method. The dependence of NMR chemical shifts of a given stable molecule on

its chemical surrounding is well-established for solutions, where the change in the NMR

resonance is called solvent shift. Its nature and a magnitude are due to the interaction of

the solvent molecules with the solute, which can be hydrogen bond networks, van-der-

Waals forces, or other non-bonded interactions. While the NMR signal is very sensitive

to change in the average structural configuration, fast fluctuations of the molecular ar-

rangement in aqueous solutions do not allow to get individual lines of protons involved

in exchange processes. A particular case in point are acidic molecules, which dissociate

in aqueos solution and give a free proton to the solvent. Such an excess proton will
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migrate and exchange with regular water protons via Grotthus-style hopping process.

This process happens on a sub-picosecond timescale and is therefore averaged in the 1H

NMR spectrum.

It has become increasingly common to supplement the experimental data with ad-

equate numerical simulations. Classical molecular dynamics (MD)techniques are per-

formed for structures obtained via X-rays in order to test their conformational stability;

quantum chemical calculations of vibrational frequencies can often help interpreting Ra-

man and IR spectra [9, 10, 11, 12, 13]. In NMR, dihedral angles are probed by spin-spin

coupling constants and cross-relaxation rates due to dipole-dipole interactions provide

distance constraints for MD simulations. For magnetic resonance experiments, accom-

panying ab-initio calculations have become standard for isolated molecules [14, 15, 16],

and are becoming increasingly popular also for the solid state [17, 18, 19, 20, 21], as

well as for liquids and solutions[1, 22, 23, 24, 25].

In case of pure water, important progress has been achieved in the direct simula-

tion of the molecular structure in the liquid phase [26, 27], the understanding of its

IR spectrum [11, 25], the Raman spectrum of ice [9], the NMR parameters in the liq-

uid and supercritical phases [24, 22], and last not least the hydrogen bond network

of water on surfaces [28, 29, 30]. In recent years, much attention has been dedi-

cated also to the solvation shell structures and dynamics of ions in aqueous solutions

and a variety of ab initio molecular dynamics simulations of aqueous acids were per-

formed [11, 27, 12, 31, 32, 33, 34, 35, 36, 37, 38]. While the full microscopic structure

of solutions are easily accessible from ab initio simulations [26, 27, 39], there is often no

immediate comparison with experiment possible except the assignment of radial distri-

bution functions to X-ray experimental data [40, 41]. However, the ab-initio simulation

of structure and magnetic resonance properties of liquid water and aqueous solutions is

not yet routinely done. This is partly due to the dynamically fluctuating hydrogen bond

network as the central structural driving force, which requires an extencive phase-space
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sampling of the NMR parameters. The theoretical investigation of nuclear shieldings

and chemical shifts can not only improve greatly our knowledge about detailed structure

of ionic solvation shells but also bridge the gap between experiment and theory. Proton

chemical shifts are very sensitive to the character of hydrogen bond network and acces-

sible via ab initio calculations. Moreover, they provide us with possibility to compute

individual NMR signatures of a variety of species and sub-structures that cannot be

resolved in experiment.

In this work, we present the first-principles calculation of the 1H NMR chemical shift

distribution of HCl aqueous solution as a function of concentration. We validate our

ab initio results by comparing our computed averaged chemical shifts with experimen-

tal spectra obtained by liquid-state 1H NMR experiments for the same concentration

values. To clarify the origin of the obtained chemical shift distributions, we decompose

the set of ab initio proton shifts into contributions from different types of geometrical

configurations: Eigen-/Zundel-complexes, the first solvation shells of the Cl− ions, and

the regular water molecules. Finally, we analyze and discuss the computed histograms

of instantaneous 1H NMR chemical shifts in term of calculated individual NMR chemical

shift signatures of solvated species.

2 Methods and computational details

Ab-initio molecular dynamics simulations

We studied a pure water system consisting of 64 H2O molecules, a singly protonated

water (64 H2O molecules and one H+), as well as HCl solutions at two concentra-

tions (c=2.6M and c=4.9M). These acids contained three and six (dissociated) H+Cl−

molecules, with 61 and 58 water molecules, respectively. A periodic supercell of a=15.6Å

box length was used, such that the known experimental densities at the two different

acid concentrations are reproduced.
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The MD simulations were done at an average temperature of T=330K. This value

is somewhat higher than the corresponding experimental T◦–, in agreement with recent

findings about the role of temperature in Car-Parrinello MD simulations [42, 43]. The

calculations were performed in the framework of density functional theory using the

gradient corrected exchange- correlation functionals proposed by Becke [44] and Lee,

Yang, and Parr (BLYP) [45], and a plane wave basis set at a cutoff of 70 Ry. All

MD simulations and NMR chemical shift calculations were performed within the CPMD

program suite [46, 47].

NMR chemical shift calculations

As the basis for our spectroscopic calculations, we use trajectories obtained previ-

ously via canonical Car-Parrinello molecular dynamics simulations [36]. The calculations

of the NMR chemical shifts were always done at the same computational setup for all

Figure 1: (Color online) Geometry of a snapshot taken from the MD-simulations at

4.9M HCl concentration. Apart of the normal hydrogen bonding network of water, the

solvation of some of the chlorine ions (right) as well as a Zundel ion (bottom left) and

two hydronium ions (top left and bottom right) are visible.
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systems, in order to provide a consistent description for the comparison. Twenty snap-

shots for acids and sixteen for water were extracted from the MD simulations, and their

proton nuclear shieldings were computed under full consideration of the periodic bound-

ary conditions, following the method described in refs. [48, 49, 50]. For illustration, a

snapshot taken from one of the simulations at high concentration is shown in figure 1.

This scheme provided about 2000 individual shielding values for water and 2500 for each

of the considered acid concentrations. These values would correspond to a sample where

the atoms were frozen at their instantaneous positions. The computed nuclear shieldings

were referenced to the time- and atom-averaged shielding (indicated by 〈〉 brackets) of

the pure liquid water system, σref = 〈σ(pure H2O)〉, according to the usual experimental

convention:

δ(X) = 1/3Tr[σref] − 1/3Tr[σ(X)] (1)

so that 〈δ(pure H2O)〉=0ppm. With respect to TMS (i.e. using σref = σ(TMS)

instead of eq. (1)), our liquid water would have its NMR chemical shift resonance

at δTMS(H2O)=5.9ppm. While this value is somewhat above the experimental one

(4.8ppm), it is in agreement with previous ab-initio NMR calculations for several liq-

uid water systems [22, 24], which also overestimated the proton shifts. The observed

deviations illustrate the difficulties of the BLYP xc-functional to describe the hydrogen

bond network of water, which turns out to be somewhat over-structured [51, 42, 43].

Nevertheless, the computational methods used here have already been successfully used

to predict and interpret experimental solid-state NMR data [52].

Experiments measure the average of the 1H NMR chemical shift over all hydrogen

nuclei and over a measuring time in the range of microseconds or more. Thus, it is

important to verify that within the comparatively short simulations time of 12 ps, all

relevant relaxation processes have taken place, and that our statistical averages are ac-

curate. In order to verify this point, we have compared the results for different simulation
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windows out of the trajectories. Ten momentaneous configurations were extracted from

each of the trajectories pieces between 10-12ps and 19-21ps for diluted acid as well

as between 6-8ps and 11-13ps for concentrated ones, and eight snapshots for each of

intervals between 10-15ps and 26-31ps for water trajectories. The results show that our

statistical averages are sufficiently converged in this respect.

Experimental NMR chemical shifts

We have prepared diluted and concentrated HCl(aq) solutions with c ≈2.6M and

c ≈4.9M. The solutions were titrated against a high-precision 0.1M NaOH solution in

order to determine the exact experimental concentrations, which deviated only insignifi-

cantly (±0.07M) from the desired values, as used in the simulations. Liquid-state NMR

spectra were recorded on a Bruker DPX spectrometer operating at 250 MHz 1H Larmor

frequency, and referenced to the NMR resonance line of pure water.
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Figure 2: Histogram of the computed instantaneous NMR chemical shift values for pure

water. The nuclear shieldings are referenced such that the averaged NMR shift, which

is shown as a solid line, appears at δ(pure H2O)=0ppm.
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3 Results and discussion

We have computed the histograms of instantaneous 1H NMR chemical shift values for

the four liquids systems. For the pure water sample, the resulting distribution is shown

in figure 2. As mentioned above, the calculated nuclear shieldings are referenced such

that the average value of the chemical shifts (marked by a solid line in the distribution)

is δ(H2O)=0ppm. The distribution has a similar shape to the one obtained previously

for a different liquid water sample [24]. It resembles a slightly non-symmetric Gaussian

with a half-width of about 6ppm. This large spread is due to the variety of hydrogen

bonding situations in liquid water, ranging from very weak (towards negative δ-values)

to very strong (towards positive δ-values). The observed asymmetry in n(δ) is due to

the fact that the H-bonding strength cannot be significantly weaker than that of an

isolated molecule (which corresponds to about δH2O ≈-6ppm when using our referencing

to the shielding of pure liquid water), while there is in principle no limit in the direction

of increasing H-bonding strength.

The NMR chemical shift histograms of the acidic samples with c(HCl)=2.6M and
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Figure 3: Histogram of the computed instantaneous NMR chemical shift values for

c=2.6M (left) and c=4.9M (right), referenced to pure water. The averaged NMR

resonances and the water lines are shown as solid and dotted lines, respectively.
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c(HCl)=4.9M are shown in figure 3. While the shape of the distributions around their

central peaks is still of Gaussian type, they exhibit a significantly more pronounced tail

towards positive δ-values. Their intensity is almost twice as strong for the higher acid

concentration.

Here, these tails move the average chemical shifts away from the maximum of the

central peak, which in both acids is still located at the value found for pure water

(δ=0ppm, dotted lines). The shift difference between the high concentrated acid and

pure water turns out to be about twice as large as for the more diluted solution.

In a neutral water system, our observed high-frequency shift values would correspond

to very strong hydrogen bonding of the concerned protons. Hence, the question arises

which structural features are responsible for these signals. While it could simply be a

consequence of stronger distortions of the H-bonding network due to the solvated ions,

it could also be a characteristic NMR resonance from both the protons in the H3O
+

complexes and those in the direct neighborhood of the Cl− ions. The fact that the

deviation of the average shift appears to have a roughly linear dependency on the HCl

concentration is already an indication for the latter assumption.

To clarify the origine of the observed chemical shifts distribution, a decomposition

of the set of obtained proton shifts into contributions from different geometrical classes

of configurations has been done, using simple geometric criteria derived from the radial

distribution functions given in ref. [36]. We distinguish between H3O
+/H5O

+
2 complexes,

protons in the first solvation shell of Cl− ions, and the remaining protons in regular water

molecules. The Eigen/Zundel cations were defined via the protonation number of the

central oxygen atoms. An Eigen cation was assumed when an oxygen was bonded

to three protons with dO-H ≤1.3Å, while a Zundel complex corresponds to the case

where two (previously detected) Eigen cations share one proton. In contrast to the

common definition of Eigen complexes (H9O
+
4 ), the three waters surrounding the central

hydronium (H3O
+) were not included in the averaging of our NMR data, since their
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hydrogen bonding situation is closer to that of regular water. A proton was considered

part of the first solvation shell of a chlorine anion if dCl-H ≤2.85Å. Finally, all protons

which were neither part of an Eigen/Zundel complexes nor sufficiently close to any Cl−

ion were defined as regular water hydrogens.

The NMR chemical shift contributions corresponding to these different types of

geometrical configurations is shown in table 1. The correlation between the structural

arrangement in which a proton is found and the resulting chemical shifts is striking.

While the regular water molecules are almost completely unaffected by the presence of

the chlorine and hydronium ions, the protons which are part of an Eigen or Zundel cations

are high-frequency shifted by about 7.4ppm (H3O
+) and 5.8ppm (H5O

+
2 ). The opposite

is found for hydrogens in water molecules which solvate the chlorine anions: their NMR

signal is located at low-frequency values, -0.3/-0.8ppm with respect to regular water.

Qualitatively, this trend can be explained via electron density considerations. In a

hydronium ion, the water electrons are shared by three protons, so that with respect

to neutral water, there is less electronic density available per hydrogen. The same – to

a lesser extent – is the case for a Zundel complex. In contrast to this, the hydrogens

in a chlorine solvation shell point into a large electron cloud. In addition, this cloud is

regular Eigen Zundel 1st Cl− all protons all protons

system water cations complexes solv. shell (comp.) (exp.)

pure H2O 0.0 - - - 0.0 0.0

single H+
aq 0.0 7.4 - - 0.2 -

2.7M HClaq 0.1 7.5 5.9 -0.8 0.7 0.7

4.9M HClaq 0.2 7.3 5.6 -0.3 1.3 1.4

Table 1: Individual 1H NMR chemical shift signatures of the protons in Eigen-/Zundel-

complexes, in the first solvation shells of the Cl− ions, and in the regular water molecules.

The total average and the corresponding experimental values are also shown.
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somewhat more delocalized than the lone pairs of a water oxygen, due to the negative

charge of the chlorine. This results in a stronger shielding of the proton spin, and hence

a more negative shift than for a normal proton that is H-bonded to a water oxygen.

Interestingly, the chemical shifts of these complexes depend only little on the total

concentration of ions; the protons in Eigen cations have almost the same shift for a

single solvated H+ as for the strongly concentrated acid. For the Zundel complexes,

the situation is similar; the small change of 0.3ppm between the 2.6M and 4.9M acids

can be explained by the decreased amount of water molecules which are available for

building the solvation shells. The same tendency towards smaller absolute shifts is seen

for protons in the chlorine solvation shells; they also approach the shift of regular water

(0.0ppm).

This data explains the histograms shown in figure 3: the maximum of the distribution,

which corresponds to protons from regular water molecules, is essentially unmodified

by the addition of the acid; the high-frequency tails in the region around 5-8ppm are

exclusively due to the solvated H+ cations. Since the protons which solvate the Cl−

yield an NMR signal very close to that of regular water, their contributions are not

clearly visible in the histograms. If our statistics were sufficiently improved, the NMR

signatures of those protons would possibly appear as a low-frequency-shoulder in the

shift distributions. However, with the data available from our calculations, this effect

can only be seen in the decomposition of the shifts.

Finally, the comparison of the averaged NMR shifts from the ab-initio calculations

with our measured liquid-state 1H NMR spectra of the HCl acids at the two concentra-

tions is presented in figure 4. As for the calculated shifts, the experimental values were

referenced to pure liquid water. The agreement is essentially perfect for the low concen-

tration and still very good for the sample at 4.9M. While the agreement at cHCl=2.6M

is probably fortuitous, the accuracy at the higher concentrated acid is in line with pre-

vious ab-initio calculations in similar systems [24, 22, 18, 53, 54]. We believe that our
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numerical overall accuracy allows for an estimated error bar of ∼0.3ppm, due to the

deficiencies of density functional theory in describing hydrogen bonds, the use of the

pseudopotential approximation, the incomplete basis set, the finite size of our compu-

tational water box, the thermodynamical equilibration of the Car-Parrinello simulations

and similar numerical approximations. The very good agreement also provides support

that, despite these computational issues, the description of disordered and highly fluc-

tuating liquids and solutions by means of Car-Parrinello molecular dynamics simulations

as well as the ensemble averages of spectroscopic parameters based on them do give a

realistic picture of microscopic structure of complex solutions.

4 Conclusions

We have presented a first principles analysis of the 1H NMR chemical shift distributions

and spectra of aqueous HCl at two concentrations, accompanied by the corresponding

experimental NMR resonance lines. The agreement between experiment and the calcu-

lations is very good, giving us confidence that the underlying Car-Parrinello molecular
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Figure 4: Dependence of the experimental and calculated NMR chemical shifts on the

HCl concentration. In all cases, the actual concentrations (as obtained from titration,

and computed in the simulation parameters, respectively) are used.
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dynamics simulations are well equilibrated and give a representative description of the

acidic solutions. Both the trajectory generation and the determination of the NMR

parameters was done under periodic boundary conditions, at consistent consideration

of the spatial and temporal fluctuations in the atomic structure and hydrogen bonding

network of the liquids.

We have investigated the structural origins of the observed chemical shift trends in

terms of Eigen and Zundel cations, the first chlorine solvation shell, and the remaining

regular water molecules. This data shows in unprecedented details the correlation be-

tween microscopic configurations and NMR parameters in this class of systems, giving

access to structure-property relationships which are difficult to obtain from experiment

alone.

Finally, our study elucidates the potential of the powerful combination of first princi-

ples computer simulations and spectroscopy calculations based on them with the corre-

sponding experiments. The typical NMR signatures of packing effects in supramolecular

systems (in particular hydrogen bonding) could be clearly assigned to geometric features.
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