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a b s t r a c t

The Max Planck Advanced Study Group (ASG) at the Center for Free Electron Laser Science (CFEL) has
created the CFEL-ASG Software Suite CASS to view, process and analyse multi-parameter experimental
data acquired at Free Electron Lasers (FELs) using the CFEL-ASGMulti Purpose (CAMP) instrument Strüder
et al. (2010) [6].

The software is based on a modular design so that it can be adjusted to accommodate the needs of all
the various experiments that are conducted with the CAMP instrument. In fact, this allows the use of the
software in all experimentswheremultiple detectors are involved. One of the key aspects of CASS is that it
can be used either ‘on-line’, using a live data stream from the free-electron laser facility’s data acquisition
system to guide the experiment, and ‘off-line’, on data acquired from a previous experiment which has
been saved to file.

Program summary
Program title: CASS
Catalogue identifier: AEMP_v1_0
Program summary URL: http://cpc.cs.qub.ac.uk/summaries/AEMP_v1_0.html
Program obtainable from: CPC Program Library, Queen’s University, Belfast, N. Ireland
Licensing provisions: GNU General Public Licence, version 3
No. of lines in distributed program, including test data, etc.: 167073
No. of bytes in distributed program, including test data, etc.: 1065056
Distribution format: tar.gz
Programming language: C + +.
Computer: Intel x86-64.
Operating system: GNU/Linux (for information about restrictions see outlook).
RAM: >8 GB
Classification: 2.3, 3, 15, 16.4.

✩ This paper and its associated computer program are available via the Computer Physics Communication homepage on ScienceDirect
(http://www.sciencedirect.com/science/journal/00104655).
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External routines: Qt-Framework[1], SOAP[2], (optional HDF5[3], VIGRA[4], ROOT[5], QWT[6])
Nature of problem: Analysis and visualisation of scientific data acquired at Free-Electron-Lasers
Solution method: Generalise data access and storage so that a variety of small programming pieces can be
linked to form a complex analysis chain.
Unusual features: Complex analysis chains can be built without recompiling the program
Additional comments: An updated extensive documentation of CASS is available at [7].
Running time: Depending on the data size and complexity of analysis algorithms.
References:
[1] http://qt.nokia.com
[2] http://www.cs.fsu.edu/~engelen/soap.html
[3] http://www.hdfgroup.org/HDF5/
[4] http://hci.iwr.uni-heidelberg.de/vigra/
[5] http://root.cern.ch
[6] http://qwt.sourceforge.net/
[7] http://www.mpi-hd.mpg.de/personalhomes/gitasg/cass

© 2012 Elsevier B.V. All rights reserved.
1. Introduction

The fourth generation Free Electron Laser (FEL) light sources
deliver ultra-short, coherent and intense pulses of radiation ex-
tending from the VUV to the X-ray regime. This allows the inves-
tigation of a plethora of new phenomena in physics, biology and
chemistry that were not accessible using synchrotron radiation
sources. In order to cover a large part of the huge variety of dif-
ferent experiments possible with these new light sources the Max
Planck Advanced Study Group (ASG) at the Center for Free Electron
Laser Science (CFEL) designed the CFEL- ASGMulti Purpose (CAMP)
instrument, a multi-purpose apparatus that is fashioned to imple-
ment a large number of different sample delivery and detection
devices in essentially any combination. With this, experiments as
different as the determination of structural data of nanocrystals [1]
and the investigation of reaction dynamics of molecules [2] can
be performed with the same instrument. In order to monitor the
results, analyse the experiments and process the multi-parameter
correlated data taken by the various detectors the need for a new
software package arose.

Since a large data volume is generated by the detectors for
each FEL pulse, the software must achieve a high processing rate
and, as a result, has to be capable of making use of multi-core
computers. Moreover, the user demands of the multi-purpose
instrument vary significantly such that the program should be
modular and independent of the underlying operating system.
To accommodate these requirements, C++ was chosen as an
appropriate development language using the Qt Framework [3].

In order to provide a wide range of analytical possibilities and
to allow the users to alter the flow of the analysis according
to information which might only become available during the
course of individual experiments, a modular architecture was
used in which small processing units can be linked to form the
overall processing pipeline. The choice of processing units and
the connections between them can be changed ‘on the fly’, either
when operating ‘on-line’ using a live data stream from the free-
electron laser facility’s data acquisition (DAQ) system, or ‘off-line’
processing the data from a completed experiment.

The software has been named CASS, the CFEL-ASG Software
Suite. It is developed within the CFEL collaboration under the
leadership of the ASG under the GPL v3 licence.

2. Description

CASS consists of two basic modules which are coupled by a
ring buffer (described in detail in Section 2.3): the input and the
processing module described in Sections 2.2 and 2.5 respectively.
A schematic description is shown in Fig. 1. This separation
disentangles the data input from the analysis and therefore enables
the program to even process large scale data that are produced in
bursts for each light pulse.

The currently available input modules receive the data, either
from the FEL facility’s DAQ system or from a file, and store the in-
formation in the CASS event class format, the CASSEvent, described
in the next section. The processing module then evaluates the data
within the CASSEvent and stores the results of the analysis in spe-
cial data containers, which are described in detail in Section 2.4. To
ensure that this task is done as quickly as possible, CASS mustwork
onmultiple CASSEvents simultaneously and therefore holds a list of
processing modules, which can run in parallel.

2.1. The CASSEvent

It is necessary to bundle the information from all detectors
for each X-ray laser pulse individually to be able to investigate
and correlate the recorded data. For this reason a special
container, named CASSEvent, was created that ties all the available
information together, markedwith a unique identification number
to distinguish it unambiguously from other events.

Since the container has to hold a variety of different data types
and structures, the information of the individual detectors are kept
in device classes specific to the distinct detector. The CASSEvent
itself encloses a list of these device classes.

As of now there are five different data sources that deliver data
from the different detectors used in CAMP, machine-related data,
Acqiris analogue-to-digital-converters (ADC) [4], Acqiris time-
to-digital-converters (TDC) [5], commercially available charge
coupled devices (CCD) and pnCCD cameras. pnCCDs are special
large-area, fast read-out p–n junction CCD X-ray detectors that
have been developed for FEL applications and are an essential part
of the CAMP instrument [6]. Currently two types of commercially
available CCDs are supported, the Opal CCD [7] and Pulnix
CCD [8]. The dedicated device classes to store the information from
these different sources named ‘MachineDevice’, ‘Acqiris’, ‘Acqiris’,
‘pnCCD’ and ‘CCD’ are described below.
pnCCD and CCD. The data structure of the pnCCD and the commer-
cially available CCDs do not differ, therefore the data of both are
stored in a general ‘pixel-detector’ class. The separation into two
different device classes is historically given and obsolete and will
therefore be merged into one device in future releases of CASS.

To accommodate a set of detectors used in a dedicated
experiment the ‘pnCCD’ and ‘CCD’ device classes contain an array
of ‘pixel-detector’ objects, which enclose the frame data of one
camera. An individual frame is a matrix of values, representing
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Fig. 1. Overview of the general layout of CASS. The arrows mark the flow of the CASSEvents. Details are described in the text.
the pixel array. In addition to the pixel data itself, information on
the parameters of the specific frame such as the dimensions of the
detector are included.

Since the frame data is usually large it will be time consuming
to analyse. To speed up consecutive analysis steps, the frame data
can be reduced to only the interesting information for an individual
experiment. This concludes that there is a need for a compressed
representation of the frame and therefore the ‘pixel-detector’ class
embodies a list of ‘pixel’ classes, which contain the coordinates of
an individual pixel within the frame and its value.
Acqiris ADC and TDC. The CAMP instrument can incorporate various
types of time-of-flight and delay-line detectors. Here data reading
proceeds via Acqiris ADC and TDC instruments.

Becausemultiple ADC and TDC instrumentsmight be present in
an individual experiment, the Acqiris TDC and Acqiris ADC device
classes contain lists of instrument classes. Since each instrument
hasmultiple channels to record the information from the detectors
each instrument class consists of a collection of channel classes in
which the recorded data is stored.
Machine-related data. The machine data class describes informa-
tion that is available about the light source and the endstation it-
self, such as the intensity of the individual X-ray pulse or the setting
of the monochromator. Many of these parameters vary on a shot-
by-shot basis, such that a preset or an average value for all events
would not be appropriate.

2.2. Input

The role of the inputmodule is to collect rawdata from a source,
convert it and fill the next available CASSEvent in the ring buffer
(see Section 2.3).

Currently, there are two input modules for the use at the X-
ray laser facility Linac Coherent Light Source (LCLS) [9] available in
CASS, one taking data from a file on disk and the other from LCLS’s
DAQ system, which works through a POSIX shared memory area.
Additional input modules are in development to adapt to different
file formats or DAQ systems at other facilities, e.g. FLASH [10], the
European XFEL [11] or SACLA [12].

At LCLS, the data format used for both the shared memory and
file input paths, is called extended tagged container (XTC) [13].
It contains the bundled information that was recorded by the
DAQ system for every X-ray laser shot. A set of format converters
within the CASS input modules transform the data from the XTC
format to the CASSEvent format. The user can selectively activate
only those converters that are related to data which is relevant
to the distinct experiment. This is important since not all of the
information available will be necessary for any individual analysis
task, and avoiding the conversion of irrelevant data improves the
performance of the program.

2.3. The ring buffer

As described above the input and the analysis module of CASS
have been separated from each other to enable CASS to process
bursts of events. This implies that the input module needs to pass
the data to the processing module through a buffer, ideally a ring
buffer.

The elements of the ring buffer usedwithinCASS areCASSEvents.
The buffer can operate in either a blocking or a non-blockingmode.
In the blockingmode it ensures that elements are processed before
they are refilled with new data, meaning that all data from the
input component is guaranteed to be analysed. This situation is
desirable for off-line data evaluation, but would be a disadvantage
for on-line data processing where the time taken for analysis could
easily be longer than the time available before the arrival of the
next event. The non-blocking mode is provided for this situation,
and operates by allowing ring buffer elements which have been
filled but not yet been evaluated to be reused as soon as newer
event data becomes available.

Since the input and the multiple analysis modules run in
separate threads it is possible that the same element is addressed
by different components of the program simultaneously. To
prevent this, a fine grained access to the CASSEvents is needed.
Therefore, the individual elements of the buffer can only be
addressed through a special access interface, which uses flags that
are inherent to the ring buffer elements to distinguish their state.

In the blocking mode, the ring buffer ensures that no new
elements can be retrieved before all previous events have been
processed. In the non-blocking mode, it is allowed to reuse
elements which have been filled but not yet been processed.When
the ring buffer operates in this way, the oldest events are always
chosen to be overwritten first.
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2.4. Results data container

CASS has a special data container to store the results of the
analysis, given the general name result-container. Result-containers
in CASS can have zero, one or two dimensions.

Result-containers of zero dimensionality correspond to individ-
ual scalar values to store, for example, a single reading from a
photo-diode. In addition, scalar values can be used as Boolean val-
ues to control the behaviour of other post-processors, for example
by inhibiting their action.

One-dimensional result-containers are for storing data such as
traces from digitisers, the history of scalar values or histograms.
To be able to see how many of the values did not fall within the
defined range of the one-dimensional result-container, it contains
information about under- and overflow statistics.

Two-dimensional result-containersmight be applied for storing
images and 2d histograms, where under- and overflow statistics
are kept.

2.5. Analysis

The analysis module runs with multiple threads so that
CASSEvents can be processed in parallel, and the number of threads
can be defined by the user to fully exploit the available resources.
Each thread will work on only one CASSEvent and can exclusively
access and process the data contained in this ring buffer element.

The analysis begins with the retrieval of the next processable
CASSEvent from the ring buffer. It is then passed through the
pre-processing framework which is described in detail in the
next section. The pre-processed CASSEvent is transferred to the
post-processing framework described in Section 2.5.2. After the
completion of both tasks, the ring buffer is notified that the
CASSEvent is fully processed so that it can be reused.

2.5.1. Pre-processing
The pre-processing framework should refine the data such that

it can be easily evaluated in following analysis steps. It is defined
by special pre-processing units called pre-processors. To optimise
the analysis speed the user can selectively choosewhich of the pre-
processors should treat the CASSEvent. Presently there are two pre-
processing elements available, both for handling the data from the
different CCD detectors used in the CAMP instrument, pnCCD and
commercially available CCD.

The pre-processor which operates on the pnCCD camera data
performs all the required corrections to render the raw pixel
data quantitative so that individual photons can be detected
and spectral information extracted [14]. The pre-processor, that
processes the data from commercially available CCD cameras
thresholds the pixels to reduce the amount of pixels evaluated by
subsequent analysis steps.

The pre-processing tasks could equally be performed by the
more modular post-processing framework, described below, with
no loss of functionality, but have historically been implemented in
the pre-processing framework. In a future version of CASS, those
tasks will be merged into the post-processing framework.

2.5.2. Post-processing
The post-processing framework consists of individual elements,

called post-processors, which pass data among themselves using
the result-container data structure. The framework allows the list
of active processing elements and the flow of data between them
to be defined ‘on the fly’ without the requirement to recompile or
even to re-start the program. Fig. 2 shows two examples of such
user defined program flows.
An individual analysis chain is defined by a plain text
configuration file that follows the well-known ‘.ini file’ format.
All possible dependencies among the post-processors are resolved
automatically when the program flow is set up.

Post-processors can retrieve data from the CASSEvent and put
it into a result-container. Once the data has been stored in a
result-container, further post-processors can access the datawithout
having to be aware of the details of the CASSEvent structure. This
allows for a high degree of generality and code reuse in the analysis
framework.

Any post-processor performs an individual task, ranging from
basic logical and arithmetic, used to combine results or control
flow, to advanced analytical tasks. All of them can be set up to
perform the task conditionally, where the decision whether to
analyse the event is based on the Boolean result of another post-
processor. Individual post-processor can be multiply instantiated
and, hence, re-used with different parameters or inputs.

More complicated analysis pipelinesmay require that the result
of one post-processor is fed to more than one downstream post-
processor. To avoid performing the same analysis more than once
on any piece of data, a memoisation technique is used in which
each post-processor caches the result of the evaluated CASSEvent.

2.6. Viewing the data

It is advantageous to disentangle the data display from the
data evaluation, therefore CASS itself is a pure command-line
application and is unable to display the results of the post-
processing or the recorded data itself. To view the evaluated data,
each result of a post-processor can be streamed over TCP/IP to
displaying clients.

In order to transfer the hierarchical data contained in result-
container objects, they have to be serialised. CASS provides
serialiser/deserialiser classes that can be used to add serialisation
capabilities to any object. After serialisation, CASS sends the
data to the requesting client application using the Simple Object
Access Protocol (SOAP). The implementation in CASS uses the
gSOAP [15] [16] library.

This TCP/IP streaming framework can be used byGraphical User
Interface (GUI) clients to obtain results for display. Besides simply
viewing the data, the client can be used to control the execution of
CASS by sending commands, for instance instructing it to re-read
its configuration file and alter the analysis pipeline.

So far there are two GUI applications available, described in
the next two sections. Fig. 3 shows screen shots of both viewers.
Recently a third option has been added where a webserver can be
compiled into CASS that will serve the data as a web page.

2.7. joCASSView

joCASSView is a GUI that displays the data contained in result-
container objects as plots or images. Since joCASSView requests the
data over TCP/IP as described in Section 2.6, the viewer can be run
from a differentmachine than the CASS server andmultiple viewer
instances might be opened to view the data at the same time. The
result-containers in the current analysis pipeline are shown in a
drop-down menu and one can be selected for display at a time.
To simplify the menu, result-containers which are only required
as intermediate steps in the post-processor chain can be marked
as ‘hidden’ in CASS, in which case they will not be shown in the
GUI. joCASSView is written in a platform-independent code using
the Qt [3] framework, where graph plotting is done with help of
the Qwt [17] library, which allows display of images with a high
degree of responsiveness. Currently joCASSView can only display
data. Performing operations such as projections on the viewed data
via the GUI is not possible.
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a b

Fig. 2. Two examples of post-processor analysis chains. (a) To identify individual photons on a CCD detector during an experiment involving very low scattering intensity.
(b) To view the correlated information from the different detectors for selected events during the experiment.
Fig. 3. (a) Screen shot of joCASSView, displaying an diffracted image of a water droplet on the pnCCD. (b) Screen shot of luCASSView showing the results and intermediate of
a complex analysis pipeline starting with data from a commercial CCD.
2.8. luCASSView

To overcome the limited possibilities of joCASSView, a second
viewer, named luCASSView, was created, which is based on
ROOT [18]. ROOT allows the user to interact with the viewed data
via its integrated C++ interpreter and macro capability.

luCASSView retrieves the result-containers from CASS via the
TCP/IP interface described above, displays and optionally saves
them into a ROOT file. To view the data contained in the result-
containers, its contents are copied into ROOT histograms, which
are then displayed using the ROOT framework. Data is only
requested and transferred via TCP/IP for updating only when the
user is displaying the corresponding ROOT histogram, limiting the
bandwidth required for the data transport.

3. Installation instructions

3.1. Getting the sources

The CASS project makes use of the version control program
Git [19]. A tarball is automatically created from the latest version
of the master branch every three hours. One can download it from
the location http://www.mpi-hd.mpg.de/personalhomes/gitasg/
Downloads/cass.latest.tar.gz. Older, stable versions are available as
tags in the Git repository. Their tarball download location can be
found in the documentation [20].

3.2. Compiling

CASS makes use of the Qt [3] makefile generation tool, qmake. A
separate settings file, that is read by the qmake project file, allows
the user to enable or disable modules of CASS or switch between
different modes, e.g. creating ‘on-line’ or ‘off-line‘ binaries of CASS.

Compiling and installing CASS is performed by a standard
sequence of commands:qmake;make;make install.

The libraries and tools required for building CASS are Qt [3]
version 4.6.2 or later, which is used for the signal/slot concept
and configuration file parsing. For streaming objects over TCP/IP,
gSOAP [15] [16] version 2.7.17 or later is needed.

Some of the optional features require additional libraries:
• Qwt [17] library version 5.2.0 or later (but no later than 6.0.0),

which is used for viewing thedata via the joCASSViewGUI client.
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http://www.mpi-hd.mpg.de/personalhomes/gitasg/Downloads/cass.latest.tar.gz
http://www.mpi-hd.mpg.de/personalhomes/gitasg/Downloads/cass.latest.tar.gz
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• HDF5 [21] library version 1.8.0 or later, which is used to
save computed results in files in the Hierarchical Data Format
(HDF5).

• ROOT [18] version 5.28.00c or later, which is used to save com-
puted results and for viewing the data via luCASSView.

• VIGRA [22] library version 1.7.0 or later, which can be used for
advanced image analysis.

4. Documentation

The documentation for CASS is generated automatically from
the most recent stable source code every three hours using the
source code parsing tool doxygen [23] and can be found at http:
//www.mpi-hd.mpg.de/personalhomes/gitasg/cass,cass_docu. Be-
sides a complete description of CASS, an overview of all available
post-processor types is given, along with all the possible parame-
ters for each post-processor. Some example configuration files are
provided to guide the user or to act as a basis for the development
of more complicated analysis pipelines.

5. Alternative software

Alternative software suites are available for analysing data
acquired using the LCLS, named psana [24] and pyana [25]. The
former is an object-oriented C++ framework, whereas the latter is
a Python interface.

In addition, users of LCLS have developed a software package,
named ‘Cheetah‘ [26], which performs screening of nanocrystal
data from the CXI endstation.

The authors are not aware of an existing software framework
that has capabilities similar to CASS at the FLASH experimental site.

6. Outlook

An important missing feature is the event-awareness of viewer
applications. While the analysis pipeline of CASS is able to relate
different measurements and computations to one another within
one FEL event, the viewers can only request themost recent results
which do not necessarily match with regard to their event id.
This causes problems if, for example, an experiment relies on
monitoring relationships between the data of different detectors
in a single FEL pulse.

CASS is currently tightly coupled to the LCLS pdsdata li-
braries [13],which are needed to read the LCLSXTCdata format and
to connect to the shared memory area in ‘on-line’ mode. Unfortu-
nately, these libraries can only be compiled under Unix derivatives
with POSIX shared memory, e.g. Linux [27]. To enable the use of
CASS for all available operating system platforms, it will be neces-
sary to decouple the LCLS libraries from the core program.

7. Contributions

L.F., J.K. and N.C. created the fundamental design. L.F., N.C., U.H.,
S.K., N.K., J.K., M.S. and T.A.W wrote code. L.F., R.H., P.H. and J.K.
gave advice on implementation details. L.F., A.B., J.K., S.T., L.S. and
J.U. gave advice on usage patterns/requirements.
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