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Abstract

This is the second paper concerning gauge-invariant coherent states for loop
quantum gravity. Here, we deal with the gauge group SU(2), this being a
significant complication compared to the Abelian U(1) case encountered in the
previous article (Class. Quantum Grav. 26 045011). We study gauge-invariant
coherent states on certain special graphs by analytical and numerical methods.
We find that their overlap is Gauss peaked in gauge-invariant quantities, as
long as states are not labeled by degenerate gauge orbits, i.e. points where
the gauge-invariant configuration space has singularities. In these cases the
overlaps are still concentrated around these points, but the peak profile exhibits
a plateau structure. This shows how the semiclassical properties of the states
are influenced by the geometry of the gauge-invariant phase space.

PACS numbers: 02.10.Ox, 02.40.Vh, 04.60.Pp, 11.15.Kc

(Some figures in this article are in colour only in the electronic version)

1. Introduction

In [1], which is the first of a pair of papers, gauge-invariant coherent states for loop quantum
gravity (LQG) for the Abelian gauge group U(1) were considered. It was found that these
states, which are defined by projecting the complexifier coherent states [2, 3] onto the
gauge-invariant sub-Hilbert space, are labeled by points of the classical gauge-invariant phase
space and a semiclassicality parameter, which encodes how well the state approximates this
classical point. It was furthermore found that the overlap between two such states decreases
exponentially, as the two labeling points become distinct. This showed that these states are
promising tools for semiclassical approximations in the gauge-invariant sector of the theory.
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In the present paper, we will turn to the case SU(2), which is the gauge group employed
in full LQG. There, we aim to establish similar results as for G = U(1). The plan for this
paper is as follows: in section 2 we will briefly review the kinematical framework of LQG.
After describing the Hilbert space and the action of the (Gauss) gauge transformations, we
repeat the definition of the complexifier coherent states (CCS) of LQG in section 3.

In section 4, we will define the gauge-invariant coherent states as the projection of the
complexifier coherent states onto the gauge-invariant Hilbert space. We show how the labels
of these states can be interpreted as points in gauge-invariant phase space, and comment on
the Ehrenfest properties of these states. Furthermore, we will investigate these states on
some simple graphs, in particular the 1-flower, the 2-flower, the 3-bridge and the tetrahedron
graph. In particular, we will compute the overlap between gauge-invariant coherent states
on these graphs, demonstrating their peakedness properties. While on the 1-flower graph all
calculations can be done analytically, the shape of the gauge orbits in the two other examples
is already too complicated to allow for an analytical treatment of these cases. Rather, we will
use numerical methods for investigating the overlap of gauge-invariant coherent states on these
graphs, confirming the qualitative results about their peakedness properties from the 1-flower
graph. To compute the overlap, in particular the inner product of the gauge-invariant coherent
states accessible to these graphs, an algorithm is used to separate the gauge-dependent from
the gauge-invariant degrees of freedom, which resembles a gauge-fixing procedure.

In section 5, we will work with a general formula of the inner product of gauge-invariant
coherent states on arbitrary graphs, in order to establish some qualitative results about the
peakedness properties of these states. Specifically, we will be able to relate the inner product
of states on arbitrary graphs to those on flower graphs. Again, we will employ gauge-fixing
methods on this behalf. This will allow for a qualitative description of the overlaps of gauge-
invariant coherent states labeled by degenerate gauge orbits.

We will close with a summary of the present work, as well as with a conclusion and an
outlook.

2. The kinematical setting of LQG

We briefly repeat the kinematical framework of LQG. Detailed expositions can be found in
[4–7] and in the references therein.

The starting point of LQG is the phase space of Ashtekar connections AI
a(x) and electric

fluxes Eb
J (y), both fields on a 3-dim spatial manifold �, which can be thought of as a Cauchy

surface in spacetime. The Poisson structure is given by{
AI

a(x), AJ
b (y)

} = {
Ea

I (x), Eb
J (y)

} = 0{
AI

a(x), Eb
J (y)

} = 8πGβδa
bδ

I
J δ(x − y).

(2.1)

Here G is Newton’s constant, and β is the Barbero–Immirzi parameter. The fields are not
free, but subject to so-called constraints, which are phase-space functions, i.e. functions
of AI

a(x) and Eb
J (y). They encode the diffeomorphism invariance of the theory, and the

Einstein equations. The reduced phase space consists of all phase-space points A,E where
the constraints vanish. On this set, the constraints act as gauge transformations, and the set
of gauge orbits is the physical phase space. The set of constraints is divided into the Gauss
constraints GI(x), the diffeomorphism constraints Da(x) and the Hamilton constraints H(x).
It is the set of Gauss constraints that is of particular importance in the rest of this work.

The holonomy-flux algebra generated by holonomies of AI
a(x) along edges and electric

fields Eb
J (y) smeared over 2-dim surfaces is the starting point of the quantization program.

There is a unique cyclic representation of this algebra in which the spatial diffeomorphisms,
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which are generated by the diffeomorphism constraints Da(x), act unitarily and leave the
vacuum state � invariant [8]. This kinematical Hilbert space Hkin, on which the holonomy-
flux algebra is represented, also carries a representation of the constraint algebra, and is given
by

Hkin =
⊕
γ∈�

Hγ . (2.2)

Here, � is the set of all graphs γ in � which consist of embedded, regular, analytic edges.
Each Hilbert space Hγ is separable. If γ is a graph with E edges and V vertices, Hγ is
isomorphic to

Hγ � L2(GE, dμ⊗E
H

)
, (2.3)

where G = SU(2) is the gauge group acting on the fields
(
AI

a, E
b
J

)
, and dμH is the normalized

Haar measure on G. Each of these Hγ is left invariant by the gauge transformations induced
by the Gauss constraints GI(x). The restriction Gγ of the set of gauge transformations to Hγ

is isomorphic to

Gγ � GV , (2.4)

where V is the number of vertices in the graph γ . The action of an element �k ∈ GV on a
square-integrable function ψ : GE → C in Hγ is given by the following formula:

α�kψ
(
he1 , . . . , heE

)
:= ψ

(
kb(e1)he1k

−1
f (e1)

, . . . , kb(eE)heE
k−1
f (eE)

)
, (2.5)

where b(em) and f (em) are the beginning and end points of the edge em. So, the gauge
transformations act only at the vertices of a graph.

In particular, one can write down the projector onto the gauge-invariant Hilbert space for
functions in Hγ :

Pf
(
he1 , . . . , heE

)
:=
∫

GV

dμH (k1, . . . , kV )αk1,...kV
f
(
he1 . . . , heE

)
=
∫

GV

dμH (k1, . . . , kV )f
(
kb(e1)he1k

−1
f (e1)

, . . . , kb(eE)heE
k−1
f (eE)

)
. (2.6)

Since GV is compact, the integral exists and defines a projector,

P : Hγ −→ Hγ ,

onto a sub-Hilbert space of Hγ . In particular, the gauge-invariant functions on a graph form
a subset of all square-integrable functions on a graph. The gauge-invariant Hilbert spaces can
be described using intertwiners between irreducible representations of SU(2), and a basis for
the gauge-invariant Hilbert spaces PHγ can be written down in terms of gauge-invariant spin
network functions [9].

3. Complexifier coherent states

The complexifier coherent states (CCS) are states first constructed for quantum mechanics
on arbitrary compact Lie groups [10, 11]. They are natural generalizations of the harmonic
oscillator coherent states (HOCS) for quantum mechanics on a real line, which are given by

|z〉 =
∞∑

n=0

zn

√
n!

|n〉. (3.1)

The HOCS can be seen as minimal uncertainty states, or states that correspond to the system
of being in a quantum state close to a classical phase-space point z = q + ip.

3



Class. Quantum Grav. 26 (2009) 045012 B Bahr and T Thiemann

Complexifier coherent states for quantum mechanics on a compact Lie group G are given
by a choice of a complexifier Ĉ, a positive number t > 0 and a point g ∈ GC. If one chooses
the complexifier to be the negative Laplacian −� on G, then the states are given by

ψt
g(h) =

∑
π

e−λπ
t
2 dπ tr π(gh−1), (3.2)

where the sum runs over all irreducible finite-dimensional representations π of G,λπ is the
eigenvalue of −� corresponding to the eigenfunction h → tr π(h), and dπ is the dimension
of π . In the case of G = SU(2), this reads

ψt
g(h) =

∑
j∈ 1

2 N

e−j (j+1) t
2 (2j + 1) trj (g

−1h), (3.3)

where trj is the trace in the spin-j representation, and g ∈ SU(2)C = SL(2, C). These states
and their properties have been investigated in [2, 3]. It could be shown that these states are
sharply peaked around their labels g ∈ SL(2, C), i.e. the overlap

it (g1, g2) =
∣∣〈ψt

g1

∣∣ψt
g2

〉∣∣2∥∥ψt
g1

∥∥2∥∥ψt
g2

∥∥2 (3.4)

equals 1 for g1 = g2, but for g1 
= g2 goes to 0 faster than any power of t as t → 0, i.e. is
O(t∞). Furthermore, the SU(2) CCS reproduce classical values of quantized phase space
functions. For example, let F : SL(2, C) → R be a function on phase space, and F̂ the
corresponding quantized operator. Then〈

ψt
g1

∣∣F̂ ∣∣ψt
g2

〉
〈
ψt

g1

∣∣ψt
g2

〉 = F(g2)(1 + f (g1, g2, t)), (3.5)

where f is a function of g1, g2 ∈ SL(2, C) growing only polynomially in the complex
directions, and is of order O(t). This gives an immediate interpretation of the labeling
parameter g ∈ SL(2, C): it corresponds to a point in the classical phase space, and (3.4),
(3.5) show that ψt

g defines a quantum state being close to the classical state g, with quantum
fluctuations determined by t. In particular, one can see that the limit t → 0 corresponds to the
semiclassical limit of the theory, being classical mechanics on SU(2).

The CCS can be used in the LQG framework. The classical phase space of GR is the space
of Cauchy data

(
AI

a, E
b
J

)
, i.e. the Ashtekar connection and the canonically conjugated electric

field on the spatial slice � (2.1). The easiest example of a complexifier can be constructed
by the following method: choose a finite graph γ = {e1, . . . , eE} with E edges and a dual
polyhedronal decomposition γ ∗ = {S1, . . . , SE} of �, i.e. a collection of E non-intersecting
surfaces such that ek ∩ Sl consists of exactly one point if k = l, and is empty otherwise. Then
define the following functions of phase space:

hk

(
AI

a

) = P exp
∫

ek

A ∈ SU(2)

Pk

(
AI

a, E
b
J

) = 1

8πGβ

∫
Sk

∗Ẽ ∈ su(2).

(3.6)

Here P is the path-ordered exponential, Ẽ is defined by parallely transporting the electric field
Eb

J to the beginning point of ek (details can be found in [2]). * denotes the Hodge dual, which
makes ∗Ẽ into an su(2)-valued 2-form, which can hence be integrated over Sk . Note that, due
to the parallel transport, Pk depends on both AI

a and Eb
J .

The functions hk and Pk, k = 1, . . . , E are phase-space functions that serve as coordinates
on a finite-dimensional submanifold of the infinite-dimensional phase space of GR.
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By the identification

ePk(A
I
a,E

b
J )hk

(
AI

a

) = gk

(
AI

a, E
b
J

) ∈ SL(2, C), (3.7)

this submanifold can be identified with SL(2, C)E , where the configuration space is given by
SU(2)E . This allows the use of the complexifier coherent states for quantum mechanics on
SU(2), and results in the states

ψt
g1,...,gE

(h1, . . . , hE) =
E∏

k=1

ψt
gk

(hk). (3.8)

The connection of the labels gk ∈ SL(2, C) with the phase space is given by (3.7): in
the polar decomposition gk = Hkuk into Hermitean Hk and unitary uk , the holonomy of the
Ashtekar connection along ek is given by uk , and Hk is connected to (the exponential of) the
electric field integrated over Sk .

The semiclassicality parameter t here is given by the comparison of the Planck length P

to a classical length scale a [2]:

t = 2
P

a2
. (3.9)

By choosing a scale a to be the characteristic length in a situation under consideration, one can
arrive at different t. For classical physics, i.e. a = 1 cm, one gets t ≈ 10−70. The smaller t, the
more the quantum fluctuations are suppressed, which is in accordance with the interpretation
of t as a semiclassicality parameter.

The states (3.8) are special cases for the semiclassical states employed in LQG.
Generalized forms correspond to different complexifiers Ĉ on Hkin, which are not connected to
the Laplacian, but, e.g., to the volume operator V̂ , have different semiclassicality parameters
tk > 0 for different edges ek ,3 or are superpositions of states (3.8) over different graphs.
Details can be found in [12, 13].

3.1. Geometric version of the inner product

In the following we will give a geometric interpretation of the inner product of the SU(2)

CCS. This has already been done for their U(1) counterparts in [1]. We start from the form of
the CCS (3.2), from which the inner product of two CCS can be computed:〈

ψt
g

∣∣ψt
g′
〉 = ∑

j∈ 1
2 N

e−j (j+1)t (2j + 1) trj (g
†g′). (3.10)

In [2], an application of the Poisson summation formula was used to bring (3.10) into the form

〈
ψt

g

∣∣ψt
g′
〉 = 2e

t
4

π

√
π

t

3∑
n∈Z

z − 2πn

sin(z − 2πn)
exp

[
− (z − 2πn)2

t

]
, (3.11)

where

cos z = 1
2 tr(g†g′). (3.12)

Note that by (3.12) z is only defined up to a sign and a shift z+2πn for some n ∈ Z. But (3.11)
has exactly the corresponding symmetries, such that the formula is well defined. In [3], form

3 We are just considering the simple case of constant t here, noting that qualitative results carry over to the case of,
e.g., edge-dependent semiclassicality parameters tk , which should be of physical interest for situations in which the
quantum fluctuations of geometry vary, e.g. if there are spacetime regions with large quantum fluctuations embedded
within nearly classical spacetime regions.
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(3.11) was chosen for convenience. In the limit t → 0 one can, if one chooses Re z ∈ (−π, π),
neglect all the terms with n 
= 0 in (3.11), since they are exponentially damped compared to
the n = 0 term. This simplified calculations immensely. We will use the same form, partly
for the same reasons, but also in order to show how the inner product between the CCS on
SU(2) can be interpreted via the geometry on its complexification SU(2)C = SL(2, C). In
order to do this, we have to talk about geodesics on SL(2, C).

3.2. Geodesics on SL(2, C)

The exponential map

C
3 � �z �−→ ei�z·�σ = cos z + i

sin z

z
�z · �σ ∈ SL(2, C), (3.13)

where σI , I = 1, 2, 3 are the Pauli spin matrices and �z ∈ C
3, such that i�z · �σ ∈ sl2C.

Furthermore z := √
z2

1 + z2
2 + z2

3 is determined up to a sign, but the functions in (3.13) are
symmetric in z, so everything is well defined.

This does not only define a chart that covers all of SL(2, C), but allows one also to write
down the geodesics immediately. To do so, we first note that the group structure on SL(2, C)

determines a (pseudo-)metric. On its Lie algebra sl2C, the Killing form,

(A,B) �−→ − 1
2 tr(AB), (3.14)

can be defined and is a bilinear non-degenerate form on sl2C = T�SL(2, C). Since SL(2, C)

is a group, one can pull back (3.14) to every other tangent space on SL(2, C) by right (or,
which gives the same result, left) multiplication. This defines a non-degenerate, bi-invariant
pseudo-Riemannian metric called the Killing metric, which is given in coordinates by

hIJ := 1
2 tr((g−1∂Ig)(g−1∂J g)). (3.15)

From this a connection can be formed, and geodesics can be defined. In particular, the
geodesics going through 1 ∈ SL(2, C) are given by

t �−→ eitzI σ
I

, (3.16)

where �z ∈ C
3, such that i�z · �σ ∈ sl2C is the velocity vector at t = 0. An immediate

consequence of the bi-invariance of the Killing metric is that, given a geodesic t → γ (t) on
SL(2, C), for any g1, g2 ∈ SL(2, C), also t → g1γ (t)g2 is a geodesic, which allows us to
compute all geodesics from g1 to g2 by computing all from 1 to g = g−1

1 g2. In general, there
will be more than one, and from (3.16) one can see that any geodesic from 1 to g = exp i�z · �σ
is given by

[0, 1] � t �−→ eit�z·�σ . (3.17)

Thus, different geodesics arise from the fact that exp i�z · �σ = exp i �w · �σ for �z 
= �w, i.e. �z ∈ C
3

is not uniquely determined by g ∈ SL(2, C) We will classify the different possible cases as
follows.

Lemma 3.1. Let �z ∈ C
3. Then z = √�z · �z is determined only up to a sign. Define g = exp i�z· �σ ,

then exactly one of the following is true:

• Case 1: z = 0 and �z 
= 0.

• Case 2: z = 2πn for n ∈ Z\{0} or �z = 0.

• Case 3: z = π + 2πn for n ∈ Z.

• Case 4: z /∈ 2πZ and z /∈ π + 2πZ.
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In case 1, there is exactly one geodesic from 1 to g, in cases 2 and 3 there are uncountably
many, and in case 4 there are countably many geodesics from 1 to g.

Proof. In the first case, where z2
1 + z2

2 + z2
3 = 0, we have

g = exp i�z · �σ = 1 + i�z · �σ . (3.18)

Let now �w ∈ C
3 with exp i �w ·σ = g. Then it follows from (3.13) that cos w = 1. In particular,

w = 2πn for some n ∈ Z. But if n 
= 0, then sin w/w = 0 and g = 1; hence �z = 0, which is
excluded in this case. So n = 0 and hence i �w · �σ = i�z · �σ , so �z = �w. In particular, the vector
�z is unique. Hence, there is only one geodesic from 1 to g.

The second and third cases can readily be seen to correspond to g = 1 and g = −1.
Also, it can easily be seen that all geodesics from 1 to itself are given by

[0, 1] � t �−→ e2πnt �φ·�σ (3.19)

for arbitrary n ∈ Z and �φ ∈ S2, i.e. ‖�φ‖ = 1. Similarly, all geodesics from 1 to −1 are given
by

[0, 1] � t �−→ e(2πn+π)t �φ·�σ . (3.20)

So, there are uncountably many geodesics in both cases.
Case 4 is the generic case. Let �w, �z ∈ C

3 such that ei�z·�σ = ei �w·�σ . Thus, by (3.13) we have
cos w = cos z, so

w2 = (z + 2πn)2 (3.21)

for some n ∈ Z. Furthermore, from the linear independence of the σ -matrices, it follows that

�w = z + 2πn

z
�z. (3.22)

Thus we see that, if one chooses �z ∈ C
3 such that g = exp i�z · �σ , then all other �w with

g = exp i �w · �σ can be obtained by (3.22), via letting n go through Z. Thus, there are countably
many geodesics from 1 to g.

This finishes the proof. �

Knowing this, we can turn to defining the complex length of a geodesic, or more generally
of an h-regular curve. Let t → γ (t) be an h-regular curve. That is, γ does not necessarily
have to be a geodesic, but the Killing form h shall never annihilate the velocity vector, i.e.
h(γ̇ , γ̇ ) 
= 0 along the curve. Then, with the help of the Killing metric, the complex length of
γ can be defined via

l(γ ) :=
∫

γ

√
h(γ̇ , γ̇ ). (3.23)

Note that this is in complete analogy to the definition of the length of a curve with the help of
a Riemannian metric, the only difference being a sign issue. Since generically h(γ̇ , γ̇ ) will be
complex on the path, its square root is determined up to a sign, but since the integrand never
vanishes, this sign can be chosen such that

√
h(γ̇ , γ̇ ) is smooth along the curve, and there are

exactly two such choices. Thus, l(γ ) is only defined up to a sign.
Now, to compute the complex length of a geodesic (3.20) from 1 to g = exp i�z · σ for

�z ∈ C
3 is easy. Since the velocity vector is parallely transported along geodesics, the integrand

in (3.23) is constant along [0, 1]. In particular, it equals its value at t = 0, which is nothing
but the Killing form on sl2C, i.e.

l(γ ) =
√

�z · �z = z. (3.24)

7
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Note that there are also geodesics t → γ (t) where γ̇ (t) vanishes. But since the velocity vector
of a geodesic is parallely transported, γ̇ vanishes identically for these curves, and thus we can
consistently define the complex length of such a geodesic to be 0.

Knowing this, we arrive at the main part of this section.

Lemma 3.2. Let g1, g2 ∈ SL(2, C) and

j t (g1, g2) = 〈
ψt

g1

∣∣ψt
g2

〉
(3.25)

be the inner product between complexifier coherent states. Apart from the cases gc
1 = g2

or gc
1 = −g2, when there are uncountably many geodesics between gc

1 and g2, and
g
†
1g2 = exp i�z · �σ with �z · �z = 0, when there is only one geodesic between gc

1 and g2,
the inner product is given by

j t (g1, g2) = 2 e
t
4

π

√
π

t

3 ∑
γ geodesic

from gc
1 to g2

l(γ )

sin l(γ )
e− l(γ )2

t . (3.26)

Proof. Write g = g
†
1g2. Since neither gc

1 = g2 nor gc
1 = −g2, it follows that neither g = 1

nor g = −1. Also, there is more than one �z with exp i�z · �σ = g. Then we know by lemma
3.1 that there are countable infinitely many geodesics from gc

1 to g2, or equivalently from 1
to g = g

†
1g2. Choose a �z ∈ C

3 such that g = exp i�z · �σ . We have already seen that this
amounts to choosing a geodesic from 1 to g. Then z = √�z · �z is the complex length of this
geodesic, which is determined up to a sign. By (3.21) we see that all other complex lengths
are determined by letting n run through Z, which tells us that

j t (g1, g2) = 2 e
t
4

π

√
π

t

3∑
n∈Z

z − 2πn

sin(z − 2πn)
exp

[
− (z − 2πn)2

t

]

= 2 e
t
4

π

√
π

t

3 ∑
γ geodesic

from gc
1 to g2

l(γ )

sin l(γ )
e− l(γ )2

t , (3.27)

which proves the lemma. �

The inner product between the two coherent states is thus a function intimately related to
the geometry on SL(2, C). Unfortunately, formula (3.26) is valid only if there are countably
infinitely many geodesics from gc

1 to g2. On the other hand, the pairs (g1, g2) that do not
satisfy this condition (i.e. that either have g = g

†
1g2 = ±1 or g = exp i�z · �σ with a nonzero

�z ∈ C
3 that has z2 = �z · �z = 0) are a subset of measure zero in SL(2, C) × SL(2, C).

The conjugation g → gc can, in the polar decomposition of g = Hu into Hermitean H
and unitary u, be written as

Hu �−→ H−1u.

For the norm of a complexifier coherent state we thus get(
2 e

t
4

π

√
π

t

3
)−1 ∥∥ψt

g

∥∥2 =
∑

γ geodesic
from H−1u to Hu

l(γ )

sin l(γ )
e− l(γ )2

t =
∑

γ geodesic
from 1 to H 2

l(γ )

sin l(γ )
e− l(γ )2

t

=
∑
n∈Z

l + 2π in

sinh(l + 2π in)
e

(l+2π in)2

t = e
l2

t (1 + O(t∞)),
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with l = |�l|,�l ∈ R
3 and H = elI σ

I

. For two complexifier coherent states peaked on elements
g ∈ SU(2) ⊂ SL(2, C), we have �l = 0, hence in this case

∥∥ψt
g

∥∥ =
√

2 e
t
4

π

√
π

t

3

(1 + O(t∞)). (3.28)

Note that the complex length (3.23) of a curve γ lying entirely in SU(2) ⊂ SL(2, C) is real,
and its square l(γ )2 coincides with the geodesic distance d(γ )2 on SU(2) determined by the
Killing metric. Thus, the overlap of two complexifier coherent states peaked on elements
g1, g2 ∈ SU(2) ⊂ SL(2, C) is given by

〈
ψt

g1

∣∣ψt
g2

〉
∥∥ψt

g1

∥∥∥∥ψt
g2

∥∥ =
∑

γ geodesic
from g1 to g2

d(γ )

sin d(γ )
e− d(γ )2

t (1 + O(t∞)),

since gc = g for g ∈ SU(2).
For states labeled by elements g1, g2 ∈ SU(2), this immediately shows the nice

peakedness properties these states have. For two states being labeled by different elements,
the overlap is, basically, a sum over terms being proportional to Gaussians in the lengths of
geodesics from one to the other elements. For small t > 0, the term with the shortest distance
dominates all other terms, and the overlap is nearly proportional to a Gaussian in the geodesic
distance on SU(2).

4. Gauge-invariant coherent states for G = SU (2)

In the following, we will construct the gauge-invariant coherent states on a graph by projecting
the complexifier coherent states on the gauge-invariant subspace. This will result in states
labeled by gauge-equivalence classes of phase-space points which will be identified with
points in gauge-invariant phase space. Afterwards, we will examine these states for some
particular graphs. There we will show that gauge-invariant coherent states labeled by points
in gauge-invariant phase space have an overlap that vanishes exponentially as the two points
become distinct. This will demonstrate the peakedness properties for these states, which make
these states useful for semiclassical analysis in the gauge-invariant sector.

It should be noted that in the spin foam approach of quantum gravity one makes frequent
use of states that have been introduced by Livine and Speziale (see, e.g., [14]) that are gauge
invariant and also called coherent states. These are states that come from a Perelomov-type
approach, rather than a complexifier. Another apparent difference between the Livine–Speziale
states and those considered in this paper is the fact that their states have zero uncertainty in the
fluxes, while being maximally spread with respect to the holonomies, while the states presented
here will have a finite spread in both variables. In this sense the Livine–Speziale states do
not correspond to a point in classical phase space, while their much simpler form makes them
excellent tools for handling expressions such as the spin foam vertices in the Freidel–Krasnov
model [15]. A comparison to a plane wave, rather than a finite Gaussian wave package
suggests itself, although very much like the wave packets, the Livine–Speziale states form an
overcomplete set rather than an orthonormal basis. A closer comparison between these states
and those presented here would be desirable.
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4.1. Gauge-invariant functions

The Hilbert space Hγ consists of functions on SU(2)E , square integrable with respect to the
E-fold Haar measure dμ⊗E

H :

Hγ � L2(GE, dμ⊗E
H

)
.

In section 2, the gauge action of the Gauss constraints on the kinematical Hilbert space
has been discussed, in particular the gauge transformation of a function cylindrical on a graph
(2.5). Denote by π : SU(2)E → SU(2)E/SU(2)V the projection map of SU(2)E to the space
of orbits under the action

α : SU(2)V × Hγ −→ Hγ (4.1)(
αkv1 ,...,kvV

ψ
)(

he1 , . . . , heE

) = ψ
(
k−1
b(e1)

he1kf (e1), . . . , k
−1
b(eE)heE

kf (eE)

)
(4.2)

of the gauge group SU(2)V . Then

PHγ � L2(SU(2)E/SU(2)V , π∗dμ⊗E
H

)
. (4.3)

So, the orbifold SU(2)E/SU(2)V is treated as gauge-invariant configuration space. This space
can be formulated nicely in terms of cohomology, in particular

SU(2)E/SU(2)V � H 1(γ, SU(2)),

where H 1(γ, SU(2)) is the first Čech-cohomology group on the graph γ with values in SU(2).

4.2. Gauge-invariant coherent states and gauge orbits

In the following sections, we will describe the projections of the complexifier coherent states
(CCS),

ψt
g1,...,gE

(h1, . . . , hE) =
∏

e∈E(γ )

∑
je∈ 1

2 N

e−je(je+1) t
2 (2je + 1) trje

(
geh

−1
e

)
, (4.4)

onto the gauge-invariant subspace PHγ ⊂ Hγ . This will define the gauge-invariant coherent
states, and we will investigate some of their properties. Since the gauge integral will be too
complicated to perform exactly, we will have to rely on numerical investigations in some cases,
where analytical methods are not enough.

By the explicit form (4.4), the action (4.1) also induces an action on the set of coherent
states, hence an action on SL(2, C)E via

α�kψ
t
�g = αkv1 ,...,kvV

ψt
ge1 ,...,geE

= ψt

kf (e1)ge1 k−1
b(e1),...,kf (eE )geE

k−1
b(eE )

=: ψt
α�k �g. (4.5)

The gauge-invariant coherent states are the image of the complexifier coherent states (4.4)
under the action of P (2.6):

�t
[�g] := Pψt

�g =
∫

SU(2)V
dμH (�k)ψt

α�k �g. (4.6)

Naively, one could think that the labeling of the gauge-invariant coherent state is now
[�g] ∈ {α�k�g, �k = (

kv1 , . . . , kvV

) ∈ SU(2)V
}
. However, this is not the case! P can map states

labeled by �g1, �g2 ∈ SL(2, C)E to the same state in PHγ although there is no �k ∈ SU(2)V

such that α�k�g1 = �g2. The reason for this is the holomorphic dependence of the CCS on their
labeling parameter. To shed some light on this issue, we need the following lemma.
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Lemma 4.1. Let G be a compact Lie group and GC its complexification. Let f : GC → C

be an analytic function (i.e. holomorphic w.r.t to the complex structure on GC. Then, for any
g, g′ ∈ GC, we have∫

G

dμH (h)f (h) =
∫

G

dμH (h)f (ghg′).

Proof. Since f is analytic on GC, it is in particular continuous on G, which is compact. The
restriction of f on G and hence |f̃ |2 are uniformly bounded functions on G. So the restriction
is square integrable, and by the Peter–Weyl theorem it can be decomposed into its Fourier
coefficients:

f (h) =
∑
π

∑
m,n

√
dπcπmnπ(h)mn,

for all h ∈ G. The functions h → π(h)mn are all anayltic, and is the matrix element function
of an irreducible representation of GC. Then, for any g, g′∫

G

dμH (h)f (ghg′) =
∑
π

∑
m,n

√
dπcπmn

∫
G

dμH (h)π(ghg′)mn

=
∑
π

∑
m,m′,n′,n

√
dππ(g)mm′cπmnπ(g′)n′n

∫
G

dμH (h)π(h)mn.

But the integral only gives a contribution for the trivial representation π0, which is one
dimensional, the corresponding Fourier coefficient corresponding to the integral of f over G.
So the only term remaining is∫

G

dμH (h)f (ghg′) = π0(g)c0π0(g
′) = c0 =

∫
G

dμ(h)f (h).

This completes the proof. �

Of course, the above lemma carries over to integrals over the V -fold product SU(2)V . The
gauge action α�k of SU(2)V on the label set SL(2, C)E ,

αkv1 ,...,kvV

(
ge1 , . . . , geE

) = (
kf (e1)ge1k

−1
b(e1)

, . . . , kf (eE)geE
k−1
b(eE)

)
, (4.7)

can obviously be continued analytically to an action of SL(2, C)V on SL(2, C)E simply by
taking the same formula (4.7), but allowing for �k ∈ SL(2, C)V . Let �g1, �g2 ∈ SL(2, C)E such
that they can be related by such a gauge transformation with elements �l ∈ SL(2, C)V :

�g1 ∈ SL(2, C)E, �g2 = α�l �g1, �l ∈ SL(2, C)V . (4.8)

Then, since the coherent states (4.4) depend analytically on their labels, i.e. for each h ∈ SU(2)

the function

SL(2, C) � g �−→ ψt
g(h) ∈ C (4.9)

is analytic, the gauge integrand is also analytic. In particular, by (4.1), for each �h ∈ SU(2)E

and �g ∈ SL(2, C)E , the function,

SU(2)V � �k �−→ ψt
α�k �g(�h) ∈ C, (4.10)

is analytic, and can in an obvious way be extended to an analytic function on SL(2, C)V .
Hence, by lemma 4.1, we get

Pψt
�g1

=
∫

SU(2)V
dμH (�k)ψt

α�k �g1

=
∫

SU(2)V
dμH (�k)ψt

α�kα�l �g1
=
∫

SU(2)V
dμH (�k)ψt

α�k �g2
= Pψt

�g2
, (4.11)

where the shift of integration variables kv → kvlv has been used.

11



Class. Quantum Grav. 26 (2009) 045012 B Bahr and T Thiemann

The gauge-invariant coherent states are thus labeled by a semiclassicality parameter t > 0
and an equivalence class [�g] which is given by

[�g] := {
α�k�g, �k = (

kv1 , . . . , kvV

) ∈ SL(2, C)V
}
.

Note that, at a second glance, it is quite natural that the gauge-invariant states are
labeled by orbits of the complexified gauge action on SL(2, C)E , i.e. on the orbifold
SL(2, C)E/SL(2, C)V rather than SL(2, C)E/SU(2)V , for dimensional reasons. The
complexifier coherent states ψt

�g are functions on SU(2)E , which can be seen as the
configuration space, while the states are labeled by elements in SL(2, C)E , a space which
has twice the number of real dimensions than SU(2)E . In particular, since SL(2, C)E is
diffeomorphic to the tangent bundle of SU(2)E , it can be identified with the phase space of a
system whose configuration space is SU(2)E .

The gauge-invariant coherent states are, as we have seen in section 4.1, functions on the
set SU(2)E/SU(2)V of gauge orbits of SU(2)E under the gauge action SU(2)V . This is not
a manifold any more, since it contains singular points. So, it is not clear what its tangent
bundle might be. However, the set SL(2, C)E/SL(2, C)V of orbits of the tangent bundle
SL(2, C)E under the complexified gauge action of SL(2, C)V serves as a natural candidate.
It is an orbifold of twice the (real) dimension than SU(2)E/SU(2)V . This is not the case
for SL(2, C)E/SU(2)V , as one can readily see. So, if we view SU(2)E/SU(2)V as the
gauge-invariant configuration space, then SL(2, C)E/SL(2, C)V is the natural candidate for
its gauge-invariant phase space.

4.3. On semiclassical properties

We are interested in the peakedness properties of the gauge-invariant coherent states, in
particular the inner product

J t ([�g1], [�g2]) := 〈
�t

[�g1]

∣∣�t
[�g2]

〉
, (4.12)

as well as their overlap

I t ([�g1], [�g2]) :=
∣∣〈�t

[�g1]

∣∣�t
[�g2]

〉∣∣2∥∥�t
[�g1]

∥∥2∥∥�t
[�g2]

∥∥2 . (4.13)

If the states �t
[�g] are to be good semiclassical states, their overlap (4.13) should be sharply

peaked at g1 ≈ g2 in the semiclassical limit t → 0, as well as they should approximate
operators corresponding to gauge-invariant observables well, i.e. they should satisfy the gauge-
invariant version of the Ehrenfest property (3.5). In these two conditions, the semiclassical
properties of the states are encoded. They simply amount to the fact that, in the limit t → 0,
a state labeled by a classical, gauge-invariant phase-space point [�g] approaches the classical
state given by this point. In particular, taking expectation values of a quantum observable in
this state amounts to evaluation of the corresponding classical observable. Furthermore, the
overlap between states labeled with different phase-space points [�g1], [�g2] is nearly zero, i.e.
quantum fluctuations between different states become small.

As we have already reported in section 3, the complexifier coherent states have these
properties, and thus are viable semiclassical states for the gauge variant, i.e. kinematical Hilbert
space, approximating gauge-variant classical observables. Establishing analogous properties
for the gauge-invariant coherent states, resembling the gauge-invariant physical systems, is
the main purpose of this paper. The rest of this work will be devoted to investigate the gauge-
invariant inner product, in order to show the peakedness properties of the gauge-invariant
overlap (4.13). Note that, as soon as peakedness properties are established, the Ehrenfest
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property follows immediately from the fact that the corresponding property (3.5) holds for
the CCS: assume further that the corresponding gauge-invariant coherent states �t

[g] = Pψt
g

have the peakedness property, i.e. I t ([g′], [g]) is sharply peaked around [g] = [g′] for small t.
Then the �t

[g] also satisfy the Ehrenfest property for gauge-invariant observables, as we will
show in what follows. This argument is in fact independent of the choice of the gauge group
G = SU(2), and hence cannot only applied to the case G = U(1), but also to any compact,
semisimple Lie group G.

Assume that the complexifier coherent states satisfy the Ehrenfest property for some set
of functions F on phase space (where g ∈ GC, and GC � T ∗G), i.e.〈

ψt
g′
∣∣F̂ ∣∣ψt

g

〉
∥∥ψt

g′
∥∥∥∥ψt

g

∥∥ ≈ F(g)

〈
ψt

g′
∣∣ψt

g

〉
∥∥ψt

g′
∥∥∥∥ψt

g

∥∥ (1 + O(t)). (4.14)

Let now F be such a function that is furthermore gauge invariant. Then F̂ commutes with the
gauge projector P (2.6), and one has〈

�t
[g′]

∣∣F̂ ∣∣�t
[g]

〉 = 〈
ψt

g′
∣∣PF̂P

∣∣ψt
g

〉 = 〈
ψt

g′
∣∣F̂P2

∣∣ψt
g

〉
= 〈

ψt
g′
∣∣F̂P

∣∣ψt
g

〉 = 〈
ψt

g′
∣∣F̂ ∣∣�t

[g]

〉
. (4.15)

Here we have used P2 = P . Furthermore, since the gauge transformations k ∈ GV act
unitarily, we have

∥∥ψt
g

∥∥ = ∥∥ψt
αkg

∥∥. So, we get

〈
ψt

g′
∣∣F̂ ∣∣�t

[g]

〉 = ∫
GV

dμ⊗V
H (k)

〈
ψt

g′
∣∣F̂ ∣∣ψt

αkg

〉

= ∥∥ψt
g

∥∥∥∥ψt
g′
∥∥ ∫

GV

dμ⊗V
H (k)

〈
ψt

g′
∣∣F̂ ∣∣ψt

αkg

〉
∥∥ψt

g′
∥∥∥∥ψt

αkg

∥∥ . (4.16)

But since the complexifier coherent states ψt
g satisfy the Ehrenfest property, the integrand in

(4.16) is, for small t, close to zero almost everywhere, apart from the points where αkg ≈ g′.
So the integrand is basically evaluated at that k, and we get∫

GV

dμ⊗V
H (k)

〈
ψt

g′
∣∣F̂ ∣∣ψt

αkg

〉
‖ψt

g′ ‖‖ψt
αkg

‖ ≈ F(g)

∫
GV

dμ⊗V
H (k)

〈
ψt

g′
∣∣ψt

αkg

〉
‖ψt

g′ ‖‖ψt
αkg

‖

= F(g)

〈
�t

[g′]

∣∣�t
[g]

〉
∥∥ψt

g′
∥∥∥∥ψt

g

∥∥ , (4.17)

where ≈ means that equality holds for t → 0. With (4.16) and (4.17) we thus get〈
�t

[g′]

∣∣F̂ ∣∣�t
[g]

〉
∥∥�t

[g′]

∥∥∥∥�t
[g′]

∥∥ ≈ F([g])

〈
�t

[g′]

∣∣�t
[g]

〉
∥∥�t

[g′]

∥∥∥∥�t
[g′]

∥∥ . (4.18)

We have replaced F(g) by F([g]), since we demanded F to be gauge invariant, i.e. to depend
only on the gauge orbits of g, not on g itself. Note that in these considerations, we have pulled
the error terms O(t) out of the integral, which is allowed, since the error term is of order O(t)

on all of the integration range SU(2)V , and SU(2)V is compact. Hence we can replace the
errors by their maximal absolute value, pull that out of the integral and still have made only
an O(t) error.

These considerations show that as soon as we have established the peakedness properties
for the gauge-invariant coherent states, the corresponding Ehrenfest properties automatically
follow. We will try to establish these peakedness properties in the rest of this paper.
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4.4. On the overlap of gauge-invariant coherent states

The gauge-invariant coherent states can be put into an explicit form [3]. Starting from (4.4),
one can perform the gauge integrals (2.6) and arrive at

�t
[�g](

�h) =
∑
�j,�I

e−je1 (je1 +1) t
2 −···−jeE

(jeE
+1) t

2 Tγ,�j,�I (�g)Tγ,�j,�I (�h). (4.19)

Here, the labels denote a distribution �j of irreducible representations of SU(2) among the
edges of the graph γ , and �I denotes a distribution of intertwiners among the vertices of the
graph. These Tγ,�j,�I (�h) form an orthonormal basis for the gauge-invariant Hilbert space PHγ .

The intertwiners �I , in particular the basis functions Tγ,�π,�I can be found by employing the
coupling scheme for angular momenta, in particular they contain the 3Nj -symbols [4, 9].
Although these symbols are known in principle, they become arbitrarily complicated for large
graphs. This makes expressions (4.19) rather difficult to handle, in particular it is not clear
how to extract information about peakedness properties, apart from the simplest example.
This is the reason why we will pursue another way, already suggested in [3].

Since P2 = P , we have〈
�t

[�g1]

∣∣�t
[�g2]

〉 = ∫
GV

dμ⊗V
H (�k)

〈
ψt

�g1

∣∣ψt
α�k �g2

〉
. (4.20)

So the inner product between gauge-invariant coherent states can be obtained by an integral
over the inner product between complexifier coherent states. This inner product is given by
(3.11) and (3.12).

From the gauge-invariant inner product, we can immediately obtain the overlap between
gauge-invariant coherent states by∣∣〈�t

[�g1]

∣∣�t
[�g2]

〉∣∣2∥∥�t
[�g2]

∥∥2∥∥�t
[�g2]

∥∥2 =
[ ∫

GV dμ⊗V
H (�k)

〈
ψt

�g1

∣∣ψt
α�k �g2

〉][ ∫
GV dμ⊗V

H (�k)
〈
ψt

�g2

∣∣ψt
α�k �g1

〉]
[ ∫

GV dμ⊗V
H (�k)

〈
ψt

�g1

∣∣ψt
α�k �g1

〉][ ∫
GV dμ⊗V

H (�k)
〈
ψt

�g2

∣∣ψt
α�k �g2

〉] . (4.21)

This form of the inner product between gauge-invariant coherent states is not explicit, since it
still contains the gauge integral. But this form has some advantages over the corresponding
formula using the explicit form of the gauge-invariant coherent states (4.19). First, we will
see that we can, by some gauge-fixing procedure, extract the gauge-invariant quantities that
label the gauge orbits. These not only have a geometrical interpretation, but the procedure also
allows for a numerical investigation that enables us to show that the gauge-invariant coherent
states are peaked on these gauge-invariant quantities. Second, starting from (4.21), we will be
able to prove a general theorem about the peakedness of these states on the singular points of
the space of gauge-invariant quantities.

So, four integrals of the type of (4.20) have to computed. It is exactly these integrals that
turn out to be not solvable in a closed form for most graphs, apart from the simplest ones. In
particular, we will be able to compute the overlap analytically for the 1-flower graph, but on
the 2-flower, the 3-bridge and the tetrahedron graph, we will employ numerical integration of
(4.21), in order to investigate the overlap. After that, we will demonstrate some qualitative
properties of the overlap (4.21) in section 5.

4.5. The 1-flower graph

In the following, we will consider the gauge-invariant coherent states on simple graphs for the
case of G = SU(2). In particular, we will have to evaluate integrals of the kind (4.20). This
will not be possible analytically for most cases, but we will do this where we can, and use
numerics in all other cases.
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γ

e

v

Figure 1. A 1-flower graph γ , which consists of only one vertex v and only one edge e, which
starts and ends at v.

We start with the 1-flower graph (see figure 1). Here we will be able to perform the results
analytically, since the intertwiners for this graph are just the traces.

With (4.19), we get

�t
[g](h) =

∑
j∈ 1

2 N

e−j (j+1) t
2 trj (g) trj (h). (4.22)

The inner product between two such coherent states labeled by [g1] and [g2] is then given by〈
�t

[g1]

∣∣�t
[g2]

〉 = ∑
j∈ 1

2 N

e−j (j+1)t trj (g1) trj (g2). (4.23)

Consider the j = 1
2 representation of SL(2, C). There are invertible 2 × 2 matrices �1,�2,

such that

�2π 1
2
(g2)�

−1
2 =

(
λ 0
0 λ−1

)
, �1π 1

2
(g1)�

−1
1 =

(
μ 0
0 μ−1

)
(4.24)

for nonzero λ,μ ∈ C. By an explicit formulation of the irreducible representations of
SL(2, C), one gets [2]

tr πj (g2) = λ2j+1 − λ−2j−1

λ − λ−1
, tr πj (g1) = μ2j+1 − μ−2j−1

μ − μ−1
.

Note that these expressions are invariant under the change of λ → λ−1 or μ → μ−1, as are
the choices of �1,�2 in (4.24).

Write λ = eiz and μ = eiw, then we get

〈
�t

[g1]

∣∣�t
[g2]

〉 = ∑
j∈ 1

2 N

e−j (j+1)t e−i(2j+1)w̄ − ei(2j+1)w̄

e−iw̄ − eiw̄

ei(2j+1)z − e−i(2j+1)z

eiz − e−iz

= e
t
4

∞∑
n=1

e−n2 t
4

e−inw̄ − einw̄

e−iw̄ − eiw̄

einz − e−inz

eiz − e−iz

= 1

2
e

t
4

∑
n∈Z

e−n2 t
4

e−inw̄ − einw̄

e−iw̄ − eiw̄

einz − e−inz

eiz − e−iz
. (4.25)

By the Poisson summation formula,

∑
n∈Z

e−n2 t
4 einA = 2

√
π

t

∑
n∈Z

e− (A+2πn)2

t . (4.26)
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With (4.26), (4.25) can be rewritten as follows:

〈
�t

[g1]

∣∣�t
[g2]

〉 = e
t
4

√
π

t

∑
n∈Z

e− (w̄−z−2πn)2

t − e− (w̄+z−2πn)2

t

(e−iw̄ − eiw̄)(eiz − e−iz)
. (4.27)

If we choose z and w to lie inside the strip [−π, π ]×iR, the inner product can be approximated
by

〈
�t

[g1]

∣∣�t
[g2]

〉 = e
t
4

√
π

t

e− (w̄−z)2

t − e− (w̄+z)2

t

(e−iw̄ − eiw̄)(eiz − e−iz)

(
1 + O(t∞)

)
. (4.28)

With

eA − eB = 2 e
A+B

2 sinh
A − B

2
,

this can be put into the form

〈
�t

[g1]

∣∣�t
[g2]

〉 = 1

2
e

t
4

√
π

t

e− w̄2+z2

t sinh 2w̄z
t

sin w̄ sin z
(1 + O(t∞)),

which, for the overlap, gives

I t ([g1], [g2]) =
∣∣〈�t

[g1]

∣∣�t
[g2]

〉∣∣2∥∥�t
[g1]

∥∥2∥∥�t
[g2]

∥∥2 = sinh 2w̄z
t

sinh 2wz̄
t

sinh 2|w|2
t

sinh 2|z|2
t

(1 + O(t∞)). (4.29)

Note that the complex numbers z,w appearing here are related to the labels of the coherent
states via 2 cos z = tr g2 and 2 cos w = tr g1. Note also how the gauge-invariant coherent
states only depend on the trace trj (g). Since the only invariant information under conjugation
in SL(2, C): g → kgk−1 is the trace, we see that the gauge-invariant coherent states on the
1-flower graph only depend on the conjugation classes, i.e. elements in SL(2, C)/SL(2, C),
as has been stated in the last section.

We plot the overlap between �t
cos w and �t

cos z, for w = 1 + i, depending on z, with t = 1.
As one can see in figure 2, the overlap is peaked at z = ±w, as should be the case, since

z and w are, if both in the region (−π, π ] × iR, only determined up to a sign. The overlap
profile is a Gaussian, as can readily be seen.

In the second plot, shown in figure 3, we note the significant broader peak around z = 0.
This is not a Gaussian anymore. Rather, by performing limits carefully in expression (4.29),
one can see that it is actually a 2|z|2/(t sinh(2|z|2/t)) profile, which is much broader than a
Gaussian. For |z| → 0, this goes as 1 − 2

3t2 |z|4, rather than as 1 − k|z|2, as would have been
expected from a Gaussian.

This significant change in the peak profile is simply due to the fact that the space of
equivalence classes is no manifold any longer, but contains singularities: Namely those at
g = ±1 ∈ SL(2, C), that are the only points where the gauge group does not act effectively
on the orbits. It is exactly this feature that we will also encounter in the other examples.
We will also be able to provide a general result concerning this property of gauge-invariant
coherent states labeled by degenerate gauge orbits.

4.6. The 2-flower graph

We now turn to the more complicated case of a 2-flower graph, which consists of one vertex v

and two edges, both starting and ending at v. Although this graph is still much simpler than any
graph of relevance for LQG, the gauge-invariant coherent states are sufficiently complicated,
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Figure 3. Overlap between the gauge-invariant coherent states �t
cos z and �t

cos w with w = 0, t = 1,
depending on z.

such that the overlap cannot be calculated analytically any more. Starting with the form (4.19)
for the gauge-invariant coherent states, the intertwiner for the 2-flower graph can be computed,
as can the basis Tγ �j,�I for the gauge-invariant coherent states. In particular, the gauge-invariant
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coherent states are given by

�t
[g1,g2](h1, h2) =

∑
j1,j2∈ 1

2 Z

e−j1(j1+1) t
2 −j2(j2+1) t

2 (2j1 + 1)(2j2 + 1)

×
j1+j2∑

J=|j1−j2|

J∑
M,N=−J

CJM
j1j2m1m2

CJM
j1j2n1n2

πj1(h1)m1n1πj2(h2)m2n2

×CJN
j1j2m̃1m̃2

CJN
j1j2ñ1ñ2

πj1

(
gc

1

)
m̃1ñ1

πj2

(
gc

2

)
m̃2ñ2

. (4.30)

Unfortunately, the occurring Clebsch–Gordan coefficients make the use of the Poisson
summation formula too complicated, such that one cannot hope to rewrite (4.30) as a sum over
n, such that only the n = 0 term dominates in the t → 0 limit, which simplified the analysis
of the overlap tremendously in the case of SU(2)-complexifier- and U(1)-gauge-invariant
coherent states.

So, we will perform a different route. We will start with formula (4.21) for the overlap of
the gauge-invariant coherent states. Thus, we need to perform the gauge integrals〈
�t

[g1,g2]

∣∣�t
[h1,h2]

〉 ∼ ∫
SU(2)

dμH (k)
∑

n1,n2∈Z

f1(k) − 2π in1

sinh(f1(k) − 2π in1)

f2(k) − 2π in2

sinh(f2(k) − 2π in2)

× exp

(
(f1(k) − 2π in1)

2 + (f2(k) − 2π in2)
2)

t

)
(4.31)

with

cosh f1(k) = 1
2 tr
(
g
†
1kh1k

−1) cosh f2(k) = 1
2 tr
(
g
†
2kh2k

−1). (4.32)

Unfortunately, this gauge integral is, although only an integral over SU(2), still too
complicated to compute analytically. Even the attempt to obtain an asymptotic expression
for the limit t → 0, i.e. by employing the method of stationary phase, fails, because
of the complicated structure of (4.32). In trying to find the points where the exponent
(f1(k)−2π in1)

2 + (f2(k)−2π in2)
2 becomes stationary, one can proceed quite far, in fact one

can locate these points to be in certain one-dimensional submanifolds of SU(2), depending
on the g1,2, h1,2. But calculating the exact position of the stationary points eventually lead to
transcendent equations, which could not be solved.

What remains to do for us is to compute the integrand (4.31) numerically, and thus perform
a numerical analysis for the overlap (4.21). In order to show that the gauge-invariant coherent
states are really peaked on gauge-invariant quantities, first we have to identify these quantities,
i.e. gauge-fix the integrand in (4.31).

Lemma (4.1) allows us to shift the integrand in (4.31) not only by elements of SU(2)

from the right and from the left, which is clear from the bi-invariance of the Haar measure,
but also allows us to shift the integrand by elements of SL(2, C). Note the analogy to shifting
the integral of an analytic function over R into the complex plane.

Now let us investigate expressions (4.32). By writing

gj = exp(i�σ · �wj), hj = exp(i�σ · �zj ), j = 1, 2

with �zi, �wi ∈ C
3, we see that shifting the integration variable by k → g̃†kh̃ changes (4.32) to
1
2 tr
(
g
†
j khjk

−1) −→ 1
2 tr((g′

j )
†k(h′

j )k
−1)

with

g′
j = g̃gj g̃

−1 = exp(i�σ · G �wj)

h′
j = h̃hj h̃

−1 = exp(i�σ · H�zj ), j = 1, 2
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with G,H ∈ O(3, C). Note that here we encounter the vector representation of SL(2, C) as
orthogonal rotations in C

3. In particular, we have

G = π1(g̃), H = π1(h̃).

Here we get a first glimpse at the gauge-invariant information contained in a pair (g1, g2). A
gauge-invariant state is not labeled by this pair, but rather by this pair modulo conjugation with
elements in g̃ ∈ SL(2, C). If (g1, g2) are well away from the negative Hermitean elements in
SL(2, C), we can talk about vectors in C

3 rather than SL(2, C) elements, which illustrate the
facts better: Instead of gj = exp(i�σ · �zj ) ∈ SL(2, C), consider �zj ∈ C

3 themselves. Rather
than by two vectors �z1, �z2 ∈ C

3, the gauge-invariant states are labeled by these vectors modulo
rotation in C

3. Here we mean rotations that leave �zj · �zj , rather than �̄zj · �zj invariant, i.e. we
talk about orthogonal rotations, not unitary rotations.

Geometrically, this can be seen as the description of a parallelogram in C
3, where one

point is fixed at �0 ∈ C
3, modulo rotations around that point. Such a parallelogram is just

given by three (complex) numbers: the complex length of two of its sides and the complex
angle between them. In the following, we will gauge-fix the integrand (4.31) such that these
gauge-invariant quantities will explicitly be visible. We will then present a number of plots
which confirm that the overlap between gauge-invariant coherent states is indeed peaked on
these three numbers, i.e. the overlap between two gauge-invariant coherent states, where only
one of these three parameters differs, is close to zero.

To simplify our analysis, we only consider elements gj , hj , such that the complex length
of neither of the associated vectors is zero:

�zj · �zj 
= 0 
= �wj · �wj, j = 1, 2.

Note that O(3, C) does not only map the set of vectors {�z · �z = a} into itself for each a ∈ C,
but also acts simply transitively on them, except for the case of a = 0, where the zero vector
has to be excluded. Thus, we use the freedom of G,H ∈ O(3, C) to rotate �w1 and �z2 into the
3-direction. In particular, there are G,H ∈ O(3, C) such that

G �w1 =
⎛
⎝ 0

0
w1

⎞
⎠ , H�z2 =

⎛
⎝ 0

0
z2

⎞
⎠ (4.33)

with

w2
1 = �w1 · �w1, z2

2 = �z2 · �z2.

Of course, �z1, �w2 have also been changed by this transformation to �z′
1, �w′

2. The remaining
freedom to rotate these vectors without destroying the gauge-fixed (4.33) is effectively an
O(2, C) rotation in the complex 1–2-plane. We can use this remaining freedom to rotate both
�z′

1, �w′
2 out of the 1-direction. In particular, there are rotations G′,H ′ ∈ O(3, C) such that

G′

⎛
⎝ 0

0
w1

⎞
⎠ =

⎛
⎝ 0

0
w1

⎞
⎠ =: �w1, H ′

⎛
⎝ 0

0
z2

⎞
⎠ =

⎛
⎝ 0

0
z2

⎞
⎠ =: �z2

G′ �w′
2 =

⎛
⎝ 0

w2 sin χ

w2 cos χ

⎞
⎠ =: �w2, H ′�z′

1 =
⎛
⎝ 0

z1 sin θ

z1 cos θ

⎞
⎠ =: �z1

with θ, χ ∈ C. With this, the integrand is completely gauge-fixed, apart from discrete
symmetries having to do with the fact that the zj , wj and θ, χ are defined only up to a sign.
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Figure 4. Overlap (4.36) between the two coherent states �t
[g] and �t

[g′]: one with gauge-invariant
data w1 = 0.6, w2 = 0.8, χ = 0, the other one with θ = 0, depending on z1 and z2.

With this, the integral (4.31) reads〈
�t

[g1,g2]

∣∣�t
[h1,h2]

〉 ∼ ∫
SU(2)

dμH (k)
∑

n1,n2∈Z

f1(k) − 2π in1

sinh(f1(k) − 2π in1)

f2(k) − 2π in2

sinh(f2(k) − 2π in2)

× exp

(
(f1(k) − 2π in1)

2 + (f2(k) − 2π in2)
2)

t

)
(4.34)

with

cosh f1(k) = cos z1 cos w̄1 + sin z1 sin w̄1 cos(θ̃(k))
(4.35)

cosh f2(k) = cos z2 cos w̄2 + sin z2 sin w̄2 cos( ¯̃χ(k)),

where θ̃ (k) is the (complex) angle between �̄w1 and π1(k)�z1, and χ̃(k) is that between �̄w2 and
π1(k)�z2.

Now the inner product between the two coherent states is only dependent on the triples
(z1, z2, θ) and (w1, w2, χ), which constitutes the gauge-invariant information of the two gauge-
invariant coherent states. With (4.21) one can compute the overlap from the inner products
given by (4.34) with (4.35). We have done this numerically for a couple of examples. In each
case, we have fixed the triple (w1, w2, χ) and four of the six real parameters in (z1, z2, θ), and
plotted the overlap

I t ([g], [g′]) =
∣∣〈�t

(w1,w2,χ)

∣∣�t
(z1,z2,θ)

〉∣∣2∥∥�t
(w1,w2,χ)

∥∥2∥∥�t
(z1,z2,θ)

∥∥2 . (4.36)

The first plot, shown in figure 4, the overlap between a coherent state labeled by
w1 = 0.6, w2 = 0.8, χ = 0 and one labeled by θ = 0 and variable z1, z2. The width of
both states have been chosen to be t = 0.2. As one can see, the overlap is peaked at the point
where both label sets coincide. Also, the shape resembles that of a Gaussian quite well.
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Figure 5. Overlap between the two coherent states �t
[g] and �t

[g′]: one with gauge-invariant data
w1 = i, w2 = 1, χ = 0.2, the other one with z1 = i and z2 = 1, depending on θ .

The second plot, shown in figure 5, shows that the gauge-invariant coherent states are
also peaked in the complex angles θ, χ . The plot shows the overlap between a coherent state
labeled with w1 = i, w2 = 1, χ = 0.2, and one labeled by z1 = i, z2 = 1 and θ , where the
overlap depending on the complex parameter θ is shown. The semiclassicality parameter was
again chosen to be t = 0.2.

Again, one can see that in the vicinity of the point where the label sets coincide, the
overlap behaves nearly as a Gaussian. Further away, though, the overlap differs slightly from
a Gaussian (note the ‘bump’ at θ ≈ I ).

Apparently, this is due to the fact that (z1, z2, θ) are just one set of gauge-invariant labels
of a state. There are, of course, infinitely many other equivalent ones, depending on how one
gauge-fixes the integrand (4.31). In most of them, the overlap will not exactly be a Gaussian,
but will have a rather generic form such as

I t (w1, w2, χ, z1, z2, θ) = exp

(
−F(w1, w2, χ, z1, z2, θ)

t

)

with F = O((z1 −w1)
2, (z2 −w2)

2, (θ −χ)2). Of course, as t → 0, F can be more and more
approximated by its series up to the quadratic order; hence, as t → 0, the overlap becomes
more and more a Gaussian.

The third plot, shown in figure 6, does not show a Gaussian peak. In this plot, we have
chosen one state to be peaked at [1,1], i.e. w1 = w2 = χ = 0, as well as θ = 0 and t = 0.2.

One can immediately see the ‘plateau’ around the point where both label sets coincide.
Here, although the overlap decreases as the two label sets start to disagree, it decreases
qualitatively slower than in the other cases. In particular, the overlap behaves rather like
exp(−x4), than exp(−x2). This behavior does not change as t → 0. Rather, the function F in
(4.36) goes like O(|z1|4, |z2|4, |θ |4).
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Figure 6. Overlap between the two coherent states �t
[g] and �t

[g′]: one with gauge-invariant data
w1 = 0, w2 = 0, χ = 0 (corresponding to [g] = [�,�]), the other one with θ = 0, depending on
z1 and z2.

Note that this phenomenon has already been encountered in the case of the 1-flower graph.
The overlap (4.29) is, in the limit of w = 0, equal to∣∣〈�t

[�]

∣∣�cos z

〉∣∣2∥∥�t
[�]

∥∥2∥∥�t
cos z

∥∥2 = 2|z|2/t

sinh(2|z|2/t)
(1 + O(t∞)),

which goes as ∼1 − 2
3t2 |z|4 as z → 0.

So, although peaked at the point indicated by the label set, the state �t
[�,�], with

(1,1) ∈ SL(2, C)2, is much less peaked than generic gauge-invariant states. This will
be proven explicitly in section 5.1.

4.7. The 3-bridge graph

After the 2-flower graph, we will proceed with the 3-bridge (or sunset) graph, which consists
of two vertices v1 and v2 and three edges e1, e2, e3, all beginning at v1 and ending at v2.

As for the 2-flower graph, the gauge-invariant coherent states on the 3-bridge graph are
too complicated to compute the overlap such that statements about peakedness properties can
be made. Therefore, we will again rely on numerics to show some qualitative features, which
will strengthen the results from the last section, and again hint toward section 5.

Up to a t-dependent factor, the scalar product (4.20) between the two gauge-invariant
coherent states �t

[h1,h2,h3] and �t
[g1,g2,g3] is given by〈

�t
[h1,h2,h3]

∣∣�t
[g1,g2,g3]

〉 ∼ ∫
SU(2)2

dμH (k1, k2)

×
3∏

l=1

∑
nl∈Z

fl(k1, k2) − 2π inl

sinh(fl(k1, k2) − 2π inl)
exp

(
(fl(k1, k2) − 2π inl)

2

t

)
(4.37)
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with

cosh fl(k1, k2) = 1
2 tr
(
g
†
l k1hlk

−1
2

)
. (4.38)

As in the case of the 2-flower graph, we start to gauge-fix the integrand by applying
lemma 4.1. If we write

hl = exp(i�σ · �w′
l), gl = exp(i�σ · �z′

l) (4.39)

for �z′
l , �w′

l ∈ C
3, and choose the hl, gl to be well away from the negative Hermitean elements,

we can choose the real part of the complex vectors to be in a ball around zero with radius π :
Re �w′

l , Re �z′
l ∈ Bπ(0), and thus we can neglect all terms in the infinite sum (4.37) apart from

n1 = n2 = n3 = 0. Changing the integration variables

k1 �−→ (
g
†
1

)−1
k1, k2 �−→ k2h1 (4.40)

amounts to a change of the terms occurring in (4.37) as
1
2 tr
(
g
†
1k1h1k

−1
2

) �−→ 1
2 tr
(
k1k

−1
2

)
1
2 tr
(
g
†
2k1h2k

−1
2

) �−→ 1
2 tr
(
g̃
†
2k1h̃2k

−1
2

)
(4.41)

1
2 tr
(
g
†
3k1h3k

−1
2

) �−→ 1
2 tr
(
g̃
†
3k1h̃3k

−1
2

)
,

with

g̃l = g−1
1 gl, h̃l = hlh

−1
1 . (4.42)

Write

h̃l = exp(i�σ · �wl), g̃l = exp(i�σ · �zl) (4.43)

with vectors �wl, �zl ∈ C
3, l = 2, 3. The only transformations of the integration variables k1, k2

that leave the form of the terms (4.41) invariant are simultaneously gauging

k1,2 �−→ g†k1,2h
−1 (4.44)

for arbitrary g, h ∈ SL(2, C). As with the coherent states on the 2-flower graph, this induces
an O(3, C) action on the vectors �wl, �zl , which can be used to gauge �w2 and �z3 to point into
the 3-direction, and �w3, �z2 out of the 1-direction:

�w2 =
⎛
⎝ 0

0
w2

⎞
⎠ , �z3 =

⎛
⎝ 0

0
z3

⎞
⎠

�w3 =
⎛
⎝ 0

w3 sin χ

w3 cos χ

⎞
⎠ , �z2 =

⎛
⎝ 0

z2 sin θ

z2 cos θ

⎞
⎠ .

Note that the gauge-invariant information for gauge-invariant states on the 3-bridge graph are
the same as those on the 2-flower graph. This was to be expected, since both have the same
first fundamental group. The gauge-invariant inner product, on the other hand, looks slightly
different:

〈
�t

[h1,h2,h3]

∣∣�t
[g1,g2,g3]

〉 ≈ ∫
SU(2)2

dμH (k1, k2)

3∏
l=1

fl(k1, k2)

sinh fl(k1, k2)
exp

(
fl(k1, k2)

2

t

)

with

cosh f2(k) = cos z2 cos w̄2 + sin z2 sin w̄2 cos(θ̃(k1, k2))
(4.45)

cosh f3(k) = cos z3 cos w̄3 + sin z3 sin w̄3 cos( ¯̃χ(k1, k2)),
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Figure 7. The overlap I t ([g], [g′]) between the two gauge-invariant coherent states �t
[g] and �t

[g′]
on the 3-bridge graph. One is labeled by the gauge-invariant data w2 = 1, w3 = 2, χ = 0.3. The
other one is labeled by θ = 0.3, depending on z2, z3.
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Figure 8. The overlap I t ([g], [g′]) between the two gauge-invariant coherent states �t
[g] and

�t
[g′] on the 3-bridge graph. One is labeled by the gauge-invariant data w2 = 0, w3 = 0, χ = 0,

corresponding to gl = � ∈ SL(2, C) for l = 1, 2, 3. The other one is labeled at θ = 0, depending
on z2, z3.

where θ̃ (k1, k2) is the (complex) angle between π1(k1) �̄w2 and π1(k2)�z2, and χ̃ (k1, k2) is that
between π1(k1) �̄w3 and π1(k2)�z3.
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Figure 9. A tetrahedron with vertices vI , I = 1, . . . , 4, and edges eIJ , I < J .

The gauge-fixed integrand can be evaluated numerically. We show the result for the two
different gauge-invariant label sets.

The first plot, shown in figure 7, demonstrates again that the overlap is peaked at the point
where both gauge-invariant data sets coincide.

The second plot, shown in figure 8, depicts the overlap of a state with that labeled by
[1,1,1].

Again, one can see the plateau structure of the overlap. This feature was also visible with
the 1-flower and the 2-flower graph, and shows that this phenomenon is not just a feature of
the flower graphs. We will discuss this in section 5.

4.8. The tetrahedron graph

As well as the gauge-invariant overlap on the other graphs, the gauge-invariant overlap on the
tetrahedron graph is completely out of reach of any analytical computations. Still, one can, in
complete analogy to the case of the 2-flower or the 3-bridge graph, describe the gauge-invariant
degrees of freedom in SL(2, C)6 by a gauge-fixing procedure, and show numerically that the
overlap of the gauge-invariant coherent states is peaked at the points where the two label sets
coincide.

The tetrahedron is given by four vertices and six edges. The vertices are labeled by vI

with I = 1, . . . , 4. There is an edge between any two vertices, eIJ , oriented from vI to vJ for
I < J (see figure 9).

The gauge-invariant overlap will again be calculated from the inner product between the
two gauge-invariant coherent states by (4.21). The gauge-invariant inner product is given by

〈
�t

[gIJ ]

∣∣�t
[hIJ ]

〉 ∼ ∫
SU(2)4

dμ⊗4
H (k)

×
⎡
⎣∏

I<J

∑
nIJ ∈Z

fIJ (k) − 2π inIJ

sinh(fIJ (k) − 2π inIJ )
exp

(
(fIJ (k) − 2π inIJ )2

t

)⎤⎦ (4.46)
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Figure 10. The overlap I t ([g], [g′]) between the gauge-invariant coherent states �t
[g] and �t

[g′]
labeled by gauge-invariant data w1 = 1, z2 = w2 = 2, χ = θ = 0.3, �z3 = �w3 = (1, 1, 1),
depending on z1.

with

cosh fIJ (k) = 1
2 tr
(
g
†
IJ kIhIJ k−1

J

)
. (4.47)

A crucial point in the gauge-fixing procedure used to extract the gauge-invariant degrees of
freedom is the use of a maximal tree τ in the tetrahedron graph γ . From usual lattice gauge
theory, one knows that by successive gauging one can gauge a distribution of group elements
along the edges of γ such that there is one along each edge of τ . The resulting distributions
of elements among the (three) leaves of γ , i.e. the edges not belonging to τ , contain (modulo
global conjugation) the gauge-invariant information of the distribution of elements.

The remaining global conjugation freedom in gk = ei�zk ·�σ ∈ SL(2, C), with �zk ∈ C
3,

corresponds to a similar O(3, C) rotation of the �zk . This rotation can—exactly as in the
previous examples—be used to rotate one of the vectors into the 3-direction, another into the
2–3-plane, while the third vector is fixed then. The remaining degrees of freedom are then two
complex lengths: a complex angle and a complex 3-component vector. These six parameters,
i.e. z1, z2, θ, �z3, determine the gauge-invariant data set, which corresponds to the geometry of
a tetrahedron in SL(2, C).

Unfortunately, since the integral (4.46) ranges over SU(2)4 which is 12-dimensional,
the numerical integration becomes quite involved. In particular, to compute overlaps with a
sufficient precision is very time consuming. Still, we were able to produce some integrals,
which show the peakedness of the overlap.

As one can see in figure 10, the overlap is Gaussian peaked at the point z1 = 1, i.e. where
the two label sets coincide.

5. Gauge-invariant coherent states for G = SU (2): general properties

In the last section, we have investigated the gauge-invariant coherent states for the gauge group
SU(2) analytically and numerically for some simple examples. Unfortunately, the formula

26



Class. Quantum Grav. 26 (2009) 045012 B Bahr and T Thiemann

for the inner product between these states is too complicated in order to prove the peakedness
properties of the overlap for arbitrary graphs.

Still, in the following sections we will investigate some properties of the gauge-invariant
states on arbitrary graphs. In particular, we will be able, by an appropriate gauge-fixing
procedure, to connect the inner product between two gauge-invariant coherent states on an
arbitrary graph with E edges and V vertices to the inner product between gauge-invariant
coherent states on an (E − V + 1)-flower graph.

The same procedure is, in principle, also possible for the case of G = U(1), which leads
to a gauge-invariant coherent state on a flower graph, which can be, due to the Abelianess
of the gauge group, explicitly written down. Remember that for Abelian gauge groups, all
functions on flower graphs are automatically gauge invariant. This is, of course, no longer
true for non-Abelian gauge groups, so relating the gauge-invariant coherent states on arbitrary
graphs to gauge-invariant coherent states on flower graphs is the best one can do.

Still, this formula will allow us to prove a theorem about the peakedness properties of
states labeled by [1, . . . ,1]. In the last section, we have already seen that the overlap between
two states, one of them being labeled by [1, . . . ,1], does not behave like a Gaussian. Rather,
the profile of the overlap looks like a e−x4

curve. In the following, we will prove this for
arbitrary graphs.

We will start with a theorem about the peakedness of �t
[�,...,�] on flower graphs. Then, we

will derive a formula relating the inner products of gauge-invariant coherent states on arbitrary
graphs to those on flower graphs. This will ultimately enable us to formulate a corresponding
theorem about the peakedness properties of �t

[�,...,�] on arbitrary graphs.

5.1. Peakedness of �t
[�,...,�] on E-flower graphs

In the previous sections, we have seen that the peakedness of the state �t
[�,...,�], i.e. the gauge-

invariant state labeled by the equivalence class of (1, . . . ,1) ∈ SL(2, C)E , is qualitatively
different than the peakedness of states that are labeled by generic elements. In particular, the
overlap (4.29) on the 1-flower graph

z �−→
∣∣ 〈�t

[�]

∣∣�t
cos z

〉 ∣∣2∥∥�t
cos z

∥∥2∥∥�t
[�]

∥∥2 = 2|z2|/t

sinh(2|z|2/t)
(1 + O(t∞))

behaves like ∼1 − 2
3t2 |z|4 ∼ exp(−2|z|4/3t2), as z → 0, rather than a Gaussian. The plots of

overlaps on the 2-flower graph support the conjecture that this is a general feature of states on
E-flowers peaked at the equivalence class of (1, . . . ,1) ∈ SL(2, C)E .

This conjecture is in fact true, as we will show now. Despite the notoriously complicated
structure of the overlap, in this particular case we are able to perform the gauge integrals in
the limit of the labelings being close to (1, . . . ,1).

Theorem 5.1. Let γ be the E-flower graph, i.e. the graph with one vertex and E edges
all starting and ending at that vertex. Define h(�zj ) ∈ SL(2, C)E by hj = exp(i �σ · �zj ) ∈
SL(2, C), j = 1, . . . , E. Then one has∣∣〈�t

[�,...,�]

∣∣�t
[h(�zj )]

〉∣∣2∥∥�t
[�,...,�]

∥∥2∥∥�t
[h(�zj )]

∥∥2 = 1 − O(‖�zj‖4). (5.1)

Proof. Of course, h(�zj ≡ 0) = 1, it is clear that the overlap between �t
[�,...,�] and �[h(�zj ≡0)] is

equal to 1. What we will do now to prove equation (5.1) is to expand the two inner products〈
�t

[�,...,�]

∣∣�t
[h(�zj )]

〉
and

∥∥�t
[h(�zj )]

∥∥2 = 〈
�t

[h(�zj )]

∣∣�t
[h(�zj )]

〉
(5.2)
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into second order around �zj = 0. The odd orders all vanish, and we will be able to show that
the second order of the �zj will cancel in the numerator and the denominator of (5.1), such that
the first nontrivial order will be that of ‖�zj‖4, obviously with a negative sign, since the overlap
has to be at most 1. �

Remember that the overlap between two gauge-invariant coherent states on the E-flower
graph, labeled by [h̃] and [h], h, h̃ ∈ SL(2, C)E , is given by

〈
�t

[h̃]

∣∣�t
[h]

〉 = ∫
SU(2)

dμH (k)
∑

n1,...nE∈Z

E∏
j=1

[
fj (k) − 2π inj

sinh(fj (k) − 2π inj )

]

× exp

⎛
⎝ E∑

j=1

(fj (k) − 2π inj )
2

t

⎞
⎠ , (5.3)

where

cosh fj (k) = 1
2 tr
(
h̃
†
j khjk

−1). (5.4)

We calculate the inner product between the two gauge-invariant coherent states on the E-flower
graph, labeled by h( �wj) and h(�zj ), expanding the expression in quadratic powers of the �zj

and �wj . The two contributions (5.2) are then just obtained by setting �wj ≡ 0 and �wj = −i�̄zj ,
respectively.

We write

k = exp(i�σ · �φ) = cos φ + i
sin φ

φ
�σ · �φ

where, as usual,

φ := ‖�φ‖ =
√

(φ1)2 + (φ2)2 + (φ3)2.

Additionally, we get

h(�zj ) = exp(i�σ · �zj ) = cos zj + i
sin zj

zj

�σ · �zj ≈
(

1 − 1

2
z2
j

)
+ i�σ · zj ,

again with

z2
j := �zj · �zj = (

z1
j

)2
+
(
z2
j

)2
+
(
z3
j

)2
,

and according expressions for h( �wj). With these expressions, we get

cosh fj (k) ≈ 1

2
tr

[(
1 − 1

2
w2

j + i�σ · �wj

)(
cos φ + i

sin φ

φ
�σ · �φ

)

×
(

1 − 1

2
z2
j + i�σ · �zj

)(
cos φ − i

sin φ

φ
�σ · �φ

)]

≈ 1 − z2
j + w2

j

2
+ 2 cos φ

sin φ

φ
�φ · (�zj × �wj)

+ (sin2 φ − cos2 φ) �wj · �zj − 2
sin2 φ

φ2
(�φ · �wj)(�φ · �zj )

= : 1 + Ij (�φ, �zj , �wj). (5.5)

Here, the algebraic relations σIσJ = δIJ + iεIJKσK and tr σI = 0 have been used; furthermore,
only terms of the form z2, zw,w2 have been kept. Before we continue to calculate, it pays to
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think about which terms will play a role at all. First note that, since hj ( �wj) and hj (�zj ) are both
close to 1 ∈ SL(2, C), they are also close to each other; hence, also hj ( �wj)

c and hj (�zj ) are
close to each other. Thus, the main contribution of the infinite sums in (5.3) will come from
the geodesics going directly from hj ( �wj)

c to hj (�zj ) rather than the longer ones. Technically,
this means that only the term with n1 = . . . = nE = 0 will contribute significantly to the
integral. All other terms will be of order O(t∞) compared to it.

Secondly, we note that z → (arccosh (1 + z))2 ≈ 2z + O(z4) and z/ sinh z ≈
1 − z2/6 + O(z4). As Ij (�φ, �zj , �wj) → 0 as �zj , �wj → 0, we can expand the terms in
the exponential and the z/ sinh z function, as well as the exponential itself into quadratic
orders of �zj , �wj , and get

〈
�t

[h( �wj )]

∣∣�t
[h(�zj )]

〉 ≈ ∫
Bπ (0)

[
sin2 φ

φ2
d3φ

](
1 −

∑E
j=1 2Ij (�φ, �zj , �wj)

6

)

×
(

1 +

∑E
j=1 2Ij (�φ, �zj , �wj)

t

)

≈
∫

Bπ (0)

[
sin2 φ

φ2
d3φ

]⎛⎝1 + 2

(
1 − t

6

) E∑
j=1

Ij (�φ, �zj , �wj)

t

⎞
⎠ , (5.6)

where ∫
SU(2)

dμH (k)f (k) =
∫

Bπ (0)

sin2 ‖�φ‖
‖�φ‖2

d3φf (exp(i�σ · �φ)) (5.7)

has been used.
We immediately note the following interesting feature of the integral (5.6): it is linear in

all the Ij terms. Thus, we can perform the integration over each Ij , moreover, over each term
in the Ij , separately. This huge simplification is due to the fact that (1, . . . ,1) ∈ SL(2, C)E is
in fact a fixed point under the action of the gauge group, and for small �wj, �zj , the orbit always
stays close to (1, . . . ,1).

So we only have to compute the integrals over Ij . In particular, writing

�φ = φ

⎛
⎝cos ϕ sin ϑ

sin ϕ sin ϑ

cos ϑ

⎞
⎠ ,

it follows that ∫
Bπ (0)

sin2 φ

φ2
d3φ = 1

2π2

∫ π

0
sin2 φ dφ

∫
S2

d�(ϑ, ϕ)

= 1

2π2

∫ π

0
sin2 φ dφ

∫ π

0
sin ϑ dϑ

∫ 2π

0
dϕ,

and with this one can calculate∫
Bπ (0)

sin2 φ

φ2
d3φIj (�φ, �wj, �zj ) = −z2

j + w2
j

2

+
1

π2

∫ π

0
dφ sin3 φ cos φ

∫
S2

d�(ϑ, ϕ)

⎛
⎝cos ϕ sin ϑ

sin ϕ sin ϑ

cos ϑ

⎞
⎠ · (�zj × �wj)
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+
�wj · �zj

2π2

∫ π

0
dφ sin2 φ(sin2 φ − cos2 φ)

∫
S2

d�(ϑ, ϕ)

− 1

π2

∫ π

0
dφ sin4 φ

∫
S2

d�(ϑ, ϕ)

⎡
⎣
⎛
⎝cos ϕ sin ϑ

sin ϕ sin ϑ

cos ϑ

⎞
⎠ · �zj

⎤
⎦
⎡
⎣
⎛
⎝cos ϕ sin ϑ

sin ϕ sin ϑ

cos ϑ

⎞
⎠ · �wj

⎤
⎦.

The first integral in this expression vanishes, simply because∫
S2

d�(�u)�u · �x = 0

for all �x ∈ C
3. The second integral over S2 is trivial, and the integral over φ is elementary. To

evaluate the third integral we write⎡
⎣
⎛
⎝cos ϕ sin ϑ

sin ϕ sin ϑ

cos ϑ

⎞
⎠ · �zj

⎤
⎦
⎡
⎣
⎛
⎝cos ϕ sin ϑ

sin ϕ sin ϑ

cos ϑ

⎞
⎠ · �wj

⎤
⎦

= (z1w1 cos2 ϕ sin2 ϑ + (z1w2 + z2w1) cos ϕ sin ϕ sin ϑ

+ w2z2 sin2 ϕ sin2 ϑ + (z1w3 + z3w1) cos ϕ sin ϑ sin ϕ

+ (w2z3 + w3z2) sin ϕ sin ϑ cos ϑ + z3w3 cos2 ϑ).

With elementary integrals, we get∫
Bπ (0)

sin2 φ

φ2
d3φIj (�φ, �wj, �zj ) = −z2

j + w2
j

2
+

1

2
�wj · �zj − 1

2
�wj · �zj

= −z2
j + w2

j

2
.

Thus, we arrive at the result

〈
�t

[h( �wj )]

∣∣�t
[h(�zj )]

〉 = 1 −
(

1 − t

6

) E∑
j=1

z2
j + w2

j

t
+ O(|zj |4, |wj |4).

With this, the claim can be proven directly. Expanding the overlap between �t
[�,...�] and

�t
[h(�zj )]

into quadratic order reveals∣∣〈�t
[�,...,�]

∣∣�t
[h(�zj )]

〉∣∣2∥∥�t
[�,...,�]

∥∥2∥∥�t
[h(�zj )]

∥∥2 = 1 −
(

1 − t

6

) E∑
j=1

(
z2
j

t
+

z̄2
j

t
− z2

j + z̄2
j

t

)
− O(|zj |4)

= 1 − O(|zj |4).
This proves the claim of the theorem.
The previous theorem shows the effect that degenerate gauge orbits have on the peakedness

properties of gauge-invariant coherent states. Although the states are still concentrated around
the gauge orbits, the overlap function is no Gaussian anymore. Rather, the function decreases
much slower, revealing a plateau around the phase-space point they are labeled with.

5.2. Inner product of gauge-invariant coherent states

In this section, we will relate the inner product of gauge-invariant coherent states on arbitrary
graphs to the inner product of a corresponding state on a flower graph. A gauge-fixing
procedure closely related to gauge-fixing in lattice gauge theory will be employed (see
e.g. [17]).
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The inner product between two gauge-invariant coherent states on a graph γ with E edges
and V vertices is given by

〈
�t

[g1,...,gE ]

∣∣�t
[h1,...,hE ]

〉 = 2E eEt/4

πE

√
π

t

3E ∫
SU(2)V

dμH (k1, . . . kV )

×
∑

n1,...nE∈Z

E∏
m=1

zm − 2π inm

sinh(zm − 2π inm)
e

(zm−2π inm)2

t (5.8)

with

cosh zm = 1
2 tr
(
g†

mkb(m)hmk−1
f (m)

)
. (5.9)

The key to the procedure is lemma 4.1. It enables us to shift an integration variable kl in (5.9)
by elements in SL(2, C):

kl −→ GklH with arbitrary H,G ∈ SL(2, C).

Now choose a maximal tree τ in the graph γ . Remember that if γ has V vertices and E edges,
then τ has V vertices and V −1 edges. Choose a vertex ṽ. For each other vertex vl ∈ γ define

Gl := g±1
e1

· . . . · g±1
en

Hl := h±1
e1

· . . . · h±1
en

.

Here, the edges e1, e2, . . . , en are the edges that one needs to go in the maximal tree τ from
vl to ṽ. This path is unique, as τ contains no loops. For each edge ek encountered, if the
path from vl to ṽ goes against the orientation of the edge ek , then take g−1

ek
and h−1

ek
; if the

path goes with the orientation of ek , take gek
and hek

. By this procedure, for each vertex vl

two elements Gl,Hl are defined (note that by definition the elements for the vertex ṽ are both
1 ∈ SL(2, C)). Then, shift the integration in (5.9) by

kl −→ G
†
l klHl.

Let em be an edge in τ . The corresponding function (5.9) changes to
1
2 tr
(
g†

mkb(m)hmk−1
f (m)

) −→ 1
2 tr
(
kb(m)k

−1
f (m)

)
,

whereas for some em not being in τ , the term (5.9) changes to
1
2 tr
(
g†

mkb(m)hmk−1
f (m)

) −→ 1
2 tr
(
g̃†

mkb(m)h̃mk−1
f (m)

)
,

with g̃m and h̃m being the nontrivial products of various g’s and h’s, respectively. In particular,
these products are given by

h̃m = h±1
e1

. . . h±1
en

hmh±1
en+1

. . . h±1
em

g̃m = g±1
e1

. . . g±1
en

gmg±1
en+1

. . . g±1
em

.

Here, the sequence of edges e1, . . . , en, em, en+1, . . . eN is a loop in γ , starting at ṽ, going to
the beginning of the edge em in τ , going along em, and then going back to ṽ, again along
edges in τ . Note that this path is unique. As usual, hel

is taken if the path is going along the
orientation of the edge, and h−1

el
is taken if the path goes against the orientation of el . Similarly

for g̃.
This gives two sets of E − V + 1 elements in SL(2, C), which are not gauge invariant,

but behave quite simple under a global gauge transformation. It is quite easy to see that under
some gauge transformation k ≡ kv1 = · · · = kvV

the new elements change as

h̃el
−→ kh̃el

k−1.

A similar formula holds for g̃. With

arccos 1
2 tr
(
k−1
v kv′

) = d(kv, kv′),

31



Class. Quantum Grav. 26 (2009) 045012 B Bahr and T Thiemann

where d denotes the geodesic distance on SU(2) (for the shortest geodesic connecting
kv, kv′ ∈ SU(2)), the above considerations give the following formula for the inner product
between the two gauge-invariant coherent states:

〈
�t

[g1,...,gE ]

∣∣�t
[h1,...,hE ]

〉 = 2E eEt/4

πE

√
π

t

3E ∫
SU(2)V

dμH (k1, . . . kV )

×
∑

n1,...nV −1∈Z

V −1∏
m=1

d(kb(m), kf (m)) − 2πnm

sin d(kb(em), kf (em))
exp

[
− (d(kb(em), kf (em)) − 2πnm)2

t

]

×
∑

nV ,...,nE∈Z

E∏
m=V

zm − 2π inm

sinh(zm − 2π inm)
exp

[
(zm − 2π inm)2

t

]
(5.10)

with

cosh zm = 1
2 tr
(
g̃†

mkb(m)h̃mk−1
f (m)

)
for m = V, . . . , E. Note that this can be rewritten as〈

�t
[g1,...,gE ]

∣∣�t
[h1,...,hE ]

〉 = 〈
�t

[�,...,�,g̃V ,...g̃E ]

∣∣�t

[�,...,�,h̃V ,...,h̃E ]

〉
. (5.11)

Thus, we have seen that the inner product between gauge-invariant coherent states labeled
with arbitrary elements in SL(2, C) is equal to the inner product of states where all labels
corresponding to edges in a maximal tree τ are equal to 1 ∈ SL(2, C). This procedure can, in
an obvious way, be carried over to the states themselves, showing that one can always gauge
the labels corresponding to edges in τ to 1.

To make contact with the inner product of gauge-invariant coherent states on flower
graphs, we make further modifications in formula (5.10). We now shift the integrations in
(5.10) one after another.

First, order the set of vertices by the following method. Choose a vertex and call it v1.
For all l = 1, . . . , V − 1, define vl+1 such that the path from vl+1 to v1 through τ only passes
the vertices v1, . . . , vl , i.e. already ordered vertices. This gives, in the end, a (non-unique)
numeration v1, . . . , vV of the vertices, which we will keep for the rest of this section.

The integration variables k1, . . . , kV appear in the integral (5.10) in the following
combinations:

kb(1)k
−1
f (1)

kb(2)k
−1
f (2)

...

kb(V −1)k
−1
f (V −1) (5.12)

g̃
†
V kb(V )h̃V k−1

f (V )

...

g̃
†
Ekb(E)h̃Ek−1

f (E).

We shift the elements k1, . . . , kV in ascending order, where the order of kl is determined by
the numeration of vertices v1, . . . , vV defined above. First, we do not shift k1. Second, we
shift k2 by

k2 −→ k2k1.

We proceed by shifting the kl by

kl −→ klkakb . . . k1 =: k̃l (5.13)
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such that vl → va → vb → · · · → v1 is a path from the vertex vl to v1 in the maximal tree
τ . So, as soon as a kl in (5.12) is replaced by the appropriate k̃l , the single elements in it will
not be altered by the following shifts, since the product of the k̃l only consists of elements
k1, . . . kl−1 that have already been shifted by the above procedure. It follows that, after this
procedure, expressions (5.12), that ultimately appear in (5.10), will have changed to

k̃b(1)k̃
−1
f (1)

k̃b(2)k̃
−1
f (2)

...

k̃b(V −1)k̃
−1
f (V −1) (5.14)

g̃
†
V k̃b(V )h̃V k̃−1

f (V )

...

g̃
†
Ek̃b(E)h̃Ek̃−1

f (E),

where k̃l , defined by (5.13), contain products of various kl . But these products have the
following properties.

First, for 1 � m � V − 1, we have that

k̃b(m)k̃
−1
f (m) =

{
k−1
f (m) if em is part of the path vf (m) → v1

kb(m) if em is part of the path vb(m) → v1.
(5.15)

One can easily see that the two cases are mutually excluding. From this we can also
immediately deduce that in the first V − 1 terms in (5.14), every kl from k2 to kV appears
exactly once, either as kl or as k−1

l . Assume that a kl is appearing twice, either as kl or as k−1
l

in the first V − 1 terms in (5.14), say in terms m and m′. But from (5.15), kl appears only if
the corresponding edge is part of the path from vl to v1 in τ . Having kl occurring in a place
m and m′ means that the path from vl to v1 in τ contains both em and em′ . But, since m 
= m′,
this means that there are two different paths from vl to v1: one containing em, the other one
containing em′ . But this is a contradiction, since the paths all lie entirely in τ , which contains
no loops; hence from any two vertices there is a unique path between them. This shows that
in the first V − 1 places in (5.14), every element kl appears at most once. And, since every k̃l

ends with k1, as one sees from (5.13), k1 is the only one that is not appearing. So, (5.14) in
fact looks like

k2

k3

...

kV (5.16)

g̃
†
V k̃b(V )h̃V k̃−1

f (V )

...

g̃
†
Ek̃b(E)h̃Ek̃−1

f (E),

where we have changed the order of the first V − 1 terms, and have replaced all elements
appearing in these terms at its inverse by the elements itself, which is allowed, since all terms
in (5.16) appear inside a trace in (5.10), and trk = trk−1 for all k ∈ SU(2).
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The fact that in all k̃l , k1 appears only at the last position of the product (5.13) lets us
rewrite the last E − V + 1 terms in (5.16) as follows:

k2

k3

...

kV (5.17)

(k̄−1
V g̃V

¯̄kV )†k1h̃V k−1
1

...

(k̄−1
E g̃E

¯̄kE)†k1h̃Ek−1
1 ,

where

k̄m := kb(m)kakb . . . kz
¯̄km := kf (m)ka′k′b . . . kz′ ,

where the path vb(m) → va → vb → · · · → vz is the path from vb(f ) to v1 (in τ ), excluding
v1 at the last position. Consequently, vf (m) → va′ → vb′ → · · · → vz′ is the path from vf (m)

to v1 excluding v1.
Having the integration variables shifted like this, we can finally recast (5.10) into the

following form:

〈
�t

[g1,...,gE ]

∣∣�t
[h1,...,hE ]

〉 = 2E eEt/4

πE

√
π

t

3E ∫
SU(2)V

dμH (k1, . . . kV )

×
∑

n2,...nV ∈Z

V∏
l=2

d(kl) − 2πnl

sin d(kl)
exp

[
− (d(kl) − 2πnl)

2

t

]

×
∑

nV ,...,nE∈Z

E∏
m=V

zm − 2π inm

sinh(zm − 2π inm)
exp

[
(zm − 2π inm)2

t

]
(5.18)

with

cosh zm = 1
2

((
k̄−1
m g̃m

¯̄km

)†
k1h̃mk−1

1

)
. (5.19)

and d(k) := d(1, k) is the geodesic distance between k and 1 ∈ SU(2).
But with this we immediately see that

〈
�t

[g1,...,gE ]

∣∣�t
[h1,...,hE ]

〉 = 2V −1 e(V −1)t/4

πV −1

√
π

t

3V −1 ∫
SU(2)V −1

dμH (k2, . . . kV )

×
∑

n2,...nV ∈Z

V∏
l=2

d(kl) − 2πnl

sin d(kl)
exp

[
− (d(kl) − 2πnl)

2

t

]

× 〈�t

[k̄−1
V g̃V

¯̄kV ,...,k̄−1
E g̃E

¯̄kE ]

∣∣�t

[h̃V ,...,h̃E ]

〉
, (5.20)

where the last term is the inner product between gauge-invariant coherent states on a
(E − V + 1)-flower graph, labeled with the (equivalence class of the) E − V + 1 elements

34



Class. Quantum Grav. 26 (2009) 045012 B Bahr and T Thiemann

k̄−1
V g̃V

¯̄kV , . . . , k̄−1
E g̃E

¯̄kE and h̃V , . . . , h̃E , respectively. Thus, the inner product between the
gauge-invariant coherent states on arbitrary graphs can be related to the inner product of states
on flower graphs.

The appearance of the Gaussian factors containing the geodesic distance of the elements
k2, . . . kV to 1 ∈ SU(2) leads to the following idea concerning the behavior of the integral
(5.20) in the limit of small t, which is the ultimate interest in LQG, where this t is usually
understood as some kind of semiclassicality scale, e.g. the ratio between Planck and classical
scales. It is tempting to think of the following.

Consider the limit t → 0. Then, the Gaussians in (5.20) will damp away all contributions
to the integral not coming from the vicinity of k2 = · · · = kV . So, in the limit of small t one
might, at least asymptotically and up to a factor, say that〈

�t
[g1,...,gE ]

∣∣�t
[h1,...,hE ]

〉 −→ 〈
�t

[g̃V ,...,g̃E ]

∣∣�t

[h̃V ,...,h̃E ]

〉
, (5.21)

where the first inner product is between gauge-invariant coherent states in (5.21) living on an
arbitrary graph, while the second one is between states on a (corresponding) flower graph.

However, this deduction is, unfortunately, wrong. This is because the inner product
between gauge-invariant coherent states on the E − V + 1 flower graph contains the elements
k2, . . . kV in the exponential with power 1/t . So, the reasoning that in the limit t → 0
everything in the vicinity of k2 = . . . kV = 1 is damped away is not correct, since the
integrand itself could be an exponentially increasing function in the limit t → 0 there. This
can be best seen with an example. The above deduction states that, in the limit t → 0, the
main contribution to the integral,

1√
πt

∫
R

dx e− x2

t Ft (x),

comes from x ≈ 0, since everywhere else the integrand is exponentially small by the Gaussian.
But, if for instance Ft(x) is given by exp((x + z)2/2t) for some complex number z ∈ C, the
main contribution to the integral

1√
πt

∫
R

dx e− x2

t e
(x+z)2

2t

does not come from x ≈ 0, so one cannot assume

1√
πt

∫
R

dx e− x2

t e
(x+z)2

2t −→ e
z2

2t ,

rather, the integral is equal to exp(z2/t) instead. This is exactly the same situation as in (5.20)
and is also the reason why the idea of (5.21) is a priori not right.

Still, in the following section we will, for arbitrary graphs and in the limit t → 0, compute
the overlap of a gauge-invariant coherent state labeled at [1, . . . ,1] and another one, labeled
at a point close to [1, . . . ,1]. By carefully performing the limits, we will be able to obtain a
similar result as in the case of the flower graphs.

5.3. Peakedness of �t
[�,...,�] on arbitrary graphs

In this section, we will prove that for the small semiclassicality parameter t, the peakedness
properties of the state �t

[�,...,�] are qualitatively different than the peakedness properties of
generic gauge-invariant coherent states. We have already shown this for states on E-flower
graphs, where this holds for arbitrary t. The strategy there was as follows. Our aim was to
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show that the overlap,∣∣〈�t
[�,...,�]

∣∣�t
[g1,...,gE ]

〉∣∣2∥∥�t
[�,...,�]

∥∥2∥∥�[g1,...,gE ]

∥∥2 , (5.22)

was, when expanding gm around the identity

gm = exp(i�zm · �σ) ≈ 1 − z2
m

2
+ i�zm · σ,

not a Gaussian. In particular, we showed that

(5.22) = 1 − O(‖�zm‖4),

rather than of the form 1 − O(‖�zm‖2), as would be expected from a Gaussian peak. We did
this by noticing that the numerator and the denominator in (5.22) are even functions in the �zm,
so in the expansion only the even powers occur. Furthermore, we were able to show that the
quadratic orders in the numerator and the denominator cancel, which shows that at most the
quartic orders contribute to the overlap.

In all our calculations it was crucial that we were dealing with a state on a flower graph,
since this allowed us to perform the gauge integral analytically for the second-order expansion.
For arbitrary graphs, as we have seen in the last section, things are more difficult. Although
we are able to relate the inner product of states on arbitrary graphs to those on flower graphs,
this will not be enough to prove an equally strong result about the peakedness properties of
�t

[�,...,�] on arbitrary graphs. Still, the second order of the numerator and the denominator in
(5.22) can be evaluated in the limit t → 0. This shows that in the case of ultimate interest
for LQG, where the semiclassicality parameter t will be, depending on the application, about
t ≈ 10−70, the states �t

[�,...,�] will have different peakedness properties than the states labeled
by generic elements. As the plots for the 3-bridge suggest, this statement holds true also for
arbitrary t; as in the case of the flower graphs, it is just that on arbitrary graphs the integrals
become too complicated to evaluate, so the limit t → 0 is what we have to live with.

We proceed along similar lines as for the flower graphs: we expand〈
�t

[g1,...,gE ]

∣∣�t
[h1,...,hE ]

〉 = 〈
�t

[�,...,�,g̃V ,...g̃E ]

∣∣�t

[�,...,�,h̃V ,...,h̃E ]

〉
(5.23)

around g̃m ≈ h̃m ≈ 1, and consider the second-order contribution. We start with formula
(5.10), and choose the elements g1, . . . , gE and h1, . . . hE all close to 1 ∈ SL(2, C). This, of
course, implies that also the gauge-fixed quantities g̃V , . . . g̃E and h̃V , . . . h̃E are close to 1.
In particular, we write

g̃†
m = exp(i �wm · �σ) ≈ 1 − w2

m

2
+ i �wm · �σ

(5.24)

h̃m = exp(i�zm · �σ) ≈ 1 − z2
m

2
+ i�zm · �σ

for some vectors �wm, �zm ∈ C
3 being close to 0, i.e. ‖ �wm‖, ‖�zm‖ � 1. This, of course, also

implies that wm, zm are complex numbers with small modulus:

|wm| � 1, |zm| � 1 for all m = V, . . . , E.

We now use expansion (5.24) to expand first

cosh zm = 1
2 tr
(
g̃†

mkb(m)h̃mk−1
f (m)

)
,

and then ultimately the inner product between �t
[�,...,�,g̃V ,...,g̃E ] and �t

[�,...,�,h̃V ,...,h̃E ]
into second

order of �wm and �zm. We will then see that in the limit of small t, the second-order term of the
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overlap between these two states vanishes. We start with expanding the cosh term into second
order. With

kb(m) = exp(i�φm · �σ), kf (m) = exp(i �ψm · �σ)

we get

1

2
tr
(
g̃†

mkb(m)h̃mk−1
f (m)

) ≈ 1

2
tr
(
kb(m)k

−1
f (m)

) (
1 − w2

l + z2
l

2

)

+

(
cos φm

sin ψm

ψm

�ψm − cos ψm

sin φm

φm

�φm

)
· (�zm + �wm)

+
sin φm

φm

sin ψm

ψm

(�φm × �ψm)( �wm − �zm)

+

(
cos φm

sin ψm

ψm

�ψm + cos ψm

sin φm

φm

�φm

)
· (�zm × �wm)

−
(

cos φm cos ψm − sin φm

φm

sin ψm

ψm

�φm · �ψm

)
�wm · �zm

− sin φm

φm

sin ψm

ψm

( �wm · �ψm)(�zm · �φm). (5.25)

Furthermore, if we expand the factors in (5.10), we get

arccosh (a + x) − 2π in

sinh arccosh a + x
e

(arccosh (a+x)−2π in)2

t

≈ arccosh (a) − 2π in

sinh arccosh a
e

(arccosh (a)−2π in)2

t

×
[

1 +
(
a + 2

sinh arccosh a(arccosh a − 2πni)

t

)
x

+
1

2t2 sinh4 arccosh a

(−6a
√

a2 − 1(arccosh a − 2π in)t

+ 4(a2 − 1)(arccosh (a) − 2π in)2 + t (t − 6 + 2a2(3 + t))
)
x2

]
. (5.26)

The following step would be to insert (5.25) into (5.26), then inserting this into (5.10) and
performing the gauge integrals over SU(2)V . While in the case for the E-flower graph the
gauge integral turned out to be trivial, here this is no longer the case. On arbitrary graphs, this
integral turns out to be too complicated to solve directly.

Still, we are able to perform this calculation in the limit t → 0, which is of ultimate
interest for LQG. In this limit the terms will simplify tremendously, so we will be able to
produce the desired result.

First, we look at the zero-order term. This term amounts to setting g̃m = h̃m = 0 in
(5.10), hence the term of zero order is simply the norm of the coherent state �t

[�,...,�]. Next,
let us consider the terms of linear order in �zm, �wm. But from (5.10) we immediately see that
the inner product (5.10) is an even function in these variables. Thus, the linear terms in the
numerator and the denominator in (5.22) will vanish, as will all the odd order terms. So, the
first terms that yield a nontrivial contribution are those that are of second order in the �wm, �zm.
We will consider these now.
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Before we insert all the terms of the expansions made above into each other, it pays to
look at how this integral behaves as t → 0. The second order of (5.10) is of the form

(2nd order) = 2EeEt/4

πE

√
π

t

3E ∫
SU(2)V

dμH (k1, . . . , kV )

×
∑

n1,...nE∈Z

E∏
m=1

d(kb(m), kf (m)) − 2πnm

sin d(kb(m), kf (m))
exp

[
− (d(kb(m), kf (m)) − 2πnm)2

t

]

×Ft(�zV , . . . , �zE, �wV , . . . , �wE, k1, . . . , kV ). (5.27)

Here, the function Ft captures the complicated expansion made above. Note however that Ft ,
although depending on t, does not diverge exponentially, as t → 0, in contrast to the whole
overlap in (5.10). There, the fact that the integrand is actually containing an exponential with
1/t-dependence, spoiled the possibility of using the method of stationary phase. If one does
not want to compute the whole inner product, but only the second order of (5.10), we can now
perform the limit t → 0. Of course, since Ft contains inverse powers of t, the limit of Ft

does not exist. But this could not have been expected, since the inner product between two
coherent states is not a function of which the limit t → 0 exists. But, as we will show now, the
second derivative of (5.10) is of the form that it cancels in the numerator and the denominator
in (5.22) asymptotically, as t tends to 0.

From the form (5.27) we immediately see that for small t, the integrand is exponentially
damped in regions where not all of the k1, . . . , kV coincide. This is due to the fact that the
integrand contains Gaussians in the geodesic distance between pairs of k1, . . . , kV . Note that
since the graph γ is connected, the integrand is really concentrated around k1 = · · · = kV for
small t. From this we immediately conclude that, up to orders of O(t∞), we can restrict our
calculations to the summand with n1 = · · · nE = 0. Then we see that the part of the integrand
containing the exponentials√

π

t

3(V −1) E∏
m=1

exp

[
−d(kb(m), kf (m))

2

t

]

effectively behaves as a delta function in the limit t → 0, times a constant C, which is given
by

C = lim
t→0

√
π

t

3(V −1) ∫
SU(2)V

dμH (k1, . . . , kV )

E∏
m=1

exp

[
−d(kb(m), kf (m))

2

t

]
. (5.28)

To compute C, we use the right invariance of the Haar measure and shift all integration
variables kl other than k1 by

kl −→ klk1.

We note that this leaves all terms unchanged in which k1 does not appear, since the geodesic
distance is invariant under right translation. In those terms, in which k1 does appear, though,
the transformation from the other element will effectively cancel it, which leaves us with

C = lim
t→0

√
π

t

3(V −1) ∫
SU(2)V

dμH (k1, . . . , kV )

E∏
m=1

exp

[
−d(kb(m), kf (m))

2

t

] ∣∣∣∣
k1=�

.

Note that now the main contribution to this integral comes from the vicinity of k1 = k2 =
. . . = kV = 1. Writing

kl = exp(i�φl · �σ)
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we recast the Haar measure of SU(2) into∫
SU(2)

dμH (k)f (k) =
∫

Bπ (0)

d3φ
sin2 φ

φ2
f (exp(i�φ · �σ))

with Bπ(0) = {�φ|‖�φ‖ < π}. Now note that for kl ≈ kl′ we have

d(kl, kl′)
2 = arccos

(
cos φl cos φl′ − sin φl

φl

sin φl′

φl′
�φl · �φl′

)
= ‖�φl − �φl′ ‖2 + O(‖�φl − �φl′ ‖4),

so, in the limit t → 0 we can write

C = lim
t→0

√
π

t

3(V −1) ∫
Bπ (0)V

V∏
l=1

[
sin2 φl

φ2
l

d3φl

] E∏
m=1

exp

[
−‖�φb(m) − �φf (m)‖2

t

] ∣∣∣∣∣�φ1=0

= lim
t→0

√
π

t

3(V −1) ∫
Bπ (0)V −1

V∏
l=2

[
sin2 φl

φ2
l

d3φl

] E∏
m=1

exp

[
−‖�φb(m) − �φf (m)‖2

t

] ∣∣∣∣∣�φ1=0

,

since the integration over �φ1 is trivial and the Haar measure is normalized. Since we integrate
a Gaussian that becomes more and more concentrated around �φl = 0 as t → 0, we make an
error of order O(t∞) if we extend the integration range over all of R

3(V −1). In this limit, since

sin2 φl

φ2
l

∣∣∣∣�φ=0

= 1,

we have

C = lim
t→0

√
π

t

3(V −1) ∫
R

3V

d3V φl exp

[
E∑

m=1

‖�φb(m) − �φf (m)‖2

t

]
δ(3)(�φ1)

with δ(3) being the three-dimensional delta distribution. We have already encountered a similar
integral in the case of G = U(1). There, this integral could be solved by introducing the
incidence matrix λ ∈ Mat(E × V, Z), indicating which edges and vertices of the graph γ are
linked to each other.

We note that the exponential function in the integral is invariant under simultaneous shift
of all integration variables by a constant vector:

�φl −→ �φl + �a.

In this case, we can use a three-dimensional version of the lemma that has been used in
the U(1) case [1].

Lemma 5.1. Let f : R
3n → C be a function with the symmetry

f (�φ1 + �a, . . . , �φn + �a) = f (�φ1, . . . , �φn) for all �a ∈ R
3

such that �φ2, . . . , �φn → f (0, �φ2, . . . , �φn) is integrable. Then∫
R

3(n−1)

d3φ2 · · · d3φnf (0, �φ2, �φ2, . . . , �φn)

= n3
∫

R
3n

d3φ1 · · · d3φnδ
(3)(�φ1 + · · · + �φn)f (�φ1, . . . , �φn). (5.29)

The proof of this lemma works completely analogous to that we have delivered in the
case of the gauge-invariant coherent states with the gauge group U(1).
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With these ingredients, we can write the constant C as

C = lim
t→0

V 3

√
π

t

3(V −1) ∫
R

3V

d3φ1 . . . d3φV δ(3)(�φ1 + · · · + �φV ) exp

[
−

V∑
l,l′=1

λmlλml′ �φl · �φl′

t

]

= √
π

3(V −1)
V 3
∫

R
3V

d3φ1 . . . d3φV δ(3)(�φ1 + · · · + �φV ) exp

[
−

V∑
l,l′=1

φT �φ

]
, (5.30)

by scaling the integration range. Here, φ stands for the collection φI
l , where l = 1, . . . , V go

though the list of vertices, while I = 1, 2, 3 denotes the component of �φl .
Since the graph γ we are considering is connected, Kirchhoff’s theorem [16] tells us that

the matrix

�IJ
ll′ = (λλT )ll′δ

IJ

has three zero-eigenvectors, spanned by

(�a, . . . �a) ∈ R
3 ⊗ R

V

for all �a ∈ R
3. The three-dimensional delta function in (5.30) ensures that the integration

ranges over the orthogonal complement of the zero space of �. But Kirchhoff’s theorem tells
us that all other eigenvalues μ2, . . . μV of λλT are positive, and their product divided by V

gives

G = 1

V

V∏
l=2

μl,

where G is the number of different possible maximal trees in γ . If we know the eigenvalues
of λλT , we also know those of �, and can perform the integration (5.30), which only consists
of multiple Gaussians. Finally, we arrive at

C = π3(V −1)

√
V

G

3

. (5.31)

So, in the limit t → 0, we see that part of the integrand (5.27) behaves as a delta distribution.
As already mentioned, Ft does not converge for t → 0, but from (5.25) and (5.26) we see that
Ft is a sum of terms, which are proportional to negative powers of t. So, although the integral
(5.27) does not converge for t → 0, we will compute it asymptotically, which will be enough
to see that the second order of the numerator and the denominator in (5.22) cancel in the limit
t → 0.

With (5.31) and (5.28), we are able to evaluate (5.27) asymptotically:

(2nd order) ∼ 2EeEt/4π2E

√
πt

3(E−V +1)

√
V

G

3 ∫
SU(2)

dμH (k)Ft (�zV , . . . , �zE, �wV , . . . , �wE, k, . . . , k).

So, in the limit t → 0 the integration over all variables k1, . . . , kV is restricted to the integration
over the submanifold of all k1 = · · · = kV = k being equal. On this set, however, expansions
(5.25) and (5.26) simplify tremendously. These simplification amount to setting �φl = �ψl in
(5.25) and setting a = 1 (and n = 0) in (5.26). With this, one can readily check that

(2nd order) ∼ −
(

1 − t

6

)
2E eEt/4π2E

√
πt

3(E−V +1)

√
V

G

3 E∑
m=V

z2
m + w2

m

t
, (5.32)
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exactly as in the case for the flower graph. So, as has happened there, the quadratic orders in
the numerator and the denominator of (5.22) cancel, and we arrive at

∣∣〈�t
[�,...,�]

∣∣�t
[g1,...,gE ]

〉∣∣∥∥�t
[�,...,�]

∥∥2∥∥�[g1,...,gE ]

∥∥2 −→ 1 − O(‖ �wm‖4). (5.33)

Here, the arrow denotes that the quadratic order vanishes in the limit t → 0, so that at most
the quartic order remains. So, for small t, one can expect the gauge-invariant coherent state
�t

[�,...,�] to be no Gaussian.
A couple of remarks are in order.
First, note that all of the above considerations could also have been carried out with any

distribution of ±1 instead of just 1. In particular, all that we have derived above for �t
[�,...,�]

is equally true for all �t
[±�,...,±�]. That is states that are labeled by points on which the gauge

group SU(2)V acts trivial on SL(2, C)E in the case of the E-flower graph. For arbitrary graphs,
the orbit of any distribution ±1, . . . ,±1 along the leaves of a graph and 1 on the edges of
the tree τ is left invariant by the gauge transformations k1 = k2 = · · · kV ≡ k, unlike generic
points in SL(2, C)E . So, the gauge orbit of [±1, . . . ,±1] has three dimensions less than
orbits of generic points4. In particular, the gauge-invariant states have different peakedness
properties when labeled at these points, where the gauge orbits do not have the full dimension.
These points correspond to the singular points on the orbifold which consists of the gauge
orbits.

Second, while the theorem about the qualitatively different peakedness behavior of
�t

[±�,...,±�] could be shown for finite t in the case of the E-flower graph, for arbitrary graphs
we could only establish this theorem in the limit t → 0. One should be careful to note that this
limit does not commute with the expansion of the overlap I t ( �w, �z) around the point �zk = �wk

(as one can most clearly see in the second order of the inner product (5.33), which does not
converge for t → 0). Clearly, in the limit t → 0 the overlap converges pointwise to the
function being equal to 1 on the point �zk = �wk for all k, and being 0 elsewhere. This function
clearly has no second derivative at �zk = �wk in the function sense. On the other hand, we are
interested in the asymptotic behavior of the second derivative of the overlap, as t becomes
small, but still finite. The order of first expanding the overlap into powers of ‖ �wk − �zk‖ and
then showing that the quadratic term vanishes in the limit of t → 0 is therefore justified.

Third, although we could show the vanishing of the second derivative of the overlap only
in the limit t → 0, we believe this theorem even to be true for arbitrary, finite t. There are
two hints that support this conjecture: first, it is true for E-flower graphs. For arbitrary graphs
it could not be shown due to the complicated form of the remaining integral (5.20), but this
does not mean that it is not true. Rather, the degenerate points of the gauge orbits are present
in the gauge orbit space for every graph, and are generic for non-Abelian gauge theories. So
flower graphs do not seem to be special in this respect.

The second reason why we believe this to be true for arbitrary graphs is that the flatness
of the overlap function could also be seen numerically for the 3-bridge graph, even for values
of t that are not incredibly tiny. So, we think that states labeled on gauge orbits degenerate
to a point exhibit a qualitatively different peakedness behavior than states labeled on generic
gauge orbits.

4 The only exception being the 1-flower graph, where, due to the Hopf fibration, the generic orbits are two dimensional,
while the degenerate points ±� are fixed points, i.e. have only two dimensions less than generic orbits.
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6. Summary and conclusion

6.1. Summary of the work

This work constitutes the second part of a pair of papers that investigate the gauge-invariant
coherent states for LQG. The first paper investigated the simpler model of the Abelian gauge
group G = U(1), from which G = U(1)3, which has been employed in LQG, can be
immediately obtained. This paper considered the much more complicated, but also more
realistic case of G = SU(2).

One of the results of this work is to show the peakedness properties of the gauge-invariant
coherent states. For the simplest example of a 1-flower graph this could be done analytically
and showed interesting features. The gauge-invariant states are labeled by gauge orbits, and
the overlap (4.29) between two gauge-invariant coherent states exhibits a peak structure at
the point where both gauge orbits coincide. The width of this peak is proportional to the
semiclassicality parameter t. Due to the fact that the space of the gauge orbits is no manifold
(rather, it is an orbifold), the peakedness of the states is no clean Gaussian, but a more
complicated function, that still tends to a Gaussian if t goes to zero. This shows that states
that are labeled by gauge orbits have useful semiclassical properties. In particular, the limit
t → 0 corresponds to the classical limit a � P (3.9), in which the state approaches the
classical gauge-invariant state determined by the gauge orbit. This stays true for states labeled
at degenerate points of the orbifold, but in this case the state never approaches a Gaussian, not
even for small t. Rather, the overlap exhibits a plateau that is much flatter than a Gaussian. In
particular, the second derivatives at the maximum of the peak vanish along with all the odd
derivatives, leading to a function that has a e−x4/t2

profile, rather than a Gaussian one.
Similar features could be established numerically for more complicated graphs, in

particular the 2-flower, the 3-bridge and the tetrahedron graph. To investigate the overlaps
on these graphs, we used a gauge-fixing procedure to separate the gauge-invariant degrees
of freedom from those that are pure gauge. Not only did this show a lot about the general
procedure how this can be done, but it also enabled us to work entirely with gauge-invariant
variables, which made the peakedness properties for these states transparent. In fact, also on the
2-flower, the 3-bridge and the tetrahedron graph the peakedness properties for generic points
of the space of gauge orbits could be seen. Additionally, the states on the 2-flower and the
3-bridge graph showed the same change in the peakedness structure at points that correspond
to degenerate gauge orbits, i.e. orbits in SL(2, C)E under the gauge action SL(2, C)V whose
dimension is less than 6V .

Apart from the special graphs, we have also derived some results for arbitrary graphs.
First, we were able to prove that the ‘flattening’ of the overlap of states labeled at degenerate
gauge orbits, which consist only of a point, is generic for E-flower graphs, i.e. for graphs with
one vertex and E edges all emerging and ending at that vertex. So this is not only a coincidence
because of the simple graphs we have chosen, but rather this is true for any E-flower graph.

Second, we have generalized the gauge-fixing procedure that helped us in our numerical
examples to extract the gauge-invariant information from the overlap expression for states on
arbitrary graphs. This enabled us to establish a relation between the inner product of states
on arbitrary graphs with E edges and V vertices with states on (E − V + 1)-flower graphs. In
particular, (5.20) shows this relation.

After that, we used this relation to extend the theorem about the peakedness properties
of states labeled by degenerate gauge orbits from flower to arbitrary graphs. Unfortunately,
in this case the theorem could only be established in the limit t → 0, since only in this limit
the expression became tractable. However, there are hints that the theorem is in fact true for
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finite t as well, although the proof seems to be much harder than for the limit t → 0. Still, the
investigation of the second derivative asymptotics involves a careful taking of limits. Since
there is no control over how fast these asymptotics approach zero, it would be desirable to
have a result for arbitrary finite t.

Although the gauge-invariant coherent states labeled by degenerate orbits are not Gaussian
peaked but have a peak that is much flatter, this does not spoil the semiclassical properties
of gauge-invariant coherent states. First, the states are still peaked, the peak profile is just
not the nice, clean Gaussian that one is used to from the harmonic oscillator coherent states
or (approximately) from the complexifier coherent states on graphs. But still, the width of
the peak is proportional to (a fractional power of) t, which indicates that the limit t → 0
corresponds to the semiclassical limit, in which the state approaches a point in classical
gauge-invariant phase space.

It is in fact not surprising at all that the peakedness of the states labeled at degenerate
gauge orbits is qualitatively different. From a mathematical point of view the degenerate gauge
orbits correspond to singular points (‘edges’ or ‘corners’) in the gauge-invariant phase space,
which is, as already pointed out, no manifold. But also from a physical point of view this is
not disturbing: The case, for instance, where all edge labels are 1 ∈ SL(2, C) corresponds to
a state which is labeled by the physical distribution of the Ashtekar connection AI

a = 0 and
Ea

I = 0 along these edges [2, 18]. So, this case corresponds to a highly degenerate metric.
One could have guessed that these states exhibit a qualitatively different behavior than states
that are labeled by elements which approximate, say, flat Minkowski space.

This feature will become important in the case of diffeomorphism-invariant coherent
states, where there are many different types of degenerate gauge orbits, corresponding to
symmetrical metric configurations. Since one is particularly interested in these situations (i.e.
Minkowski space), one should expect peculiar peakedness properties for diffeomorphism-
invariant coherent states labeled by configurations corresponding to these symmetric situations.

Another point investigated in this paper concerns the complexifier coherent states, and is
of a more mathematical nature. For the inner product between two states a formula could be
found that depends entirely on the geometry of the complexified gauge group. In particular, for
G = U(1) as well as for G = SU(2), an expression could be derived that involves the complex
lengths of geodesics on GC (3.26). In particular, if both states are labeled on G ⊂ GC, then
the inner product is a sum over all geodesics, involving terms proportional to Gaussians in the
length of these geodesic measured by the Killing metric. For the case of G = U(1) this was
rather trivial and seemed to be a coincidence, while the corresponding formula for G = SU(2)

came more as a surprise. It raises the hope that a similar formula can be shown for CCS on
arbitrary compact Lie groups G. There are in fact hints that support this conjecture.

Remember that the complexifier coherent states (choosing Ĉ = −� as the complexifier)
labeled by points on G are nothing but solutions of the heat equation [10, 3]. In particular, the
norm of the CCS ψt

g is equal to 1 as g ∈ G. Moreover, the inner product is given by

〈
ψt

g

∣∣ψt
g′
〉 = ψ2t

�
(g−1g′), (6.1)

so it also solves the heat equation (in t). But the heat equation can be thought of releasing
a random walker at 1 ∈ G, letting it walk along G for some finite time t, and then measure
the probability distribution ρ(t, g) = ψt

�
(g) of where he is on G. Obviously, the smaller the

allowed time t or farther the geodesic distance (defined by the Killing metric on G, which
is positive definite) between 1 and g, the smaller the probability ρ(t, g). In particular, on
R

n this probability is given by a Gaussian in the geodesic distance, which might also be true
on arbitrary G. Furthermore, the sum over all geodesics from 1 to g arises naturally, since it
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encodes the different ways the random walker could have taken on G to walk from 1 to g,
since the topology of G will, in general, be nontrivial.

These considerations lead to the possibility that one could be able to define a generalization
of (3.26) to arbitrary compact Lie groups. We hope to be able to address this point in some
future work.

6.2. Conclusion and outlook

In [1] and the present paper, we have shown that the kinematical complexifier coherent states,
which are convenient tools for investigating the semiclassical limit of the kinematical sector
of LQG, can be projected to the gauge-invariant subspace, and the resulting gauge-invariant
coherent states are suitable for addressing semiclassical issues on the gauge-invariant sector.

It may seem quite discouraging that the Gauss-invariant coherent states for LQG
considered here are difficult to handle analytically. However, one should keep in mind
that in this paper we only investigated the integral formula (4.20) rather than the sum over
intertwiners such as (4.19). It may well be that using asymptotic formulae for large spin for
Clebsch–Gordan coefficients, 6j -symbols, etc (see, e.g., [21–23]) one can gain more analytical
control. Also it may be that we overlooked some clever technique that allows us to simplify
the gauge integrals. We hope to come back to this point in some future publication. In any
case, numerically the Gauss-invariant states are well under control, although one needs to
write an adapted code to handle arbitrary complicated graphs.

The next obvious step will be to consider the action of the diffeomorphism group on the
set of (gauge-invariant) coherent states. In particular, the projection of the gauge-invariant
coherent states to the diffeomorphism-invariant Hilbert space Hdiff via some sort of rigging
map, in order to arrive at diffeomorphism-invariant coherent states. This space is—other than
the gauge-invariant Hilbert space—not completely under control, in particular, there is no
unique definition of Hdiff [4, 7]. So, this task will be significantly more challenging than the—
conceptually quite clear—definition of the gauge-invariant coherent states. But this could grant
a way to investigate all the different possibilities to define Hdiff , and maybe even distinguish
some of them as more suitable than others. Furthermore, as soon as the diffeomorphism-
invariant coherent states are defined, approximations and semiclassical techniques for the
graph-changing version of the master constraint [19, 20] become available, which encode the
Hamiltonian constraints and can be defined on Hdiff .
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