# Evolution of an extended Ricci flow system 

Bernhard List

We show that Hamilton's Ricci flow and the static Einstein vacuum equations are closely connected by the following system of geometric evolution equations:

$$
\begin{aligned}
\partial_{t} g & =-2 R c(g)+2 \alpha_{n} d u \otimes d u, \\
\partial_{t} u & =\Delta^{g} u
\end{aligned}
$$

where $g(t)$ is a Riemannian metric, $u(t)$ a scalar function and $\alpha_{n}$ a constant depending only on the dimension $n \geq 3$. This provides an interesting and useful link from problems in low-dimensional topology and geometry to physical questions in general relativity.

## 1. Introduction

In the last 20 years, the Ricci flow system for a Riemannian metric introduced in [1]

$$
\partial_{t} g=-2 R c(g)
$$

has been used with great success for the construction of canonical metrics on Riemannian manifolds of low dimension. In his first paper on the Ricci flow, Hamilton proved that given an initial metric with positive Ricci curvature in three dimensions, a rescaled solution for $t \rightarrow \infty$ exists and has constant positive curvature. Many further results in direction of a proof of the Poincare conjecture followed. Some of these are collected in [2]. The recent approach of Perelman to prove the full geometrization conjecture added new ideas to Hamilton's program [6, 7]. In particular, Perelman showed that the Ricci flow can be interpreted as a gradient flow of an entropy functional and thus that the canonical metrics are stationary points of this entropy in the variational sense.

Our purpose is to develop a corresponding theory for canonical objects with a certain physical interpretation. We prove the existence of an entropy $E$ such that the stationary points are solutions to the static Einstein vacuum
equations and study an extended parabolic system

$$
\begin{align*}
\partial_{t} g & =-2 R c(g)+2 \alpha_{n} d u \otimes d u  \tag{1.1}\\
\partial_{t} u & =\Delta^{g} u
\end{align*}
$$

which is equivalent to the gradient flow of $E$. For applications on noncompact asymptotically flat manifolds, we prove short time existence for the system (1.1) on complete manifolds.

For a closer examination of the solutions, we provide a range of a priori estimates. These include local interior estimates on balls for all derivatives of $R m$ and $u$, but also global supremum bounds and time decay estimates. We obtain a long time existence result from these estimates, saying that solutions continue to exist as long as the curvature $R m$ of $g(t)$ stays bounded.

From the variational structure we obtain a monotonicity formula for the flow, which we use to prove a noncollapsing result. This is crucial to obtain the injectivity radius bounds necessary for a compactness theorem. Using this result, we obtain compactness of a set of solutions satisfying natural bounds.

In addition, we apply the noncollapsing and the a priori estimates to prove that rapidly forming singularities of the flow at finite time can be rescaled to ancient solutions of the Ricci flow. This makes the study of singularity formation (and also the usage of surgery) possible.

A main motivation to study (1.1) stems from its connection to general relativity. An important issue in the numerical evolution of the Einstein equations is the construction of good initial data sets which have to satisfy the so-called constraint equations. In general, this is a hard problem $[8, \S 2.1,9]$. A parabolic system could be used to improve these data sets. Since this should work in particular for static solutions, our system is an interesting candidate for such a smoothing operator. It should be possible to approximate static solutions by solutions to (1.1).

Another application relates to the quasi-local mass definition of Bartnik in [10] and the recent paper of [11]. After adding suitable parabolic boundary conditions, our system could be helpful in the construction of the static minimal mass extension which would provide the minimum in the definition of this mass according to Bartnik's conjecture.

With regard to these applications, we conclude this paper with the study of (1.1) on asymptotically flat manifolds. We consider two classes of asymptotically flat manifolds and prove that for given initial data in one of these classes, the flow preserves the asymptotic structure for $t<\infty$. Moreover, we show that the ADM mass of the initial data is preserved for finite times.

## 2. Preliminaries

We consider smooth $n$-dimensional complete Riemannian manifolds $\Sigma$ or $M$ where $M$ is always used to specify a closed manifold. For a Riemannian metric $g$ we denote the Levi-Civita connection by $\nabla$ and its curvature tensor by $R m$. The Ricci tensor is denoted by $R c$, the scalar curvature by $R$ and the volume element by $d V$. If we need to make clear to which metric these tensors belong, we write $\operatorname{Rm}(g)$ and so on. The exterior derivative of a form is denoted by $d$.

Given some coordinate system $\left\{x^{1}, \ldots, x^{n}\right\}$ we abbreviate $\partial_{i}:=\frac{\partial}{\partial x^{i}}$ for the partial derivatives with respect to these coordinates, $\nabla_{i}:=\nabla_{\partial / \partial_{i}}$ for the covariant derivatives associated to $g$, and $\partial_{t}$ for partial differentiation with respect to time. We denote the components of the Hessian $\nabla^{2}$ of some function $u$ by $\nabla_{i} \nabla_{j} u:=\nabla_{i j}^{2} u$ and similar for higher derivatives. The components of the metric $g$ itself are given by $\left\{g_{i j}\right\}$, and the inverse metric $g^{-1}$ on the cotangent bundle $T^{*} \Sigma$ is represented by $\left\{g^{i j}\right\}$. The Laplacian of a function $u$ with respect to $g$ is given by

$$
\Delta^{g} u=g^{i j} \nabla_{i} \nabla_{j} u=g^{i j}\left(\partial_{i} \partial_{j} u-\Gamma_{i j}^{k} \partial_{k} u\right)
$$

Denote the set of smooth Riemannian metrics on $\Sigma$ by $\mathcal{M}(\Sigma)$ and the space of smooth functions by $C^{\infty}(\Sigma)$. The Riemannian metric $g$ induces norms on the tensor algebra. In coordinates it is given for a tensor $B:=\left\{B_{i_{1} \ldots i_{k}}^{j_{1} \ldots j_{l}}\right\}$ by

$$
\begin{equation*}
|B|^{2}:=g^{i_{1} m_{1}} \cdots \cdot g^{i_{k} m_{k}} \cdot g_{j_{1} n_{1}} \cdots \cdot g_{j_{l} n_{l}} \cdot B_{i_{1} \cdots i_{k}}^{j_{1} \cdots j_{l}} \cdot B_{m_{1} \cdots m_{k}}^{n_{1} \cdots n_{l}} \tag{2.1}
\end{equation*}
$$

where we use the Einstein summation convention, meaning that we sum over a repeated lower and upper index from 1 to $n$. In normal coordinates, the summation can be over two lower indices. The convention is used throughout this paper. We also write $A * B$ for a linear combination of contractions of components of the two tensors $A$ and $B$ when the precise form and number of these terms is irrelevant for the computation. In this notation, factors $g$ and $g^{-1}$ are suppressed.

To motivate our physical interest, we give a short introduction to static vacuum solutions of the Einstein equations. Further material can be found in [12, chapter 2] and [13, chapter 6]. A very thorough and detailed discussion is provided in [14].

From a geometrical point of view, a Lorentzian manifold $\left(L^{4}, h\right)$ is said to be static if there exists a 1-parameter group of isometries with timelike orbits and a spacelike hypersurface $\Sigma$ which is orthogonal to these orbits.

Physically this reflects the fact that the solutions are independent of time, therefore having a time translation and reflection symmetry. Equivalent is the existence of a timelike, hypersurface orthogonal Killing vector field $\xi$.

A vacuum solution to the Einstein equations satisfies $R c(h) \equiv 0$. These solutions describe the gravitational field in a region of spacetime that does not contain any matter.

The combination of these concepts is a static vacuum solution. The most important example in this class is the Schwarzschild solution. It describes the gravitational field in the exterior region around an isolated nonrotating spherically symmetric body like a star or a black hole. In suitably chosen coordinates, a static Einstein vacuum metric has the following simple form:

$$
h=-V^{2}\left(x^{1}, x^{2}, x^{3}\right) d t^{2}+\sum_{i, j=1}^{3} g_{i j}\left(x^{1}, x^{2}, x^{3}\right) d x^{i} d x^{j}
$$

where $\left\{x^{i}\right\}$ are the coordinates on $\Sigma, t$ is the orbit coordinate of $\xi, V:=$ $\sqrt{-h(\xi, \xi)^{2}}$, and $g$ is a Riemannian metric on $\Sigma$. Consequently $h$ is determined by the Lapse function $V$ and the metric $g$ on the spatial slices. The static Einstein vacuum equations in terms of $V$ and $g$ projected onto the hypersurface are given by

$$
\begin{align*}
R c(g) & =V^{-1} \nabla^{2} V, \\
V^{-1} \Delta^{g} V & =0 . \tag{2.2}
\end{align*}
$$

This is shown in [12, 3.4-3.5]. Vice versa, a pair $(V, g)$ satisfying equation (2.2) gives rise to a uniquely determined static vacuum solution [12, Theorem 2-3.3].

As an example, we apply these ideas to the Schwarzschild solution. The Lorentz metric of the Schwarzschild spacetime is given in spherical spatial coordinates $(t, r, \theta, \phi)$ on $\mathbb{R} \times \mathbb{R}^{3}$ by

$$
\begin{equation*}
h=-\left(1-\frac{2 m}{r}\right) d t^{2}+\left(1-\frac{2 m}{r}\right)^{-1} d r^{2}+r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{2.3}
\end{equation*}
$$

where $m$ is the mass parameter. One calculates that it satisfies (2.2) for $V=\left(1-\frac{2 m}{r}\right)^{1 / 2}$ and $g$ the spatial part of $h$ on the slices $t=$ const.

The system (2.2) can be simplified considerably by removing the second derivatives of $V$ on the right hand side via a conformal transformation. Note that we do not want to restrict ourselves to dimension $n=3$ in the following, but work on manifolds $\Sigma$ of arbitrary dimension $n \geq 3$.

Lemma 2.1. Define $\tilde{g}:=e^{2 \alpha \psi} \cdot g$ for a function $\psi \in C^{\infty}(\Sigma)$ and a constant $\alpha \in \mathbb{R}$. Let $f \in C^{\infty}(\Sigma)$ be an arbitrary function. Then the following holds:

$$
\begin{aligned}
\tilde{R}_{i j}= & R_{i j}-(n-2) \alpha \nabla_{i} \nabla_{j} \psi+(n-2) \alpha^{2} \partial_{i} \psi \partial_{j} \psi-\alpha \Delta^{g} \psi \cdot g_{i j} \\
& -(n-2) \alpha^{2}|d \psi|_{g}^{2} \cdot g_{i j} \\
\Delta^{\tilde{g}} f= & e^{-2 \alpha \psi}\left(\Delta^{g} f+(n-2) \alpha \cdot g(d \psi, d f)\right) .
\end{aligned}
$$

Defining $u:=\ln V$ and using the conformal transformation $\tilde{g}:=$ $e^{(2 /(n-2)) u} \cdot g$, we get from (2.2) and Lemma 2.1 with $f:=\psi:=u$ and $\alpha:=$ $1 /(n-2)$ :

$$
\begin{aligned}
\tilde{R}_{i j} & =R_{i j}-\nabla_{i} \nabla_{j} u+\frac{1}{n-2} \partial_{i} u \partial_{j} u-\frac{1}{n-2}\left(\Delta^{g} u+|d u|_{g}^{2}\right) \cdot g_{i j} \\
& =\left(\nabla_{i} \nabla_{j} u+\partial_{i} u \partial_{j} u\right)-\nabla_{i} \nabla_{j} u+\frac{1}{n-2} \partial_{i} u \partial_{j} u-\frac{1}{n-2} e^{-u} \Delta^{g} e^{u} \cdot g_{i j} \\
& =\frac{n-1}{n-2} \partial_{i} u \partial_{j} u \\
\Delta^{\tilde{g}} u & =e^{(-2 /(n-2)) u}\left(\Delta^{g} u+\frac{n-2}{n-2}|d u|_{g}^{2}\right)=0 .
\end{aligned}
$$

This is the conformal formulation of the static Einstein vacuum equations for $(\tilde{g}, u)$ :

$$
\begin{align*}
\tilde{R}_{i j} & =\frac{n-1}{n-2} \partial_{i} u \partial_{j} u \\
\Delta^{\tilde{g}} u & =0 \tag{2.4}
\end{align*}
$$

which is equivalent to $R c(h)=0$ for the following Lorentz metric on $\mathbb{R} \otimes \mathbb{R}^{n}$ :

$$
h=-e^{(2 /(n-2)) u} d t^{2}+e^{-(2 /(n-2)) u} g_{i j} d x^{i} d x^{j} .
$$

One solution to (2.4) is the conformal equivalent of the Schwarzschild metric (2.3). The spatial metric on the slices $t=$ const is given by $\tilde{g}=d r^{2}+r(r-2 m)$ $\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right)$ and the logarithm of the Lapse function $u:=\ln V=\frac{1}{2}$ $(\ln (r-2 m)-\ln r)$. Other examples are solutions $(g, u)$ on $\mathbb{R} \times M^{n}$ where $M^{n}$ is a Riemannian manifold, $g$ a Ricci-flat metric and $u \equiv$ const.

## 3. Flow equations and entropy

The purpose of this paper is to study the following initial value problem for a Riemannian metric $g(t)$ and a smooth function $u(t)$ together with given
initial data $(\tilde{g}, \tilde{u}) \in \mathcal{M}(\Sigma) \times C^{\infty}(\Sigma):$

$$
\begin{align*}
\partial_{t} g & =-2 R c(g)+2 \alpha_{n} d u \otimes d u  \tag{3.1}\\
\partial_{t} u & =\Delta^{g} u
\end{align*}
$$

where we define $\alpha_{n}:=\frac{n-1}{n-2}$. We also introduce the symmetric tensor field $S y \in \operatorname{Sym}_{2}(\Sigma)$ and its trace $S:=g^{i j} S_{i j}$ :

$$
S_{i j}:=R_{i j}-\alpha_{n} \partial_{i} u \partial_{j} u \quad \text { and } \quad S:=R-\alpha_{n}|d u|^{2}
$$

An important property of (3.1) is its variational structure. In particular it is equivalent to the gradient flow of the following entropy functional:

Definition 3.1. Let $\Sigma$ be a smooth $n$-dimensional Riemannian manifold for $n \geq 3$. The entropy of a configuration $(g, u, f) \in \mathcal{M}(\Sigma) \times C^{\infty}(\Sigma) \times C^{\infty}(\Sigma)$ is defined as follows:

$$
E_{n}(g, u, f):=\int_{\Sigma}\left(R-\alpha_{n}|d u|^{2}+|d f|^{2}\right) e^{-f} d V
$$

Following an idea of Perelman in [6, §1], we include the diffeomorphisms of $\Sigma$ (with potential function $f(t)$ ) into the entropy and get the variation:

$$
\begin{aligned}
& \delta E[g, u, f](v, w, h) \\
&= \int_{\Sigma}\left(v_{i j}\left\{-R_{i j}-\nabla_{i} \nabla_{j} f+\alpha_{n} \partial_{i} u \partial_{j} u\right\}\right. \\
&\left.+4 \alpha_{n} w\left\{\frac{1}{2} \Delta u-\frac{1}{2}\langle d u, d f\rangle\right\}\right) e^{-f} d V \\
&+\int_{\Sigma}\left(\frac{\operatorname{tr} v}{2}-h\right)\left\{2 \Delta f-|d f|^{2}+R-\alpha_{n}|d u|^{2}\right\} e^{-f} d V
\end{aligned}
$$

Defining $h:=(\operatorname{tr} v) / 2$ (which fixes the volume form $e^{-f} d V$ and therefore couples the variation of $f$ to the variation of $g$ ), we finally arrive at

$$
\begin{align*}
\delta E[g, u, f](v, w)= & \int_{\Sigma}\left(v_{i j} \cdot\left\{-R_{i j}-\nabla_{i} \nabla_{j} f+\alpha_{n} \partial_{i} u \partial_{j} u\right\}\right. \\
& \left.+4 \alpha_{n} w \cdot\left\{\frac{1}{2} \Delta u-\frac{1}{2}\langle d u, d f\rangle\right\}\right) e^{-f} d V \tag{3.2}
\end{align*}
$$

where $E$ is now a functional of $g$ and $u$ alone since $f$ is determined by $g$ and $u$. We introduce a weighted scalar product on the configuration space
$H:=\mathcal{M}(\Sigma) \times C^{\infty}(\Sigma):$

$$
\left\langle\left(g_{1}, u_{1}\right),\left(g_{2}, u_{2}\right)\right\rangle_{H}:=\int_{\Sigma}\left(\left\langle g_{1}, g_{2}\right\rangle+4 \alpha_{n}\left\langle u_{1}, u_{2}\right\rangle\right) e^{-f} d V
$$

where $\langle\cdot, \cdot\rangle$ denotes the pointwise Euclidean scalar product. Then the gradient flow for $E_{n}$ after multiplication by 2 is given by (3.2) and the definition of $h$ as follows:

$$
\begin{align*}
\partial_{t} g_{i j} & :=\left(\operatorname{grad}_{1} E\right)_{i j}=-2 R_{i j}+2 \alpha_{n} \partial_{i} u \partial_{j} u-2 \nabla_{i} \nabla_{j} f \\
\partial_{t} u & :=\left(\operatorname{grad}_{2} E\right)=\Delta u-d u(\nabla f)  \tag{3.3}\\
\partial_{t} f & :=h=\frac{\operatorname{tr} v}{2}=-\Delta f-R+\alpha_{n}|d u|^{2}
\end{align*}
$$

The application of the diffeomorphisms generated by $\nabla f(t)$ yields the equivalent system

$$
\begin{align*}
\partial_{t} g_{i j} & =-2 R_{i j}+2 \alpha_{n} \partial_{i} u \partial_{j} u \\
\partial_{t} u & =\Delta u  \tag{3.4}\\
\partial_{t} f & =-\Delta f+|d f|^{2}-R+\alpha_{n}|d u|^{2}
\end{align*}
$$

It is crucial that the right hand side of the equation for $g$ only involves first derivatives of $u$. If there is a Hessian term, a transformation in this way is not possible.

If $u \equiv c=$ const and $g(t)$ is an arbitrary solution to Hamilton's Ricci flow, then the pair $(g(t), c)$ solves (3.1). An arbitrary solution $(g, u)$ of the static Einstein vacuum equations (2.4) is automatically a stationary solution of the flow equations. Vice versa the first two equations in (3.4) imply that a stationary solution must satisfy the static Einstein vacuum equations (2.4). Note that the results of this section are in perfect agreement with the work of Perelman in [6] when we set $u \equiv$ const.

We collect the evolution equations we are going to need later on. The complete computations can be found in [15, §2].

Lemma 3.2. Let $(g, u)(t)$ be a solution to (3.1). Then the following evolution equations hold:

$$
\begin{aligned}
\partial_{t} R= & \Delta R+2|R c|^{2}+2 \alpha_{n}|\Delta u|^{2}-2 \alpha_{n}\left|\nabla^{2} u\right|^{2}-4 \alpha_{n}\langle R c, d u \otimes d u\rangle \\
\partial_{t} R_{i j}= & \Delta R_{i j}-2 R_{i p} R_{j p}+2 R_{p i q j}\left(R_{p q}-\alpha_{n} \partial_{p} u \partial_{q} u\right)+2 \alpha_{n} \Delta u \nabla_{i} \nabla_{j} u \\
& -2 \alpha_{n} \nabla_{p} \nabla_{i} u \nabla_{p} \nabla_{j} u
\end{aligned}
$$

$$
\begin{equation*}
\partial_{t} \Gamma_{i j}^{k}=g^{k l}\left(-\nabla_{i} R_{j l}-\nabla_{j} R_{i l}+\nabla_{l} R_{i j}+2 \alpha_{n} \nabla_{i} \nabla_{j} u \partial_{l} u\right), \tag{3.5}
\end{equation*}
$$

$$
\begin{align*}
\partial_{t}|d u|^{2}= & \Delta|d u|^{2}-2\left|\nabla^{2} u\right|^{2}-2 \alpha_{n}|d u|^{4}  \tag{3.6}\\
\partial_{t}\left(\nabla_{i} \nabla_{j} u\right)= & \Delta\left(\nabla_{i} \nabla_{j} u\right)+2 R_{i p j q} \nabla_{p} \nabla_{q} u-R_{i p} \nabla_{j} \nabla_{p} u-R_{j p} \nabla_{i} \nabla_{p} u \\
& -2 \alpha_{n}|d u|^{2} \nabla_{i} \nabla_{j} u \\
\partial_{t} S_{i j}= & \Delta S_{i j}-R_{i p} S_{j p}-R_{j p} S_{i p}-2 R_{p i j q} S_{p q}+2 \alpha_{n} \Delta u \nabla_{i} \nabla_{j} u \\
\partial_{t} S= & \Delta S+2|S y|^{2}+2 \alpha_{n}|\Delta u|^{2} \\
\partial_{t} R_{i j k l}= & \Delta R_{i j k l}+2\left(B_{i j k l}-B_{i j l k}-B_{i l j k}+B_{i k j l}\right)-R_{i j p l} R_{k p}+R_{i j k p} R_{l p} \\
& +R_{p j k l} R_{p i}+R_{i p k l} R_{p j}+2 \alpha_{n}\left(\nabla_{i} \nabla_{k} u \nabla_{j} \nabla_{l} u-\nabla_{i} \nabla_{l} u \nabla_{j} \nabla_{k} u\right)
\end{align*}
$$

$$
\begin{equation*}
\partial_{t}|R m|^{2} \leq \Delta|R m|^{2}-2|\nabla R m|^{2}+C|R m|^{3}+C|R m|\left|\nabla^{2} u\right|^{2}+C|d u|^{2}|R m|^{2}, \tag{3.7}
\end{equation*}
$$

$$
\begin{equation*}
\partial_{t}\left|\nabla^{2} u\right|^{2} \leq \Delta\left|\nabla^{2} u\right|^{2}-2\left|\nabla^{3} u\right|^{2}+C|R m|\left|\nabla^{2} u\right|^{2}+C|d u|^{2}\left|\nabla^{2} u\right|^{2} . \tag{3.8}
\end{equation*}
$$

Here $\left\{B_{i j k l}\right\}$ is the tensor introduced in $[1, \S 7]$ and $C=C(n)$ depends only on $n$.

As an application for (3.6) we prove:

Lemma 3.3. Let $(g, u)(t)$ be a solution to (3.1) on $[0, T) \times M$ for closed $M$ with initial data $(\tilde{g}, \tilde{u})$. Define $c_{0}:=\sup _{M}|d \tilde{u}|_{0}^{2}$, where $|\cdot|$ is with respect to $\tilde{g}$. Assume that the curvature satisfies $|R m|^{2}(t) \leq k_{0}$ for $t \in[0, T)$. Then all metrics $g(t)$ are equivalent and we can estimate

$$
e^{-C T} \tilde{g}(x) \leq g(t, x) \leq e^{C T} \tilde{g}(x) \quad \forall(t, x) \in[0, T) \times M
$$

for a constant $C=C\left(n, k_{0}, c_{0}\right)$ depending only on $n, k_{0}, c_{0}$. In fact $C=$ $2\left(n \sqrt{k_{0}}+\alpha_{n} c_{0}\right)$.

Proof. The proof is straightforward using the maximum principle for $|d u|^{2}$ and Gronwall's inequality [15, Lemma 2.8].

We prove that $E_{n}(t)$ really is an entropy. This lemma holds also on complete manifolds $\Sigma$ as long as the integration by parts can be justified.

Lemma 3.4. Let $(g, u, f)(t)$ be a solution on $[0, T) \times M$. Then the entropy evolves according to:

$$
\partial_{t} E_{n}(g, u, f)(t)=2 \int_{M}\left(\left|S y+\nabla^{2} f\right|^{2}+\alpha_{n}|\Delta u-d u(\nabla f)|^{2}\right) e^{-f} d V \geq 0
$$

In particular the entropy is nondecreasing. Equality holds if and only if $(g, u, f)(t)$ satisfies

$$
S y+\nabla^{2} f=0 \quad \text { and } \quad \Delta u-d u(\nabla f)=0
$$

Such a solution is called a gradient soliton.

Proof. Inserting the evolution equations just computed and performing several integrations by parts the result follows from a straightforward calculation; see [15, Lemma 2.13].

## 4. Short time existence

As the Ricci flow, the system (3.1) is weakly parabolic. Therefore we can use DeTurck's method [16] to prove short time existence and uniqueness on closed manifolds. For the complete case we show [15, §3] that the proof of Shi [17] can be modified to the situation at hand. This yields the following general existence theorem:

Theorem 4.1. Let $(\Sigma, \tilde{g})$ be a smooth complete noncompact n-dimensional Riemannian manifold with $|\tilde{R} m|_{0}^{2} \leq k_{0}$. Let $\tilde{u} \in C^{\infty}(\Sigma)$ satisfy $|\tilde{u}|_{0}^{2}+$ $|\tilde{\nabla} \tilde{u}|_{0}^{2} \leq c_{0}$ and $\left|\tilde{\nabla}^{2} \tilde{u}\right|_{0}^{2} \leq s_{0}$. Then there exists a constant $T=T\left(n, k_{0}, c_{0}\right)>$ $c(n) \cdot 1 /\left(\sqrt{k_{0}}+c_{0}\right)$ such that the initial value problem

$$
\begin{aligned}
& \partial_{t} g=-2 R c+2 \alpha_{n} d u \otimes d u \\
& \partial_{t} u=\Delta u
\end{aligned}
$$

with initial values $g(0)=\tilde{g}$ and $u(0)=\tilde{u}$ on $\Sigma$ has a smooth solution $(g, u)(t)$ on $[0, T] \times \Sigma$. Moreover the solution satisfies

$$
C^{-1} \tilde{g} \leq g(t) \leq C \tilde{g} \quad \forall t \in[0, T]
$$

for some constant $C=C\left(n, k_{0}, c_{0}, s_{0}\right)$, and on $[0, T] \times \Sigma$ there is a bound

$$
|R m|^{2}+|u|^{2}+|d u|^{2}+\left|\nabla^{2} u\right|^{2} \leq c=c\left(n, k_{0}, c_{0}, s_{0}\right) .
$$

Proof. We refer to $[15, \S 3]$ for the complete proof and just point out where modifications to the proof for the Ricci flow in [17] have been necessary.

The first step is to prove existence for the modified equivalent strongly parabolic system on compact domains. Using the test function $\varphi$ from [17, Lemma 2.2] we see that $g(t)$ can be estimated from below by $\tilde{g}$ since the additional term in the evolution equation for $\varphi$ has a sign. A global bound for $|\tilde{\nabla} u|_{0}^{2}[15$, Lemma 3.5] together with a continuity argument [15, Lemma 3.6] proves the upper bound for $g(t)$, yielding equivalence of the metrics $g(t)$ and $\tilde{g}[15$, Theorem 3.7]. A careful combination of the evolution equations for $\left|\tilde{\nabla}^{k} g\right|_{0}^{2}$ and $\left|\tilde{\nabla}^{k} u\right|_{0}^{2}$ for all $k \geq 0$ provides the necessary interior a priori estimates [15, Proposition 3.8,3.9]. Here we need the global bound for the gradient of $u$ again to overcome difficulties arising from the appearance of $u$ in the evolution equations of the necessary test functions. In particular, there are differences from the fact that the initial value of these test functions does not vanish anymore.

Collecting these results, the theorem of Arzela-Ascoli provides a sequence of solutions on an exhaustion of $\Sigma$ converging to a limiting global solution of the modified parabolic system [15, Theorem 3.12]. We prove integral estimates [15, Lemma 3.16,3.20] and global supremum estimates [15, Proposition 3.14,3.21] (depending only on the initial bounds on $R m$ and $d u$, whereas the interior estimates depended on the full $C^{\infty}$ norm of $\tilde{g}$ ). This is possible since the estimates for the derivatives of $g$ and $u$ can be combined in the right way. Therefore we can define a smooth pullback of the solution of the modified system to a global solution of the original weakly parabolic system (3.1) together with the stated estimates [15, Theorem 3.22].

Remark 4.2. We do not prove uniqueness of the solution in Theorem 4.1. However, the result in [18] strongly suggests that solutions satisfying the above bounds are unique. In particular [19, Appendix B.3] applies to (3.1) on complete and asymptotically flat manifolds.

## 5. A priori estimates and long time existence

To prove interior estimates, we need a time-dependent scaling function.

Lemma 5.1. Let $R>0$ be a fixed radius and $T>0$ be a fixed time. Let $\varphi:[0, T] \rightarrow \mathbb{R}^{+}$be defined by $\varphi(t):=\frac{R^{2} t}{R^{2}+t}$. It satisfies for all $k \geq 0$ and all $t \in[0, T]:$

$$
\begin{equation*}
\partial_{t} \varphi^{k+1}=(k+1) \varphi^{k} \tag{5.1}
\end{equation*}
$$

$$
\begin{equation*}
\varphi \leq R^{2} \tag{5.2}
\end{equation*}
$$

We will estimate the solutions on the following union of metric balls at different times.

Definition 5.2. Let $g(t)$ be a time-dependent Riemannian metric on a complete manifold $\Sigma$ with distance function $d_{t}(x, y)$. Let $x_{0} \in \Sigma$ and a radius $R>0$ be given. Then we define

$$
B\left(\tau, x_{0}, R\right):=\bigcup_{t \in[0, \tau]} \bar{B}_{R}^{t}\left(x_{0}\right) \subset[0, \tau] \times \Sigma
$$

as the union of the geodesic balls $\bar{B}_{R}^{t}\left(x_{0}\right):=\left\{(t, x) \in\{t\} \times \Sigma \mid d_{t}\left(x_{0}, x\right) \leq R\right\}$.
We need to estimate the time derivative of the metric distance:
Lemma 5.3. Let $(g, u)(t)$ be a solution to (3.1) on $[0, T] \times \Sigma$. Let $x_{0}, x_{1}$ be two fixed points in $\Sigma$ and $d_{t}\left(x_{0}, x_{1}\right)$ their time-dependent distance. Then we can estimate its time derivative:

$$
-\Lambda d_{t}\left(x_{0}, x_{1}\right) \leq \frac{d}{d t} d_{t}\left(x_{0}, x_{1}\right) \leq \Omega d_{t}\left(x_{0}, x_{1}\right)
$$

whenever $\sup _{[0, T] \times \Sigma}|R c| \leq \Lambda$ and $\sup _{[0, T] \times \Sigma}|S y| \leq \Omega$. The result is still true, if the bounds only hold along all minimizing geodesics between $x_{0}$ and $x_{1}$ at all times $0 \leq t \leq T$.

Proof. Let $\gamma:[0, L] \rightarrow \Sigma$ be a smooth curve parameterized by arc length. We compute the time derivative of the $g(t)$-length of $\gamma$ which exists in the sense of difference quotients:

$$
\partial_{t} L^{t}(\gamma)=\int_{\gamma} \frac{1}{2|\dot{\gamma}|_{t}} \cdot\left(\partial_{t} g_{i j}\right) \dot{\gamma}^{i} \dot{\gamma}^{j} d s=-\int_{\gamma} S y(\dot{\gamma}, \dot{\gamma}) d s
$$

Consider the compact set $\Gamma$ of smooth curves $\gamma$ parameterized by arc length and having at most a finite but large length $L$ :

$$
\Gamma:=\left\{\gamma \mid \gamma:\left[0, L^{0}(\gamma)\right] \rightarrow \Sigma, \gamma(0)=x_{0}, \gamma\left(L^{0}(\gamma)\right)=x_{1}, L^{0}(\gamma) \leq L\right\}
$$

Since $d_{t}\left(x_{0}, x_{1}\right)=\inf _{\gamma \in \Gamma} L^{t}(\gamma)$ by definition, we apply [3, Lemma 3.5] to conclude

$$
-\sup _{\gamma \in \Gamma(t)}\left\{\int_{\gamma} S y(\dot{\gamma}, \dot{\gamma}) d s\right\} \leq \frac{d}{d t}\left(d_{t}\left(x_{0}, x_{1}\right)\right) \leq-\inf _{\gamma \in \Gamma(t)}\left\{\int_{\gamma} S y(\dot{\gamma}, \dot{\gamma}) d s\right\}
$$

Here $\Gamma(t)$ is the set of minimizing geodesics between $x_{0}$ and $x_{1}$ at time $t$. For a proof see [15, Lemma 6.4]. Now the estimates

$$
\begin{aligned}
-\int_{\gamma} S y(\dot{\gamma}, \dot{\gamma}) d s & =-\int_{\gamma} R c(\dot{\gamma}, \dot{\gamma}) d s+\alpha_{n} \int_{\gamma}|d u(\dot{\gamma})|^{2} d s \geq-\sup _{[0, T] \times \Sigma}|R c| \cdot L^{t}(\gamma) \\
& =-\sup _{[0, T] \times \Sigma}|R c| \cdot d_{t}\left(x_{0}, x_{1}\right) \geq-\Lambda \cdot d_{t}\left(x_{0}, x_{1}\right)
\end{aligned}
$$

and

$$
-\int_{\gamma} S y(\dot{\gamma}, \dot{\gamma}) d s \leq \sup _{[0, T] \times \Sigma}|S y| \cdot d_{t}\left(x_{0}, x_{1}\right) \leq \Lambda \cdot d_{t}\left(x_{0}, x\right)
$$

for all $\gamma \in \Gamma(t)$ imply the desired result.
Lemma 5.3 allows us to compare the distance of points at two different times. In particular, it implies that the sets $B\left(\tau, x_{0}, R\right)$ are compact.

Corollary 5.4. Assume $(g, u)(t)$ is a solution to (3.1) on $[0, T] \times \Sigma$. Let points $x_{0}, x_{1} \in \Sigma$ and times $0 \leq t_{1}, t_{2} \leq T$ be chosen. If $|R c| \leq \Lambda$ and $|S y| \leq$ $\Omega$ holds along all minimizing geodesics $\gamma$ connecting $x_{0}$ and $x_{1}$ at times $0 \leq t \leq T$, then the distances can be compared as follows:

$$
e^{-\Lambda\left(t_{2}-t_{1}\right)} d_{t_{1}}\left(x_{0}, x_{1}\right) \leq d_{t_{2}}\left(x_{0}, x_{1}\right) \leq e^{\Omega\left(t_{2}-t_{1}\right)} d_{t_{1}}\left(x_{0}, x_{1}\right)
$$

Proof. We apply Lemma 5.3 and integrate on $\left[t_{1}, t_{2}\right]$. After exponentiation the result follows.

We are in the position now to introduce the cutoff function:
Lemma 5.5. Let $\eta: B\left(T, x_{0}, R\right) \rightarrow \mathbb{R}^{+}$be the cutoff function defined by $\eta(t, x):=\left(R^{2}-\frac{1}{2} d_{t}^{2}\left(x_{0}, x\right)\right)^{2}$. Then for all $\theta \in[0,1)$, it has the properties:

$$
\begin{align*}
\eta & \leq R^{4}  \tag{5.3}\\
\eta^{-1} & \leq(1-\theta)^{-2} R^{-4} \quad \text { on } B\left(T, \theta R, x_{0}\right)  \tag{5.4}\\
|\nabla \eta|^{2} & \leq 4 R^{2} \cdot \eta \tag{5.5}
\end{align*}
$$

Whenever $\sup _{B\left(T, x_{0}, R\right)}|R c| \cdot R^{2} \leq \tilde{C}$ holds, there is the additional estimate

$$
\begin{equation*}
\left(\partial_{t}-\Delta\right) \eta \leq C(n) \tilde{C} \cdot R^{2} \tag{5.6}
\end{equation*}
$$

for a scaling invariant constant $\tilde{C}$ and $C(n)$ depending only on $n$.

Proof. Equations (5.3) and (5.4) are immediate. Equation (5.5) follows from $|\nabla d|=1$. The Laplacian Comparison Theorem [20, Corollary 1.2] and Lemma 5.3 yield an estimate for $\left(\Delta-\partial_{t}\right) d_{t}$. See [15, Lemma 6.8] for computational details.

The evolution equations for $u$ and $|d u|^{2}$ give us good control on the behavior of the logarithm of the Lapse function. We start on closed $M$ :

Lemma 5.6. Let $(g, u)(t)$ be a solution on $[0, T) \times M$ with initial data $(\tilde{g}, \tilde{u})$. Then for all $t \in(0, T]$ the following a priori estimates hold:

$$
\begin{align*}
& \sup _{x \in M}|d u|^{2}(t, x) \leq \max _{x \in M}|d \tilde{u}|_{0}^{2}(x)  \tag{5.7}\\
& \sup _{x \in M}|d u|^{2}(t, x) \leq \frac{1}{2 \alpha_{n}} t^{-1} . \tag{5.8}
\end{align*}
$$

Proof. The compact maximum principle applied to (3.6) proves (5.7). A closer look reveals

$$
\begin{aligned}
\partial_{t}\left(t \cdot|d u|^{2}\right) \leq & 1 \cdot|d u|^{2}+t\left(\Delta u-2\left|\nabla^{2} u\right|^{2}-2 \alpha_{n}|d u|^{4}\right) \leq \Delta\left(t \cdot|d u|^{2}\right) \\
& +t^{-1}\left(t|d u|^{2}-2 \alpha_{n} t^{2}|d u|^{4}\right)
\end{aligned}
$$

such that we get at the first point $\left(t^{*}, x^{*}\right) \in[0, \tau] \times M$, with $\tau<T$ arbitrary, where $f:=t \cdot|d u|^{2}$ attains its maximum:

$$
0 \leq t^{-1}\left(f-2 \alpha_{n} f^{2}\right)
$$

This implies for $t>0$

$$
f\left(1-2 \alpha_{n} f\right) \geq 0
$$

which forces $f \leq \frac{1}{2 \alpha_{n}}$ on $(0, T) \times M$, implying $|d u|^{2} \leq \frac{1}{2 \alpha_{n}} t^{-1}$ independent of the initial data. In addition, this yields a uniform bound on $\left[\frac{T}{2}, T\right)$ and therefore the claim for $t=T$.

Using (3.6) and (3.8), we can control the Hessian of $u$ on closed manifolds:
Proposition 5.7. Let $(g, u)(t)$ be a solution to (3.1) for $t \in[0, T)$ on a closed manifold $M$ with initial data ( $\tilde{g}, \tilde{u})$. Define $c_{0}:=\max _{M}|d \tilde{u}|_{0}^{2}$ and $s_{0}:=\max _{M}\left|\tilde{\nabla}^{2} \tilde{u}\right|_{0}^{2}$. If $|R m|^{2} \leq k_{0}$ holds on $[0, T) \times M$, then there is a constant $c=c(n)$ depending only on $n$ such that $\left(\nabla^{2} u\right)(t)$ satisfies:

$$
\left.\left|\nabla^{2} u\right|^{2}(t) \leq s_{0}+c(n)\left(\sqrt{k_{0}}+c_{0}\right)\right) \cdot c_{0} \quad \forall t \in[0, T)
$$

Proof. Equation (5.7) shows that $|d u|^{2}(t, x)$ is bounded on $[0, T] \times M$ by its initial value $c_{0}$. Combining the evolution equations for $|d u|^{2}$ and $\left|\nabla^{2} u\right|^{2}$ from (3.8), we find

$$
\begin{equation*}
\left(\partial_{t}-\Delta\right)\left(\left|\nabla^{2} u\right|^{2}+\lambda|d u|^{2}\right) \leq\left(C_{1}|R m|+C_{2}|d u|^{2}-2 \lambda\right)\left|\nabla^{2} u\right|^{2} \tag{5.9}
\end{equation*}
$$

for constants $C_{1}, C_{2}$ depending only on $n$. Choose the constant $2 \lambda$ bigger than $C_{1}|R m|+C_{2}|d u|^{2} \leq C_{1} \cdot \sqrt{k_{0}}+C_{2} \cdot c_{0}$ using the curvature bound and the bound for $|d u|$. This yields

$$
\left|\nabla^{2} u\right|^{2}(t) \leq\left|\nabla^{2} u\right|^{2}(0)+\lambda|d u|^{2}(0) \leq s_{0}+\lambda\left(n, k_{0}, c_{0}\right) \cdot c_{0}
$$

for all $t \in[0, T)$ by the maximum principle since the right hand side of (5.9) is then negative.

To prove a priori estimates for solutions of (3.1), it is useful to collect the component functions of $R m(g)$ and $\nabla^{2} u$ in a vector-valued function $\Phi$ as follows:

$$
\begin{equation*}
\Phi:=\left(R_{i j k l}, \nabla_{p} \nabla_{q} u\right), \quad i, j, k, l, p, q=1, \ldots, n \tag{5.10}
\end{equation*}
$$

We estimate $\Phi$ pointwise using the Euclidean vector norm in $p \in \Sigma$

$$
|\Phi|_{p}^{2}:=|R m|_{p}^{2}+\left|\nabla^{2} u\right|_{p}^{2}
$$

which is the representation of the norm (2.1) in normal coordinates at $p$. This combination of tensors is natural considering their scaling properties. We extend the definition accordingly to higher derivatives and prove:

Lemma 5.8. Let $(g, u)(t)$ be a solution to (3.1). Then for all $k \geq 0$ there exists a constant $C=C(n, k)$ such that we have the inequality

$$
\begin{aligned}
\partial_{t}\left|\nabla^{k} \Phi\right|^{2} \leq & \Delta\left|\nabla^{k} \Phi\right|^{2}-2\left|\nabla^{k+1} \Phi\right|^{2} \\
& +C\left\{\sum_{\alpha+\beta=k}\left|\nabla^{\alpha} \Phi\right|\left|\nabla^{\beta} \Phi\right|\left|\nabla^{k} \Phi\right|+\sum_{\alpha+\beta=k-1}|d u|\left|\nabla^{\alpha} \Phi\right|\left|\nabla^{\beta} \Phi\right|\left|\nabla^{k} \Phi\right|\right. \\
& \left.+\sum_{\alpha+\beta+\gamma=k-2}\left|\nabla^{\alpha} \Phi\right|\left|\nabla^{\beta} \Phi\right|\left|\nabla^{\gamma} \Phi\right|\left|\nabla^{k} \Phi\right|+|d u|^{2}\left|\nabla^{k} \Phi\right|^{2}\right\} .
\end{aligned}
$$

Proof. The evolution equations for $\nabla^{k} R m$ and $\nabla^{k+2} u$ are proven by induction on $k$. Since the structure is similar, they can be combined to an equation
for $\nabla^{k} \Phi$. An application of the Cauchy-Schwarz inequality yields the result. The complete calculation is done in $[15, \S 2.7]$.

Since we can estimate $|R m|^{2}+\left|\nabla^{2} u\right|^{2}$ for solutions of (3.1) on complete $\Sigma$, it is possible to prove a priori bounds for the logarithm of the Lapse function $u(t)$ also on complete, noncompact manifolds. To this end, we need a maximum principle for these manifolds:

Theorem 5.9. Let $\Sigma$ be a complete Riemannian manifold and $(g, u)(t)$ be the solution of (3.1) on $[0, T] \times \Sigma$ constructed in Theorem 4.1 with $T<\infty$. Let $f$ be a smooth function on $[0, T] \times \Sigma$. Assume that there is a vector field $a \in \mathcal{X}([0, T] \times \Sigma)$, and a function $b \in C^{\infty}([0, T] \times \Sigma)$ satisfying $\sup _{[0, T] \times \Sigma}$ $(|a|+|b|) \leq \alpha$, and that

$$
\begin{aligned}
\left(\partial_{t}-\Delta\right) f & \leq a \cdot \nabla f+b f \\
f(0) & \leq 0 \quad \text { on } \Sigma \\
|\nabla f|^{2} & \leq \beta \quad \text { on }[0, T] \times \Sigma
\end{aligned}
$$

holds for some numbers $\alpha, \beta<\infty$. Then $f \leq 0$ holds on $[0, T] \times \Sigma$.
Proof. This is a specialization of the quite general maximum principle [21, Theorem 4.3]. Using the knowledge on solutions of (3.1) this version is proven in [15, Theorem 6.10].

This theorem not only yields the time decay estimate for $d u$ but also a supremum bound on $u$.

Lemma 5.10. Let $(g, u)(t)$ be the solution from Theorem 4.1 on $[0, T) \times \Sigma$ with initial value $(\tilde{g}, \tilde{u})$. Then the following bounds hold for all $t>0$ as long as the solution exists:

$$
\begin{align*}
\inf _{x \in \Sigma} \tilde{u}(x) \leq u(t, x) & \leq \sup _{x \in \Sigma} \tilde{u}(x)  \tag{5.11}\\
\sup _{x \in \Sigma}|d u|^{2}(t, x) & \leq B \cdot t^{-1} . \tag{5.12}
\end{align*}
$$

where $B:=\sup _{x \in \Sigma}|\tilde{u}|_{0}^{2}(x)$.
Proof. We apply Theorem 5.9 to $u_{1}(t, x):=u(t, x)-\sup _{x \in \Sigma} \tilde{u}(x)$ and $u_{2}(t, x):=\inf _{x \in \Sigma} \tilde{u}(x)-u(t, x)$. Using the bound $|d u|^{2} \leq C=C\left(n, k_{0}, c_{0}, s_{0}\right)$
from Theorem 4.1 the first claim follows. For the second, we use the test function $f:=t|d u|^{2}+|u|^{2}-B$. Theorem 5.9 implies that

$$
0 \geq f(t)=t|d u|^{2}+|u|^{2}-B \quad \Rightarrow \quad t|d u|^{2} \leq B-|u|^{2} \leq B
$$

for all $t>0$ in view of (3.6) and the bound on $|u|^{2}+|d u|^{2}+\left|\nabla^{2} u\right|^{2}$ from Theorem 4.1.

In addition to the global estimates above we also prove a local bound for $|d u|^{2}$. The technique is adapted from $[21, \S 3]$ and goes back to [17]. We will use the same ideas for the more complicated estimates to follow.

Lemma 5.11. Let $(g, u)(t)$ be a solution to (3.1) on $[0, T) \times \Sigma$. Fix $x_{0} \in \Sigma$ and a radius $R>0$. If there is an estimate

$$
\sup _{B\left(T, x_{0}, R\right)} R^{2}|R c| \leq \tilde{C}
$$

then for all $\theta \in[0,1)$ and all $t \in(0, T]$ there is a constant $C(n)$, depending only on $n$, such that

$$
\sup _{x \in B_{\theta R}^{t}\left(x_{0}\right)}|d u|^{2}(t, x) \leq C(n)(1-\theta)^{-2} \tilde{C}\left(\frac{1}{R^{2}}+\frac{1}{t}\right) .
$$

Proof. We define $f:=\varphi \cdot|d u|^{2}$. A calculation using (3.6) and (5.1) shows

$$
\left(\partial_{t}-\Delta\right) f \leq \varphi^{-1}\left(f-2 \alpha_{n} f^{2}\right)
$$

We multiply by the cut-off function $\eta$ defined in Lemma 5.5 and calculate on $B\left(T, x_{0}, R\right)$ :

$$
\left(\partial_{t}-\Delta\right)(f \eta) \leq \varphi^{-1}\left(f-2 \alpha_{n} f^{2}\right) \cdot \eta-2 \nabla \eta \nabla f+f \cdot C(n) \tilde{C} R^{2}
$$

from (5.6) using the curvature bound. Rewriting the second term and applying (5.5)

$$
-2 \nabla \eta \nabla f=-2 \eta^{-1} \nabla \eta \nabla(\eta f)+2 \eta^{-1}|\nabla \eta|^{2} f \leq-2 \eta^{-1} \nabla \eta \nabla(\eta f)+8 R^{2} f
$$

we find

$$
\begin{aligned}
\left(\partial_{t}-\Delta\right)(f \eta) \leq & -2 \alpha_{n} \varphi^{-1} f^{2} \eta+\varphi^{-1} f \eta-2 \eta^{-1} \nabla \eta \nabla(f \eta) \\
& +C(n) \tilde{C} R^{2} \cdot f+8 R^{2} \cdot f
\end{aligned}
$$

Fix $\tau \in[0, T)$. Since $\varphi(0)=0, \eta_{\mid \partial B_{R}^{t}\left(x_{0}\right)}=0$ for all $t \in[0, \tau]$ and $f \eta \geq 0$, the first maximum point $\left(t^{*}, x^{*}\right)$ of $f \eta$ in the compact set $B\left(\tau, x_{0}, R\right)$ must be an interior point. Consequently,

$$
\partial_{t}(f \eta) \geq 0, \quad \Delta(f \eta) \leq 0, \quad \nabla(f \eta)=0
$$

holds at $\left(t^{*}, x^{*}\right)$ and we obtain, assuming $\tilde{C} \geq 1$ :

$$
2 \alpha_{n} \varphi^{-1} f^{2} \eta \leq \varphi^{-1} f \eta+C(n) \tilde{C} R^{2} \cdot f
$$

Using (5.3) on the right hand side and multiplying by $\varphi \eta$, we find
(5.13) $2 \alpha_{n} f^{2} \eta^{2} \leq f \eta \cdot R^{4}+C(n) \tilde{C} R^{2} \varphi \cdot f \eta \leq\left(2 \alpha_{n}-1\right) f^{2} \eta^{2}+C(n) \tilde{C}^{2} R^{8}$
due to Young's inequality and (5.2). Since $\left(t^{*}, x^{*}\right)$ was a maximum point, we get

$$
\sup _{B\left(\tau, x_{0}, R\right)} f \eta \leq C(n) \tilde{C} R^{4}
$$

The estimate (5.4) for $\eta^{-1}$ together with (5.13) implies that for any $\theta \in[0,1)$

$$
\sup _{x \in B_{\theta R}^{+}\left(x_{0}\right)}|d u|^{2}(t, x) \leq C(n)(1-\theta)^{-2} \tilde{C} \varphi^{-1}
$$

holds, proving the lemma for all $0<t<T$. Since the estimate is uniform on $[T / 2, T)$, it also holds for $t=T$, completing the proof of Lemma 5.11.
We estimate the derivatives of $\Phi$ where $\Phi$ is defined as in (5.10), giving an explicit dependence of the result on the initial curvature bound. This constitutes a regularity theory for the solutions of (3.1) in the sense that solutions with bounded curvature are always smooth.

Theorem 5.12. Let $(\Sigma, \tilde{g})$ be complete. Let $(g, u)(t)$ be a solution to (3.1) on $[0, T) \times \Sigma$ satisfying

$$
\begin{equation*}
\sup _{B\left(T, x_{0}, R\right)} R^{4}|R m|^{2} \leq \tilde{C}^{2} \tag{5.14}
\end{equation*}
$$

for some radius $R>0$ and some point $x_{0} \in \Sigma$. Then the derivatives of $\Phi$ satisfy for all $m \geq 0$ and for all $t \in(0, T]$ the estimates

$$
\sup _{x \in B_{R / 2}^{t}\left(x_{0}\right)}\left|\nabla^{m} \Phi\right|^{2}(t, x) \leq C(n, m) \tilde{C}^{m+2}\left(\frac{1}{R^{2}}+\frac{1}{t}\right)^{m+2}
$$

where $C=C(n, m)$ is a constant depending only on $n$ and $m$.

Proof. The proof is an induction argument, using similar techniques as in the proof of Lemma 5.11. The curvature bound (5.14) together with Lemma 5.11 provides the estimate

$$
\sup _{B\left(T, x_{0}, \theta_{-1} R\right)} \varphi|d u|^{2} \leq C \tilde{C}
$$

for $\theta_{-1}:=\frac{5}{6}$. Similarly, we estimate $\nabla^{2} u$ using $\varphi|R m| \leq R^{2}|R m|$ in combination with (5.14). See [15, Proposition 6.14] for details. Setting $\theta_{0}:=\frac{3}{4}$, we therefore find that

$$
\begin{aligned}
\sup _{B\left(T, x_{0}, \theta_{0} R\right)} \varphi^{2}|\Phi|^{2} & =\sup _{B\left(T, x_{0}, \theta_{0} R\right)} \varphi^{2}\left(|R m|^{2}+\left|\nabla^{2} u\right|^{2}\right) \\
& \leq \tilde{C}^{2}\left(1+C\left(1-\theta_{0}\right)^{-2}\right) \leq C \tilde{C}^{2}
\end{aligned}
$$

holds, where $C$ depends only on $n$. This proves the theorem in the case where $m=0$. Denote in the following by $C$ a constant depending only on $n$ and $m$ which can change its value from line to line. In the induction step, we assume that

$$
\begin{equation*}
\sup _{x \in B_{\theta_{s} R}^{t}\left(x_{0}\right)} \varphi^{s+2}\left|\nabla^{s} \Phi\right|^{2}(t, x) \leq C\left(1-\theta_{s}\right)^{-2} \tilde{C}^{s+2} \leq C \tilde{C}^{s+2} \tag{5.15}
\end{equation*}
$$

holds for all $t \in(0, T]$ and all $0 \leq s \leq m$. The choice of $\theta_{s}:=\frac{1}{2}+\frac{1}{s+4}$ guarantees $\frac{1}{2}<\theta_{s}<1$ for all $s$ and $\theta_{i}>\theta_{j}$ for all $i<j$. We assume without loss of generality that $\tilde{C} \geq 1$ in the following. To prove the estimate for $s=m+1$, we define a test function

$$
f(t, x):=\varphi^{m+3}(t)\left|\nabla^{m+1} \Phi\right|^{2}(t, x)\left(\lambda+\varphi^{m+2}(t)\left|\nabla^{m} \Phi\right|^{2}(t, x)\right)
$$

where $\lambda$ is constant and will be chosen later. The evolution of $f$ is given by

$$
\begin{align*}
\left(\partial_{t}-\Delta\right) f= & \left(\partial_{t}-\Delta\right)\left(\varphi^{m+3}\left|\nabla^{m+1} \Phi\right|^{2}\right) \cdot\left(\lambda+\varphi^{m+2}\left|\nabla^{m} \Phi\right|^{2}\right) \\
& +\varphi^{m+3}\left|\nabla^{m+1} \Phi\right|^{2} \cdot\left(\partial_{t}-\Delta\right)\left(\varphi^{m+2}\left|\nabla^{m} \Phi\right|^{2}\right)  \tag{5.16}\\
& -2 \varphi^{m+3} \nabla\left|\nabla^{m+1} \Phi\right|^{2} \varphi^{m+2} \nabla\left|\nabla^{m} \Phi\right|^{2}
\end{align*}
$$

We estimate the individual terms on $B_{\theta_{m} R}^{t}\left(x_{0}\right)$, using the estimate for the derivatives of $\Phi$ from Lemma 5.8 and the evolution equation for $\varphi$ (5.1).

Pairing the correct powers of $\varphi$ with the derivatives of $\Phi$ such that the product is scaling invariant and applying the induction hypotheses (5.15)
and Young's inequality, we find for the first term:

$$
\begin{aligned}
\left(\partial_{t}-\Delta\right) \varphi^{m+3}\left|\nabla^{m+1} \Phi\right|^{2} \leq & -2 \varphi^{m+3}\left|\nabla^{m+2} \Phi\right|^{2}+C \tilde{C} \varphi^{-1} \cdot \varphi^{m+3}\left|\nabla^{m+1} \Phi\right|^{2} \\
& +C \tilde{C}^{m+4} \varphi^{-1}
\end{aligned}
$$

The second term in (5.16) can be estimated analogously:

$$
\begin{aligned}
& \left(\partial_{t}-\Delta\right)\left(\lambda+\varphi^{m+2}\left|\nabla^{m} \Phi\right|^{2}\right) \cdot \varphi^{m+3}\left|\nabla^{m+1} \Phi\right|^{2} \\
& \quad \leq-\frac{3}{2} \varphi^{2 m+5}\left|\nabla^{m+1} \Phi\right|^{4}+C \varphi^{-1} \tilde{C} f+C \varphi^{-1} \tilde{C}^{2(m+3)}
\end{aligned}
$$

The cross term in (5.16) is controlled using the Katos inequality as follows:

$$
\begin{aligned}
&- 2 \varphi^{m+3} \nabla\left|\nabla^{m+1} \Phi\right|^{2} \varphi^{m+2} \nabla\left|\nabla^{m} \Phi\right|^{2} \\
& \leq \varphi^{m+3}\left(2\left|\nabla^{m+2} \Phi\right|\left(\lambda+\varphi^{m+2}\left|\nabla^{m} \Phi\right|^{2}\right)^{1 / 2}\right) \\
& \quad \cdot\left(\left(\lambda+\varphi^{m+2}\left|\nabla^{m} \Phi\right|^{2}\right)^{-1 / 2} \cdot 4 \varphi^{m+2}\left|\nabla^{m} \Phi\right|\left|\nabla^{m+1} \Phi\right|^{2}\right) \\
& \leq 2 \varphi^{m+3}\left|\nabla^{m+2} \Phi\right|^{2}\left(\lambda+\varphi^{m+2}\left|\nabla^{m} \Phi\right|^{2}\right) \\
&+\frac{8 \varphi^{m+2}\left|\nabla^{m} \Phi\right|^{2}}{\lambda+\varphi^{m+2}\left|\nabla^{m} \Phi\right|^{2}} \cdot \varphi^{2 m+5}\left|\nabla^{m+1} \Phi\right|^{4}
\end{aligned}
$$

Altogether the evolution (5.16) of $f$ comes down to

$$
\begin{aligned}
\left(\partial_{t}-\Delta\right) f \leq & \varphi^{2 m+5}\left|\nabla^{m+1} \Phi\right|^{4}\left(\frac{8 \varphi^{m+2}\left|\nabla^{m} \Phi\right|^{2}}{\lambda+\varphi^{m+2}\left|\nabla^{m} \Phi\right|^{2}}-\frac{3}{2}\right)+C \tilde{C} \varphi^{-1} f \\
& +C \varphi^{-1} \tilde{C}^{m+4}\left(\lambda+\varphi^{m+2}\left|\nabla^{m} \Phi\right|^{2}\right)+C \varphi^{-1} \tilde{C}^{2(m+3)}
\end{aligned}
$$

We choose $\lambda:=7 \tilde{C}^{m+2} \geq 7 \varphi^{m+2}\left|\nabla^{m} \Psi\right|^{2} \geq 1$ and compute

$$
\frac{8 \varphi^{m+2}\left|\nabla^{m+2} \Phi\right|^{2}}{\lambda+\varphi^{m+2}\left|\nabla^{m} \Phi\right|^{2}}-\frac{3}{2} \leq-\frac{1}{2} \quad \text { and } \quad\left(\lambda+\varphi^{m+2}\left|\nabla^{m} \Phi\right|^{2}\right) \leq 8 \tilde{C}^{m+2}
$$

Then the first term can be completed to $f^{2}$ and we conclude again applying Young's inequality:

$$
\left(\partial_{t}-\Delta\right) f \leq-\frac{1}{256} \tilde{C}^{-2(m+2)} \varphi^{-1} f^{2}+C \tilde{C}^{2(m+3)} \varphi^{-1}
$$

To localize this estimate, we multiply $f$ by $\eta$ from Lemma 5.5 and get on the ball $B_{\theta_{m} R}^{t}\left(x_{0}\right)$ :

$$
\begin{aligned}
\left(\partial_{t}-\Delta\right)(f \eta) \leq & -\frac{1}{256} \tilde{C}^{-2(m+2)} \varphi^{-1} f^{2} \eta+C \tilde{C}^{2(m+3)} \varphi^{-1} \eta-2 \eta^{-1} \nabla \eta \nabla(\eta f) \\
& +C(1+\tilde{C}) R^{2} \cdot f
\end{aligned}
$$

where we used the evolution equation (5.6) for $\eta$. Fix $\tau \in[0, T)$. At the first maximum point $\left(t^{*}, x^{*}\right)$ in $B\left(\tau, x_{0}, \theta_{m}\right)$, we get (similarly to the proof of Lemma 5.11 ) with $\tilde{C} \geq 1$ that

$$
0 \leq-\frac{1}{256} \tilde{C}^{-2(m+2)} \varphi^{-1} f^{2} \eta+C \tilde{C}^{2(m+3)} \varphi^{-1} \eta+C \tilde{C} R^{2} f
$$

This can be simplified using $\eta^{-1} \leq\left(1-\theta_{m+1}\right)^{-2} R^{-4} \leq C R^{-4}$ on $B_{\theta_{m+1} R}^{t}\left(x_{0}\right)$ from (5.4) to

$$
\begin{aligned}
\left|\nabla^{m+1} \Phi\right|^{2} & \leq C \tilde{C}^{2 m+5}\left(\lambda+\varphi^{m+2}\left|\nabla^{m} \Phi\right|^{2}\right)^{-1} \varphi^{-(m+3)} \\
& \leq C \tilde{C}^{2 m+5}\left(7 \tilde{C}^{m+2}\right)^{-1} \varphi^{-(m+3)}
\end{aligned}
$$

for all $(t, x) \in B\left(\tau, x_{0}, \theta_{m+1} R\right)$ because $\left(t^{*}, x^{*}\right)$ was maximal in $B\left(\tau, x_{0}\right.$, $\left.\theta_{m} R\right)$. Since $\tau \in[0, T)$ is arbitrary, this estimate is uniform on $\left[\frac{T}{2}, T\right)$ and therefore also valid for $t=T$. This proves the induction step, and since $\theta_{m}>\frac{1}{2}$ for all $m \geq 0$, it also proves the theorem.

Other versions of the theorem are given in $[15, \S 6.3]$. We use the interior estimates to prove a characterization of long time existence for solutions of (3.1). To this end, we first deduce some general properties for solutions on compact manifolds.

Proposition 5.13. Let $(g, u)(t)$ be a solution to (3.1) on $[0, T) \times M$. Then there is a constant $c=c(n)$ such that we get for all $0 \leq t \leq \min \{T, c / K(0)\}$ where $K(t):=\sup _{x \in M}|R m|(t, x)$ :

$$
K(t) \leq 2 K(0)
$$

Proof. We examine the evolution equation (3.7):

$$
\partial_{t}|R m|^{2} \leq \Delta|R m|^{2}+C|R m|^{3}+C\left|R m \| \nabla^{2} u\right|^{2}+C|d u|^{2}|R m|^{2}
$$

$K(t)$ is Lipschitz continuous and its derivative (in the sense of difference quotients) satisfies

$$
\frac{d}{d t} K(t)^{2} \leq C K(t)^{3}
$$

since we have $|d u|^{2}(t) \leq C K(t)$ from Lemma 5.11 and $\left|\nabla^{2} u\right|^{2}(t) \leq C K^{2}(t)$ from Theorem 5.12 where $C$ depends only on $n$. Solving the associated
ordinary differential equation, we find

$$
K(t) \leq\left(\frac{1}{K(0)}-\frac{C}{2} t\right)^{-1}
$$

for $t<\frac{2}{C K(0)}$. Taking $c=1 / C$ yields the claim.
Corollary 5.14. Let $(g, u)(t)$ be a solution to $(3.1)$ on $[0, T) \times M$ where $T$ is the maximal time of existence. Define $k_{0}:=\max _{x \in M}|R m|^{2}(0, x)$. Then there is $c=c(n)$ such that $T>c / \sqrt{k_{0}}$.

Proof. From Proposition 5.13 we know that the solution has bounded curvature on $\left[0, c / \sqrt{k_{0}}\right]$. This implies the smoothness of $(g, u)(t)$ up to that time using Theorem 5.12.

The necessary and sufficient condition for long time existence of solutions on a closed manifold $M$ is given as follows:

Theorem 5.15. Let $(g, u)(t)$ be a solution to (3.1) on $[0, T) \times M$ for closed $M$ with initial data $(\tilde{g}, \tilde{u})$. Assume that $T<\infty$ is maximally chosen such that the solution cannot be extended beyond $T$. Then the curvature of $g(t)$ has to become unbounded for $t \rightarrow T$ in the sense that

$$
\lim _{t \nearrow T}\left[\sup _{x \in M}|R m|^{2}(t, x)\right]=\infty
$$

Proof. We show first that $\limsup _{t \not \lambda_{T}}\left[\sup _{x \in M}|R m|^{2}(t, x)\right]=\infty$ and suppose to the contrary that the curvature stays bounded on $[0, T]$, say $|R m|^{2} \leq k_{0}$. Inequality (5.7) implies $|R m|+|d u|^{2} \leq \tilde{C}$ on $[0, T] \times M$. In addition, we know from Theorem 5.12 that the solution is smooth on $[0, T]$. In particular, we can take a smooth limit for $t \rightarrow T$. Taking $(g, u)(T)$ as initial data, the short time existence result provides a solution on a time interval $[T, T+\delta)$. This solution extends the original one smoothly beyond $T$ since the bounds in Theorem 5.12 imply bounds also for all time derivatives of $g(T)$. This contradicts the choice of $T$. The limits superior can be replaced by a proper limit similar to [22, Theorem 6.45] using Proposition 5.13.

## 6. The monotonicity formula

Since the entropy $E$ is not sufficient for all our purposes, we replace it by a scaling invariant integral. To this end, we introduce an explicit scale
parameter $\tau$ as it is done in $[6, \S 3]$. One can think of $\tau$ as time measured backwards from some fixed time. We define the entropy $W$ as

$$
W(g, u, f, \tau):=\int_{M}\left[\tau\left(S+|d f|^{2}\right)+f-n\right](4 \pi \tau)^{-n / 2} e^{-f} d V
$$

for a positive real number $\tau$. It is straightforward to see that $W$ is invariant under diffeomorphisms and scaling invariant for all constants $\alpha>0$ in the following sense:

$$
W(\alpha g, u, f, \alpha \tau)=W(g, u, f, \tau)
$$

A calculation as before yields the variation

$$
\begin{aligned}
\delta W & {[g, u, f, \tau](v, w, h, \sigma) } \\
= & \int_{M} v_{i j} \cdot\left\{-\tau S_{i j}-\tau \nabla_{i} \nabla_{j} f\right\}+4 \alpha_{n} w \cdot\left\{\frac{\tau}{2} \Delta u-\frac{\tau}{2}\langle d u, d f\rangle\right\} d m \\
& +\int_{M}\left[\left(\frac{\operatorname{tr} v}{2}-h\right) \cdot\left\{2 \tau \Delta f-2 \tau|d f|^{2}\right\}+h+\sigma \cdot\left\{S+|d f|^{2}\right\}\right] d m \\
& +\int_{M}\left(\frac{\operatorname{tr} v}{2}-h-\frac{n \sigma}{2 \tau}\right)\left[\tau\left(S+|d f|^{2}\right)+f-n\right] d m
\end{aligned}
$$

Since we think of $\tau$ as backward time, we set $\sigma \equiv-1$. As before we choose the variation of $f$ such that the measure is kept fixed:

$$
h:=\frac{\operatorname{tr} v}{2}+\frac{n}{2 \tau} \Rightarrow \frac{\operatorname{tr} v}{2}-h+\frac{n}{2 \tau}=0
$$

Fix $f$ and choose $h$ as above. In the same way fix $\tau$ and choose $\sigma$ as above. Considering $W$ as a functional of $g$ and $u$ alone, we finally get:

$$
\begin{align*}
& \delta W {[g, u, f, \tau](v, w) } \\
&= \int_{M} v_{i j} \cdot\left\{-\tau S_{i j}-\tau \nabla_{i} \nabla_{j} f\right\}+w \cdot 2 \alpha_{n} \tau\{\Delta u-\langle d u, d f\rangle\} d m \\
& \quad+\int_{M}[\tau \cdot \frac{n}{2 \tau} \underbrace{\left(2|d f|^{2}-2 \Delta f\right)}_{=0}+h-S-\underbrace{|d f|^{2}}_{=\Delta f}] d m . \tag{6.1}
\end{align*}
$$

Since the following identity is valid on closed $M$

$$
0=(4 \pi \tau)^{-n / 2} \int_{M} \Delta e^{-f} d V=\int_{M}\left(|d f|^{2}-\Delta f\right)(4 \pi \tau)^{-n / 2} e^{-f} d V
$$

we can cancel one term in (6.1) and replace $|d f|^{2}$ by $\Delta f$ in the other. If we deform $W$ along the variation given by the evolution equations

$$
\begin{align*}
& v:=\partial_{t} g:=-2 S y-2 \nabla^{2} f, \\
& w:=\partial_{t} u:=\Delta u-\langle d u, d f\rangle, \\
& h:=\partial_{t} f:=\frac{\operatorname{tr} v}{2}+\frac{n}{2 \tau}=-\Delta f-S+\frac{n}{2 \tau},  \tag{6.2}\\
& \sigma:=\partial_{t} \tau:=-1,
\end{align*}
$$

we calculate that

$$
\begin{aligned}
& \partial_{t} W(g, u, f, \tau)(t) \\
& \quad=\int_{M}\left[2 \tau\left|S y+\nabla^{2} f\right|^{2}+2 \alpha_{n} \tau|\Delta u-\langle d u, d f\rangle|^{2}-2 \Delta f-2 S+\frac{n}{2 \tau}\right] d m
\end{aligned}
$$

Since

$$
2 \tau\left|S y+\nabla^{2} f-\frac{1}{2 \tau} g\right|^{2}=2 \tau\left|S y+\nabla^{2} f\right|^{2}+2 \tau\left(\frac{n}{4 \tau^{2}}-\frac{1}{\tau} S-\frac{1}{\tau} \Delta f\right)
$$

everything comes together to the following result:
Theorem 6.1. Let $M$ be a closed Riemannian manifold and $(g, u, f, \tau)(t)$ a solution on $[0, T) \times M$ of the evolution equations

$$
\begin{aligned}
\partial_{t} g & =-2 S y \\
\partial_{t} u & =\Delta u \\
\partial_{t} f & =-\Delta f+|\nabla f|^{2}-S+\frac{n}{2 \tau} \\
\partial_{t} \tau & =-1
\end{aligned}
$$

Then the following monotonicity formula holds:

$$
\begin{equation*}
\partial_{t} W(t)=\int_{M}\left[2 \tau\left|S y+\nabla^{2} f-\frac{1}{2 \tau} g\right|^{2}+2 \alpha_{n} \tau|\Delta u-d u(\nabla f)|^{2}\right] d m \geq 0 \tag{6.3}
\end{equation*}
$$

In particular, the entropy $W$ is nondecreasing. Equality holds if and only if $(g, u, f, \tau)(t)$ satisfies

$$
S y+\nabla^{2} f-\frac{1}{2 \tau} g=0 \quad \text { and } \quad \Delta u-d u(\nabla f)=0
$$

Such a solution is called a homothetic shrinking gradient soliton.

Proof. We apply the diffeomorphisms generated by $\nabla f(t)$ to the system (6.2) in the same way as we did for (3.3). The result follows considering that $W$ is invariant under diffeomorphisms. More details are given in $[15, \S 4]$.

Remark 6.2. Note that the theorem is still true for a complete noncompact manifold $\Sigma$ as long as the integrations by parts can be justified. This is possible for example by imposing decay conditions on $(g, u, f)$.

We derive a useful quantity from $W$.
Definition 6.3. Let $(g, u, \tau) \in \mathcal{M}(M) \times C^{\infty}(M) \times \mathbb{R}^{+}$be given. Then we define:

$$
\mu:=\mu(g, u, \tau):=\inf _{f \in C^{\infty}(M)}\left\{W(g, u, f, \tau): \int_{M}(4 \pi \tau)^{-n / 2} e^{-f} d V=1\right\}
$$

Proposition 6.4. Let $M$ be closed and connected. Then $\mu$ is attained by a smooth function $\bar{f} \in C^{\infty}(M)$ satisfying the normalization constraint.

Proof. We adapt the method from [23] to our situation and refer to the proof of [15, Proposition 5.8] for the technical details.

Remark 6.5. $W$ is still bounded below on complete $\Sigma$, but a weakly convergent minimizing sequence in $W^{1,2}$ need not converge strongly in any $L^{p}$ space, i.e., the support of the functions in the sequence could become infinite or move out to infinity. It should be possible to find a contradiction to this scenario on asymptotically flat manifolds. A noncollapsing result analogous to Theorem 7.2 would then follow immediately.

Lemma 6.6. Suppose $(g, u)(t)$ is a solution to (3.1) on $[0, T) \times M$ where $M$ is closed. Fix a $\bar{\tau} \in[0, T)$ and define $\tau(t):=\bar{\tau}-t$. Then $\mu(g, u, \tau)(t)$ is nondecreasing in $t$. If $\frac{d}{d t} \mu(t)=0$, the solution is a gradient shrinking soliton.

Proof. Fix $t_{0}$ and let $\bar{f}$ be a minimizer for $\mu$ at time $t_{0}$. Solving $\partial_{t} f=$ $-\Delta f-S+\frac{n}{2 \tau}$ backwards in time with initial data $\bar{f}$ at $t_{0}$, we conclude from (6.3) for all $t<t_{0}$ that

$$
\mu(t) \leq W(g, u, f, \tau)(t) \leq W\left(g\left(t_{0}\right), u\left(t_{0}\right), \bar{f}, \tau(0)\right)=\mu\left(t_{0}\right)
$$

Therefore, $\mu(t)$ is nondecreasing in time. The equality case follows from the equality case for $W$.

We use the monotonicity formula to prove bounds on the injectivity radius of a solution. Another application, which is motivated by Perelman [7], is the proof of nonexistence of periodic solutions, so-called breathers. We just state the result and skip the details.

Theorem 6.7. Let $(g, u)(t)$ be a steady/expanding/shrinking breather on a closed manifold $M$. Then it necessarily is a steady/expanding/shrinking gradient soliton. In the steady case, $(M, g)$ is Ricci-flat and $u$ is constant. In the expanding case, $(M, g)$ is Einstein and $u$ is constant.

Proof. The complete proof is given in [15, §5].

## 7. Finite-time singularities

In general, solutions will only exist for a certain finite time due to curvature blowup. To be able to study singularity formation, it is absolutely crucial to keep control on the injectivity radius when rescaling the solution.

Definition 7.1. A solution $(g, u)(t)$ is locally collapsing at $T$, if there are sequences of times $\left(t_{k}\right), t_{k} \rightarrow T$ and balls $\left(B_{k}\right):=\left(B_{r_{k}}\left(p_{k}\right)\right)$ at time $t_{k}$ such that $r_{k}^{2} / t_{k}$ is bounded, the curvature satisfies $|R m|\left(t_{k}\right) \leq r_{k}^{-2}$ on $B_{k}$, and the volume decreases like $r_{k}^{-n} \operatorname{vol}\left(B_{k}\right) \rightarrow 0$.

Inspired by Perelman's construction [7, §4], we prove:
Theorem 7.2. Suppose $M$ is closed and $T<\infty$. Then a solution $(g, u)(t)$ of (3.1) on $[0, T)$ is noncollapsed on $[0, T] \times M$.

Proof. Assume to the contrary the existence of sequences $\left(t_{k}\right)$ and $\left(B_{k}\right)$ as above. Setting $\phi:=e^{-f / 2}$, we realize that $\mu(g, u, \tau)(t)$ is the infimum of

$$
\begin{equation*}
\tilde{W}(g, u, w, \tau):=\int_{M}\left[\tau\left(4|d \phi|^{2}+S \phi^{2}\right)-\phi^{2} \ln \phi^{2}-n \phi^{2}\right](4 \pi \tau)^{-n / 2} d V \tag{7.1}
\end{equation*}
$$ given the constraint

$$
\begin{equation*}
\int_{M} \phi^{2}(4 \pi \tau)^{-n / 2} d V=1 \tag{7.2}
\end{equation*}
$$

Set $\tau(t):=\left(t_{k}+r_{k}^{2}\right)-t$ and define a test function $\phi_{k}(x):=e^{C_{k}} \xi\left(r_{k}^{-1}\right.$ $\left.d\left(x, p_{k}\right)\right)$ at time $t_{k}$ where $\xi \in C^{\infty}\left(\mathbb{R}^{+}\right)$satisfies $\xi \equiv 1$ on $\left[0, \frac{1}{2}\right], \xi \searrow$ on $\left[\frac{1}{2}, 1\right]$ and $\xi \equiv 0$ on $[0, \infty)$. Choose $C_{k}$ such that the normalization condition (7.2)
for $\phi_{k}$ is satisfied. Noting that $\phi_{k}$ vanishes outside $B_{k}$ and that $\tau\left(t_{k}\right)=r_{k}^{2}$, we compute

$$
(4 \pi)^{n / 2}=r_{k}^{-n} \int_{M} \phi_{k}^{2} d V=e^{2 C_{k}} r_{k}^{-n} \int_{B_{k}} \xi^{2} d V \leq e^{2 C_{k}} \underbrace{r_{k}^{-n} \operatorname{vol}\left(B_{k}\right)}_{\longrightarrow 0}
$$

which forces $C_{k} \rightarrow+\infty$ for $k \rightarrow \infty$. We insert $\phi_{k}$ and $r_{k}^{2}$ into (7.1) and get

$$
\begin{align*}
\tilde{W}\left(g, u, \phi_{k}, r_{k}^{2}\right)= & \left.(4 \pi)^{-n / 2} r_{k}^{-n} e^{2 C_{k}} \int_{B_{k}} 4 r_{k}^{2}\left|\xi^{\prime}\right|^{2} \cdot\left(r_{k}^{-2}|\nabla d|^{2}\right)-2 \xi^{2} \ln \xi\right) d V  \tag{7.3}\\
& +r_{k}^{2} \int_{B_{k}} S \phi_{k}^{2}(4 \pi)^{-n / 2} r_{k}^{-n} d V-n-2 C_{k} \\
\leq & (4 \pi)^{-n / 2} r_{k}^{-n} e^{2 C_{k}} \int_{B_{k}}\left(4\left|\xi^{\prime}\right|^{2}-2 \xi^{2} \ln \xi\right) d V \\
& +r_{k}^{2} \max _{B_{k}} S-n-2 C_{k}
\end{align*}
$$

Set $V(r):=\operatorname{vol}\left(B_{r_{k}}\left(p_{k}\right)\right)$. Using the curvature bound $R c \geq-(n-1) C^{2} r_{k}^{-2}$ on $B_{k}$, we can compare $V(r)$ with the volume $\tilde{V}(r)$ of the ball in the model space of negative constant sectional curvature. The Bishop Volume Comparison Theorem [20, Theorem 1.3] implies that

$$
V\left(r_{k}\right)-V\left(r_{k} / 2\right) \leq\left(C^{\prime}-1\right) V\left(r_{k} / 2\right)
$$

Since $\xi \equiv 1$ on $B_{r_{k} / 2}\left(p_{k}\right)$, this allows us to estimate

$$
\begin{aligned}
\int_{B_{k}}\left(4\left|\xi^{\prime}\right|^{2}-2 \xi^{2} \ln \xi\right) d V & \leq\left.\max _{r_{k} / 2 \leq d\left(p_{k}, x\right) \leq r_{k}}|4| \xi^{\prime}\right|^{2}-2 \xi^{2} \ln \xi \mid \cdot\left[V\left(r_{k}\right)-V\left(r_{k} / 2\right)\right] \\
& \leq C \cdot V\left(r_{k} / 2\right) \leq C \int_{B_{k}} \xi^{2} d V=C(4 \pi)^{n / 2} r_{k}^{n} e^{-2 C_{k}}
\end{aligned}
$$

Plugging this into (7.3), we conclude for a constant $\tilde{C}$ independent of $k$ :

$$
\begin{aligned}
\tilde{W}\left(g, u, \phi_{k}, r_{k}^{2}\right) & \leq C+r_{k}^{2} \max _{B_{k}}\left(R-2|d u|^{2}\right)-n-2 C_{k} \\
& \leq C+r_{k}^{2} \max _{B_{k}} R-2 C_{k} \\
& \leq \tilde{C}-2 C_{k} \xrightarrow{k \rightarrow \infty}-\infty
\end{aligned}
$$

where we estimated $\max R \leq n^{2} \cdot r_{k}^{-2}$ by the initial bound on $R m$. Choosing $\tau(t)=\left(t_{k}+r_{k}^{2}\right)-t$, the monotonicity of $\mu$ from Lemma 6.6 shows for
$k \rightarrow \infty:$
$\mu\left(g(0), u(0), t_{k}+r_{k}^{2}\right) \leq \mu\left(g\left(t_{k}\right), u\left(t_{k}\right), r_{k}^{2}\right) \leq \tilde{W}\left(g\left(t_{k}\right), u\left(t_{k}\right), \phi_{k}, r_{k}^{2}\right) \longrightarrow-\infty$.

But $\mu(0)>-\infty$ since $g(0)$ and $u(0)$ are fixed and smooth and $t_{k}+r_{k}^{2}$ is bounded.

The notion of noncollapse can be made more precise:

Definition 7.3. A metric $g$ is said to be $\kappa$-noncollapsed on the scale $\rho$, if every metric ball $B_{r}\left(x_{0}\right)$ of radius $r<\rho$ such that $\sup _{x \in B_{r}\left(x_{0}\right)}|R m| \leq r^{-2}$ has volume at least $\kappa r^{n}$.

Thus Theorem 7.2 implies on closed $M$ that $g(t)$ is $\kappa$-noncollapsed on the scale $\sqrt{T}$ for all $t \in[0, T)$ and some $\kappa$ depending only on $n, \sup _{M}|\tilde{R} m|_{0}$, $\operatorname{inj}(\tilde{g})$, and $T$. Note that control on the volume of small balls is sufficient for a lower bound on the injectivity radius of $M$ [24, Theorem 4.7] and [15, Proposition 7.7].

To be able to speak of compactness for solutions to (3.1), we need to define convergence for sequences of such solutions:

Definition 7.4. Let $\left(g_{k}, u_{k}\right)(t)$ be a family of solutions to (3.1) on $\left[T_{A}, T_{O}\right) \times \Sigma_{k}$ where $\Sigma_{k}$ is complete. Let $x_{k}$ be a base point in $\Sigma_{k}$. Furthermore, let $\Sigma_{\infty}$ be a complete Riemannian manifold, $\left(g_{\infty}, u_{\infty}\right)(t)$ a solution to (3.1), and $x_{\infty} \in \Sigma_{\infty}$ be a base point. Then the sequence $\left(\Sigma_{k},\left(g_{k}, u_{k}\right)(t), x_{k}\right)$ converges to $\left(\Sigma_{\infty},\left(g_{\infty}, u_{\infty}\right)(t), x_{\infty}\right)$, if there exists a sequence of open sets $U_{k} \subset \Sigma_{\infty}$ containing $x_{\infty}$, and a sequence of diffeomorphisms $F_{k}: U_{k} \rightarrow V_{k}$ where $V_{k} \subset \Sigma_{k}$ is open, satisfying $F_{k}\left(x_{\infty}\right)=x_{k}$ such that any compact set in $\Sigma_{\infty}$ eventually lies in all $U_{k}$ and the pullbacks $\tilde{g}_{k}(t):=F_{k}^{*} g_{k}(t)$ and $\tilde{u}_{k}(t):=$ $F_{k}^{*} u_{k}(t)$ converge to $\left(g_{\infty}, u_{\infty}\right)(t)$ on every compact subset of $\left(T_{A}, T_{O}\right) \times \Sigma_{\infty}$ uniformly together with all their derivatives.

Using the interior estimates in Theorem 5.12, we can prove compactness of a set of solutions.

Theorem 7.5. Let $T_{A}, T_{O}$ be given such that $-\infty \leq T_{A}<T_{O} \leq \infty$. Fix $t_{0} \in\left(T_{A}, T_{O}\right)$. Let $\left(\Sigma_{k}, g_{k}(t), u_{k}(t), x_{k}\right)$ be a pointed sequence of complete
solutions to (3.1) for $t \in\left[T_{A}, T_{O}\right)$ with

$$
\begin{align*}
& \sup _{\Sigma_{k}}\left|R m_{k}\right|_{g_{k}(t)}(t) \leq C_{0} \quad \forall t \in\left(T_{A}, T_{O}\right), \\
& \sup _{\Sigma_{k}}\left|u_{k}\right|\left(T_{A}\right) \leq C_{0}^{\prime} \tag{7.4}
\end{align*}
$$

where $C_{0}$ and $C_{0}^{\prime}$ are independent of $k$. Assume in addition that $\left(g_{k}, u_{k}\right)\left(t_{0}\right)$ is $\kappa$-noncollapsed for some $\kappa>0$ independent of $k$. Then there exists a subsequence

$$
\left(\Sigma_{k}, g_{k}(t), u_{k}(t), x_{k}\right) \xrightarrow{C^{\infty}}\left(\Sigma_{\infty}, g_{\infty}(t), u_{\infty}(t), x_{\infty}\right),
$$

converging to a complete, $\kappa$-noncollapsed solution of (3.1). All derivatives of the curvature $R m_{\infty}$ and of $u_{\infty}$ are bounded above and there is a lower bound on the injectivity radius of $g_{\infty}$.

We need an auxiliary lemma similar to [4, Lemma 2.4] to get estimates for the solutions $\left(g_{k}, u_{k}\right)(t)$ with respect to the limit metric $g_{\infty}(t)$ using bounds at $t=t_{0}$ and bounds for $g_{k}(t), u_{k}(t)$ with respect to the metrics $g_{k}(t)$.

Lemma 7.6. Let $(\Sigma, g)$ be a Riemannian manifold and $K \subset \Sigma$ be a compact subset. Assume $\left(g_{k}, u_{k}\right)(t)$ is a collection of solutions to (3.1), defined on neighborhoods of $[\alpha, \omega] \times K$ such that $\alpha<0<\omega$. Let $\nabla,|\cdot|$ denote covariant differentiation and length with respect to $g$ and ${ }^{k} \nabla,|\cdot|_{k}$ with respect to $g_{k}$. Furthermore, suppose that at time $t=0$ on $K$ we have the bounds
(a) $c g(X, X) \leq g_{k}(X, X) \leq C g(X, X)$ for all $X \in \mathcal{X}(\Sigma)$,
(b) $\left|\nabla^{p+1} g_{k}\right| \leq \hat{C}_{p+1}, \quad\left|\nabla^{p} u_{k}\right| \leq \hat{C}_{p}^{\prime}$ for all $p \geq 0$,
and in addition
(c) $\sup _{[\alpha, \omega] \times K}\left(\left|{ }^{k} \nabla^{p} R m_{k}\right|_{k}+\left|{ }^{k} \nabla^{p} u_{k}\right|_{k}\right) \leq C_{p}+C_{p}^{\prime}$ for all $p \geq 0$
with constants $c, C, \hat{C}_{p}, \hat{C}_{p}^{\prime}, C_{p}, C_{p}^{\prime}$ independent of $k$. Then the following holds:
(i) $\tilde{c} g(X, X) \leq g_{k}(X, X) \leq \tilde{C} g(X, X)$ on $[\alpha, \omega] \times K$,
(ii) $\sup _{[\alpha, \omega] \times K}\left(\left|\nabla^{p+1} g_{k}\right|+\left|\nabla^{p} u_{k}\right|\right) \leq \tilde{C}_{p+1}+\tilde{C}_{p}^{\prime}$ for all $p \geq 0$
for constants $\tilde{c}, \tilde{C}, \tilde{C}_{p}, \tilde{C}_{p}^{\prime}$ independent of $k, \alpha, \omega$ and $K$.

Proof. From (a) and (c) we obtain the equivalence of the metrics $g_{k}(t)$ to $g_{k}(0)$ and therefore also to $g$ analogously to [4, Lemma 2.4] for constants $\tilde{c}$ and $\tilde{C}$ depending only on $n, C_{0}, \hat{C}_{1}^{\prime}, T$ and $C$. Denote by $Z$ from now on all constants depending only on $\tilde{c}, \tilde{C}$.

The evolution (3.5) of $\Gamma_{k}$ together with (c) yields the estimate:

$$
\left|\partial_{t}\left(\Gamma_{k}-\Gamma\right)\right|_{k} \leq\left.\left. c(n)\right|^{k} \nabla R c_{k}\right|_{k}+\left.\left.c(n)\left|d u_{k}\right|_{k}\right|^{k} \nabla^{2} u_{k}\right|_{k} \leq C_{1}+\hat{C}_{1} \hat{C}_{2}=: A_{1}
$$

for a constant $A_{1}=A_{1}\left(n, C_{1}, \hat{C}_{1}, \hat{C}_{2}\right)$. Since $\nabla g_{k} \simeq \Gamma_{k}-\Gamma \simeq{ }^{k} \nabla-\nabla$, we deduce

$$
\left|\partial_{t} \nabla g_{k}\right| \leq c(n)\left|\partial_{t}\left(\Gamma_{k}-\Gamma\right)\right| \leq c(n) Z\left|\partial_{t}\left(\Gamma_{k}-\Gamma\right)\right|_{k} \leq Z \cdot A_{1}
$$

Using the bounds (b) on $\nabla g_{k}$ at $t=0$, an integration gives

$$
\begin{align*}
\left|\nabla g_{k}\right|(t) & =\left|\nabla g_{k}(0)+\int_{0}^{t} \partial_{\tau} \nabla g_{k}(\tau) d \tau\right| \leq\left|\nabla g_{k}\right|(0)+Z A_{1} T  \tag{7.5}\\
& \leq \hat{C}_{1}+Z A_{1} T=: \tilde{C}_{1}
\end{align*}
$$

Since $u_{k}$ is bounded on $[\alpha, \omega] \times K$ by $(c)$ and $|\cdot|=|\cdot|_{k}$ on functions, we easily obtain

$$
\begin{equation*}
\left|u_{k}\right|(t)=\left|u_{k}\right|_{k}(t) \leq C_{0}=: \tilde{C}_{0}^{\prime} \tag{7.6}
\end{equation*}
$$

Similarly, (c) and (i) yield for the differential

$$
\begin{equation*}
\left|\nabla u_{k}\right|(t)=\left|d u_{k}\right|(t)=\left|{ }^{k} \nabla u_{k}\right|(t) \leq Z \cdot\left|{ }^{k} \nabla u_{k}\right|_{k}(t) \leq Z \cdot C_{1}=: \tilde{C}_{1}^{\prime} \tag{7.7}
\end{equation*}
$$

Since we already have a bound for $\nabla g_{k}$ on $[\alpha, \omega] \times K$, we can estimate $\nabla^{2} u$ at time $t$ as follows:

$$
\partial_{t} \nabla^{2} u_{k}=\nabla^{2} f_{k}=\left(\nabla-{ }^{k} \nabla\right) d f_{k}+{ }^{k} \nabla d f_{k}=\nabla g_{k} *{ }^{k} \nabla f_{k}+{ }^{k} \nabla^{2} f_{k}
$$

where $f_{k}(t):=\Delta^{k} u_{k}(t) \in C^{\infty}\left(\left[T_{A}, T_{O}\right) \times \Sigma\right)$ is just an abbreviation. Therefore, we get

$$
\left|\partial_{t} \nabla^{2} u_{k}\right| \leq\left.\left.\left|\nabla g_{k}\right| Z\right|^{k} \nabla f_{k}\right|_{k}+\left.\left.Z\right|^{k} \nabla^{2} f_{k}\right|_{k} \leq \tilde{C}_{1} Z C(n) C_{3}^{\prime}+Z C(n) C_{4}^{\prime}=: B_{2}
$$

from $(c)$. Using $(b)$, an integration gives for $\tilde{C}_{2}^{\prime}=\tilde{C}_{2}^{\prime}\left(n, \tilde{c}, \tilde{C}, \tilde{C}_{1}, C_{3}^{\prime}, C_{4}^{\prime}, T\right)$ :

$$
\left|\nabla^{2} u_{k}\right|(t) \leq\left|\nabla^{2} u_{k}\right|(0)+\int_{0}^{t}\left|\partial_{\tau} \nabla^{2} u_{k}(\tau)\right| d \tau \leq \hat{C}_{2}^{\prime}+B_{2} T=: \tilde{C}_{2}^{\prime}
$$

Higher derivatives of $\left(g_{k}, u_{k}\right)$ with respect to $g$ can be estimated in pairs $\left(\nabla^{p} g_{k}, \nabla^{p+1} u_{k}\right)[15,8.10]$. The technique is similar for all $p \geq 2$, so we only
state the case $p=2$ as reference. Since $\nabla$ commutes with $\partial_{t}$, we get an expression for $\partial_{t} \nabla^{p} g_{k}$ from the flow equations (3.1):

$$
\begin{aligned}
\partial_{t} \nabla^{2} g_{k} & =\nabla^{2}\left(-2 R c_{k}+2 \alpha_{n} d u_{k} \otimes d u_{k}\right) \\
& =\nabla^{2} R c_{k}+\nabla^{3} u_{k} * d u_{k}+\nabla^{2} u_{k} * \nabla^{2} u_{k}
\end{aligned}
$$

Using ${ }^{k} \nabla-\nabla \simeq \nabla g_{k}$, this can be rewritten in the following way:

$$
\begin{aligned}
\nabla^{2} R c_{k}= & \nabla g_{k} * \nabla g_{k} * R c_{k}+\nabla g_{k} *{ }^{k} \nabla R c_{k}+{ }^{k} \nabla \nabla g_{k} * R c_{k} \\
& +\nabla g_{k} *{ }^{k} \nabla R c_{k}+{ }^{k} \nabla^{2} R c_{k}
\end{aligned}
$$

From the identity ${ }^{k} \nabla \nabla g_{k}=\nabla^{2} g_{k}+\nabla g_{k} * \nabla g_{k}$, we get altogether:

$$
\begin{aligned}
\partial_{t} \nabla^{2} g_{k}= & \nabla^{2} g_{k} * R c_{k}+\nabla^{3} u_{k} * \nabla u_{k}+\nabla g_{k} * \nabla g_{k} * R c_{k}+\nabla g_{k} *{ }^{k} \nabla R c_{k} \\
& +{ }^{k} \nabla^{2} R c_{k}+\nabla^{2} u_{k} * \nabla^{2} u_{k}
\end{aligned}
$$

Therefore, it is necessary to control $\nabla^{3} u_{k}$ to get an estimate for $\nabla^{2} g_{k}$. Keeping this in mind, we estimate using $(c)$ :

$$
\begin{align*}
\left|\partial_{t} \nabla^{2} g_{k}\right| & \leq Z C_{0}\left|\nabla^{2} g_{k}\right|+Z \tilde{C}_{1}^{\prime}\left|\nabla^{3} u_{k}\right|+Z\left\{\tilde{C}_{1}^{2} C_{0}+\tilde{C}_{1} C_{1}+C_{2}+\left(\tilde{C}_{2}^{\prime}\right)^{2}\right\}  \tag{7.8}\\
& \leq A_{1}\left(\left|\nabla^{2} g_{k}\right|+\left|\nabla^{3} u_{k}\right|\right)+A_{2}
\end{align*}
$$

defining $\quad A_{1}:=Z \max \left\{C_{0}, \tilde{C}_{1}^{\prime}\right\} \quad$ and $\quad A_{2}=A_{2}\left(n, \tilde{c}, \tilde{C}, C_{0}, C_{1}, C_{2}, \tilde{C}_{1}, \tilde{C}_{2}^{\prime}\right)$. Doing the same calculation for $\nabla^{3} u_{k}$, we get

$$
\partial_{t} \nabla^{3} u_{k}=\left(\nabla g_{k} * \nabla g_{k}+\nabla^{2} g_{k}+\nabla g_{k} * \nabla g_{k}\right) *{ }^{k} \nabla f_{k}+\nabla g_{k} *{ }^{k} \nabla^{2} f_{k}+{ }^{k} \nabla^{3} f_{k}
$$

This leads to the estimate (again using (c)):

$$
\begin{align*}
\left|\partial_{t} \nabla^{3} u_{k}\right| & \leq Z C(n) C_{3}^{\prime}\left|\nabla^{2} g_{k}\right|+C(n) Z\left\{\tilde{C}_{1}^{2} C_{3}^{\prime}+\tilde{C}_{1} C_{4}^{\prime}+C_{5}^{\prime}\right\}  \tag{7.9}\\
& \leq A_{3}\left|\nabla^{2} g_{k}\right|+A_{4}
\end{align*}
$$

where $A_{3}=A_{3}\left(n, \tilde{c}, \tilde{C}, C_{3}^{\prime}\right)$ and $A_{4}=A_{4}\left(n, \tilde{c}, \tilde{C}, \tilde{C}_{1}, C_{3}^{\prime}, C_{4}^{\prime}, C_{5}^{\prime}\right)$. Putting (7.8) and (7.9) together and realizing that $|\cdot|$ is independent of time, we arrive at

We can use (b) to integrate the equation in time as before and obtain

$$
\begin{equation*}
\left|\nabla^{2} g_{k}\right|(t)+\left|\nabla^{3} u_{k}\right|(t) \leq \tilde{C}_{2}=\tilde{C}_{3}^{\prime} \tag{7.10}
\end{equation*}
$$

Here both constants depend only on $n, \tilde{c}, \tilde{C}, \hat{C}_{2}, \hat{C}_{3}^{\prime}, \tilde{C}_{1}, C_{0}, C_{1}, C_{2}, C_{3}^{\prime}, C_{4}^{\prime}, C_{5}^{\prime}$ and $T$. Together with (7.5), (7.6), (7.7) and the analogs of (7.10) for $p>2$, (ii) follows.

Proof of Theorem 7.5. Assume without loss of generality that $T_{A}, T_{O}<\infty$ and $t_{0}=0$. Let $\left(g_{k}, u_{k}\right)(t)$ be a sequence of solutions on $\left[T_{A}, T_{O}\right) \times \Sigma_{k}$ such that $\left|R m_{k}\right|_{k}^{2}(t) \leq C_{0}$. Then we can bound the injectivity radius $\operatorname{inj}\left(g_{k}(0)\right)>$ $\delta$ at time $t=0$ uniformly in $k$ from the $\kappa$-noncollapsing assumption ( $\kappa$ is also uniform in $k$ ) using [24, Theorem 4.7] and the uniform curvature bound.

The uniform bound $\left|u_{k}\left(T_{A}\right)\right| \leq C_{0}^{\prime}$ from (7.4) implies not only a uniform bound $\left|u_{k}\right| \leq C_{0}^{\prime}$ on $\left[T_{A}, T_{O}\right) \times \Sigma$ from (5.11), but also a uniform bound $\left|d u_{k}\right|_{k}^{2} \leq C_{1}^{\prime}=C_{1}^{\prime}\left(C_{0}, T\right)$, using (5.7). Here $C_{1}^{\prime}$ only depends on $C_{0}^{\prime}$ and $T$. Therefore, we can apply Theorem 5.12 to get the uniform bounds

$$
\begin{equation*}
\sup _{\left(T_{A}, T_{O}\right) \times \Sigma_{k}}\left(\left.\left.\right|^{k} \nabla^{i} R m_{k}\right|_{k}+\left|{ }^{k} \nabla^{i+2} u_{k}\right|_{k}\right) \leq C_{i}=C_{i}\left(n, T, C_{0}, C_{0}^{\prime}\right) \tag{7.11}
\end{equation*}
$$

for all $i \geq 0$, where the $C_{i}$ are constants depending only on the curvature bound $C_{0}$, the initial bound on $u_{k}$ given by $C_{0}^{\prime}, n$ and $T$, but not on $k$.

Using these bounds at $t=0$ and the lower injectivity radius bound, we can apply [2, Theorem 16.1] to get a convergent subsequence of $\left(\Sigma_{k}, g_{k}(0)\right.$, $x_{k}$ ) at time $t=0$ to a limit $\left(\Sigma_{\infty}, G, x_{\infty}\right)$. Note that the convergence is with respect to the limit metric $G$. The pullbacks $\tilde{g}_{k}:=F_{k}^{*} g_{k}(t)$ and $\tilde{u}_{k}:=$ $F_{k}^{*} u_{k}(t)$ are defined for all times $t \in\left(T_{A}, T_{O}\right)$ though. To prove convergence of $g_{k}, u_{k}$ for all $t$, we need uniform estimates for the derivatives of $\tilde{g}_{k}, \tilde{u}_{k}$ on $\left(T_{A}, T_{O}\right) \times \Sigma_{\infty}$. These estimates follow from Lemma 7.6 on all compact subsets $[\alpha, \omega] \times K \subset\left(T_{A}, T_{O}\right) \times \Sigma$. Therefore, we can find a subsequence converging uniformly on every compact subset of $\left(T_{A}, T_{O}\right) \times \Sigma_{\infty}$. The limit $g_{\infty}(t):=\lim _{k \rightarrow \infty} \tilde{g}_{k}(t)$ will agree at time $t=0$ with $G$ since it already converged there by construction. Defining $u_{\infty}(t):=\lim _{k \rightarrow \infty} \tilde{u}_{k}(t)$, we see that $\left(g_{\infty}, u_{\infty}\right)(t)$ is also a solution of (3.1) since the convergence is smooth and taking the limit commutes with all derivatives. Furthermore, it satisfies the same bounds on derivatives and the injectivity radius. If $T_{A}=\infty$ or $T_{O}=\infty$, we apply the theorem for a sequence of times $T_{A_{j}} \rightarrow-\infty$ or $T_{O_{j}} \rightarrow \infty$, respectively, on finite time intervals. A diagonalization argument yields a subsequence converging on the union of these intervals [4, §2].

Due to the noncollapsing result in Theorem 7.2, we can rescale the solution at a singular time. This can be seen as a microscopic view on the solution when approaching the singularity. Then a comparison of the solution near the singular time and close enough to the singular point with the rescaling limit is possible. It is crucial to know what these regions look like to set up the delicate surgery procedures as described in [5] or [7]. We first give some definitions.

Definition 7.7. A solution $(g, u)(t)$ to (3.1) on a complete Riemannian manifold is called ancient, if it exists for all $t \in(-\infty, T]$ up to some time $T \geq 0$.

Definition 7.8. Let $(g, u)(t)$ be a maximal solution to (3.1) on $[0, T) \times \Sigma$ for some $T \in(0, \infty]$. A sequence $\left(t_{k}, x_{k}\right) \subset[0, T) \times \Sigma$ is called an essential blowup sequence, if $t_{i} \rightarrow T$, and there is a constant $C \geq 1$ such that $\sup _{\left[0, t_{k}\right] \times \Sigma}|R m|(t, x) \leq C|R m|\left(t_{k}, x_{k}\right)$.

Theorem 7.9. Let $(g, u)(t)$ be a solution to (3.1) on $[0, T) \times M$ for $M$ closed and $T$ finite. Assume $\left(t_{k}, x_{k}\right)$ is an essential blowup sequence and set $B_{k}:=|R m|\left(t_{k}, x_{k}\right)$. Define the rescalings

$$
g_{k}(s):=B_{k} \cdot g\left(s / B_{k}+t_{k}\right), \quad u_{k}(s):=u\left(s / B_{k}+t_{k}\right)
$$

Then a subsequence of $\left(M, g_{k}(s), u_{k}(s), x_{k}\right)$ converges smoothly on compact subsets of $[0, T) \times M$ to a complete ancient solution $\left(M_{\infty}, g_{\infty}(s), u_{\infty}(s), x_{\infty}\right)$ which is noncollapsed on all scales for some $\kappa>0$. Moreover, $u_{\infty}(s) \equiv$ const and $g_{\infty}(s)$ is a solution to the Ricci Flow.

Proof. We want to apply Theorem 7.5 to the sequence of rescalings ( $M, g_{k}(s)$, $\left.u_{k}(s), x_{k}\right)$. By choice of the scale factor, the rescaled solution exists for $s \in\left[-B_{k} \cdot t_{k}, 0\right]$, and we can compute

$$
\sup _{x \in M}\left|R m_{k}\right|_{g_{k}}(s, x)=B_{k}^{-1} \sup _{x \in M}|R m|\left(s / B_{k}+t_{k}, x\right) \leq B_{k}^{-1} \cdot C B_{k}=C
$$

for all $s \in\left[-B_{k} \cdot t_{k}, 0\right]$ from the scaling behavior of $|R m|$. Since $u$ is controlled using (5.11), we get a uniform bound $\sup \left|u_{k}\right|(s) \leq C^{\prime}$ on $\left[-B_{k}\right.$. $\left.t_{k}, 0\right] \times M$ independent of $k$ since $u \in C^{\infty}(M)$ is scaling invariant. Finally, because $(g, u)(t)$ is defined on a finite time interval and on closed $M$, we know from Theorem 7.2 that it is $\kappa$-noncollapsed on the scale $\sqrt{T}$ for some $\kappa>0$ depending only on the initial data. A short calculation shows that the rescaled solutions $\left(g_{k}, u_{k}\right)(s)$ are also $\kappa$-noncollapsed for the same $\kappa$,
but on larger and larger scales $\rho_{k}:=\sqrt{B_{k} T}$. (Remember that $B_{k} \rightarrow \infty$.) Therefore, we can apply Theorem 7.5 on all time intervals $[-A, 0], A>0$, to conclude the existence of a subsequence converging to a complete solution $\left(M_{\infty}, g_{\infty}(s), u_{\infty}(s), x_{\infty}\right)$. The limit is ancient since $-B_{k} \cdot t_{k} \rightarrow-\infty$ for $k \rightarrow \infty$ and $\kappa$-noncollapsed on all scales since $\rho_{k} \rightarrow \infty$.

It remains to show that the limit is in fact a solution to Ricci Flow. To this end, we will show that $\left|d u_{\infty}\right|_{g_{\infty}}^{2} \equiv 0$. Recall the a priori estimate (5.8) for $|d u|^{2}$ which is valid for all $t \in(0, T)$ :

$$
\sup _{x \in M}|d u|^{2}(t, x) \leq \frac{1}{2 \alpha_{n}} t^{-1}
$$

Since we have $g_{k}:=B_{k} \cdot g$, we get for all $s \in(-\infty, 0]$ and $k$ big enough that

$$
\begin{aligned}
\left|d u_{k}\right|_{g_{k}}^{2}(s) & =\left(g_{k}\right)^{i j} \partial_{i} u_{k} \partial_{j} u_{k}=B_{k}^{-1} \cdot|d u|^{2}\left(s / B_{k}+t_{k}\right) \leq \frac{1}{2 \alpha_{n}} B_{k}^{-1} \cdot \frac{B_{k}}{s+t_{k} B_{k}} \\
& =\frac{1}{2 \alpha_{n}} \cdot \frac{1}{s+t_{k} B_{k}}
\end{aligned}
$$

holds. Passing to the limit $k \rightarrow \infty$ for fixed $s$, we conclude that $\left|d u_{\infty}\right| g_{\infty}(s) \equiv$ 0 . Since $s$ is arbitrary, the system (3.1) reduces to the Ricci Flow equation for $g_{\infty}$ on $(-\infty, 0] \times M_{\infty}$.

The following immediate consequence is proven in [15, Corollary 8.7]:

Corollary 7.10. For every maximal solution $(g, u)(t)$ of the system (3.1) on $[0, T) \times M$ for $T<\infty$ and closed $M$, there is a sequence of dilations such that the limit is a complete, ancient solution to the Ricci flow which is $\kappa$-noncollapsed on all scales for some $\kappa>0$.

Remark 7.11. Although we can always find an essential blowup sequence at a singular time $T$ of a given maximal solution $(g, u)(t)$, we point out that there may be other singularities forming at the same time but with a higher blowup rate. These are called slowly forming singularities. To fully understand the solution at time $T$, one also needs to understand these singularities. In [2, §16] dilation limits at singularities are referred to as singularity models and are classified in two types I and $\mathrm{II}(\mathrm{a})$ for $T<\infty$. Following $[6, \S 11, \S 12]$, we do not make this distinction. Perelman instead uses "ancient $\kappa$-solutions" to study the Ricci flow singularities.

## 8. Asymptotically flat solutions

We consider complete and asymptotically flat manifolds $(\Sigma, \tilde{g}, \tilde{u})$. This extends the usefulness of (3.1) to physical applications, in particular to the study of isolated systems. This class of solutions to the Einstein equations consists of metrics describing the gravitational field of a single body like a star or a black hole. The model for such a solution is an asymptotically flat manifold where the metric satisfies certain decay conditions near infinity. We prove for two definitions of asymptotic flatness that the decay behavior at time $t=0$ is maintained as long as the solution satisfies a supremum bound. However, the following estimate is valid for all solutions satisfying the stated bounds, for example for all solutions given by Theorem 4.1.

Lemma 8.1. Let $(g, u)(t)$ solve (3.1) on $[0, T] \times \Sigma$ with initial data ( $\tilde{g}, \tilde{u})$ such that $|R m|+\left|\nabla^{2} u\right|+|d u|^{2} \leq \sqrt{K}$ on $[0, T] \times \Sigma$. Then for $t \in[0, T]$, any $x_{0} \in \Sigma$ and any $R>0$, the estimate

$$
\sup _{x \in B_{R / 4}^{t}\left(x_{0}\right)}|\Phi|^{2}(t, x) \leq 2 \sup _{x \in B_{R}^{0}\left(x_{0}\right)}|\Phi|_{0}^{2}(0, x) \cdot e^{C \tilde{C} t / R^{2}}
$$

holds, where $\tilde{C}:=\max \left\{R^{2} \cdot \sqrt{K}, 1\right\}$ is a scaling invariant constant and $C$ depends only on $n$.

Proof. The assumptions imply that $R^{2}\left(|\Phi|+|d u|^{2}\right) \leq R^{2} \cdot \sqrt{K}$ holds on $B\left(T, x_{0}, R\right)$. Set $\tilde{C}:=\max \left\{R^{2} \cdot \sqrt{K}, 1\right\}$. Using the evolution equation for $|\Phi|^{2}$ from Lemma 5.8, we get

$$
\left(\partial_{t}-\Delta\right)|\Phi|^{2} \leq-2|\nabla \Phi|^{2}+C(n) \tilde{C} R^{-2} \cdot|\Phi|^{2}
$$

Define the cut-off function $\tilde{\eta}(t, x):=R^{-4} \cdot\left(R^{2}-\frac{1}{2} d_{t}^{2}\left(x_{0}, x\right)\right)^{2}$ for a fixed radius $R>0$. It differs from the one defined in Lemma 5.5 only by the factor $R^{-4}$, and we therefore can use the results obtained in Lemma 5.5 for $\eta$ modified by this factor. Setting $f:=|\Phi|^{2} \cdot \tilde{\eta}$, we compute

$$
\begin{aligned}
\left(\partial_{t}-\Delta\right) f & \leq-2|\nabla \Phi|^{2} \tilde{\eta}+C(n) \tilde{C} R^{-2}\left\{f+|\Phi|^{2}\right\}+|\nabla \Phi|^{2} \tilde{\eta}+C(n) R^{-2} f \\
& \leq C(n) \tilde{C} R^{-2} f
\end{aligned}
$$

using the bound $\tilde{\eta}^{-1} \leq \frac{16}{9}$ on $B\left(T, x_{0}, R / 4\right)$ and $\tilde{C} \geq 1$. From $|\nabla d|=1$, we estimated

$$
\begin{aligned}
-2 \nabla|\Phi|^{2} \nabla \eta & \leq 4|\nabla \Phi||\Phi| \cdot \frac{\left(R^{2}-r\right)\left|\nabla d^{2}\right|}{R^{4}}=\left(|\nabla \Phi| \frac{R^{2}-d^{2}}{R^{2}} \cdot \frac{8|\nabla d||d||\Phi|}{R^{2}}\right) \\
& \leq|\nabla \Phi|^{2} \tilde{\eta}+C R^{-2}|\Phi|^{2}
\end{aligned}
$$

The solution $v(t)=v(0) \cdot e^{C \tilde{C} t / R^{2}}$ to the associated ordinary differential equation with initial value $v(0):=\frac{9}{8} \sup _{x \in B_{R}^{0}\left(x_{0}\right)} f(0, x)$ is a barrier for $f(t)$ for all $t \geq 0$, and we therefore get

$$
\sup _{x \in B_{R / 4}^{t}\left(x_{0}\right)}\left[|\Phi|^{2}(t, x) \cdot \tilde{\eta}(t, x)\right] \leq \frac{9}{8} \sup _{x \in B_{R}^{0}\left(x_{0}\right)}\left[|\Phi|^{2}(0, x) \cdot \tilde{\eta}(0)\right] e^{C \tilde{C} t / R^{2}}
$$

Using $\tilde{\eta}(0) \leq 1$ and $\tilde{\eta}^{-1} \leq \frac{16}{9}$ on $B\left(T, x_{0}, R / 4\right)$, the desired result follows.
Lemma 8.2. Let $(g, u)(t)$ be a solution to (3.1) on $[0, T] \times \Sigma$ with initial data $(\tilde{g}, \tilde{u})$ such that $|R c|^{2} \leq K$ on $[0, T] \times \Sigma$. Then we get for $t \in[0, T]$, any $x_{0} \in \Sigma$ and any $R>0$ the estimate

$$
\sup _{x \in B_{R / 4}^{t}\left(x_{0}\right)}|d u|^{2}(t, x) \leq 2 \sup _{x \in B_{R}^{0}\left(x_{0}\right)}|d \tilde{u}|_{0}^{2}(0, x) \cdot e^{C \tilde{C} t / R^{2}}
$$

where $\tilde{C}:=\max \left\{R^{2} \cdot \sqrt{K}, 1\right\}$ is a scaling invariant constant and $C$ depends only on $n$.

Proof. Since $|d u|^{2}$ satisfies (3.6), a bound on the Ricci curvature is sufficient to apply (5.6). The remaining proof is analogous to the proof of Lemma 8.1.

A strong definition of asymptotic flatness is given as follows:
Definition 8.3. Let $\Sigma$ be a complete $n$-dimensional connected Riemannian manifold. ( $\Sigma, g, u$ ) is called strongly asymptotically flat of mass $m$, if there is a compact subset $K \subset \Sigma$ such that $\Sigma_{K}:=\Sigma \backslash K$ is diffeomorphic to $\mathbb{R}^{n} \backslash$ $B_{1}(0)$ and $(g, u)$ satisfy in the exterior region $\Sigma_{K}$ :

$$
\begin{align*}
\left|g-\left(1-\frac{2 m}{\tilde{r}}\right) \delta\right| & \leq C_{0} \cdot \tilde{r}^{-2}  \tag{8.1}\\
\left|\partial^{k} g\right| & \leq C_{k} \cdot \tilde{r}^{-k-1}, \quad k=1,2,3 \\
\left|u+\frac{m}{\tilde{r}}\right| & \leq D_{0} \cdot \tilde{r}^{-2}, \\
\left|\partial^{k} u\right| & \leq D_{k} \cdot \tilde{r}^{-k-1}, \quad k=1,2,3 \tag{8.2}
\end{align*}
$$

for some constants $C_{k}, D_{k}, k=0, \ldots, 3$ where $\tilde{r}(x):=\sqrt{x_{1}^{2}+\cdots+x_{n}^{2}}$ is the radial coordinate of $\mathbb{R}^{n}$ and $|\cdot|$ and $\partial$ are with respect to $\delta$.

A very important physical property of an asymptotically flat manifold is its ADM mass. For manifolds as defined above, it is given by the coefficient $m$ in the expansion of $(g, u)$. The general definition can be found in [25] where it is also shown that the ADM mass is invariantly defined and independent of the asymptotic coordinate system. We prove that the flow (3.1) preserves the class of asymptotically flat manifolds as defined above. Observe that this theorem holds for all asymptotically flat solutions if uniqueness holds in Theorem 4.1.

Theorem 8.4. Let $(g, u)(t)$ be the solution to (3.1) on $[0, T] \times \Sigma$ for $T<\infty$ with initial data $(\tilde{g}, \tilde{u})$ given by Theorem 4.1. Assume that $(\Sigma, \tilde{g}, \tilde{u})$ is strongly asymptotically flat of mass $m:=m(\tilde{g})$ with $K=\bar{B}_{\rho}^{0}(O)$ for constants $C_{k}, D_{k}$. Then $(\Sigma, g(t), u(t))$ is strongly asymptotically flat for all $t \in[0, T]$. In particular, there is a constant $C(t)=C\left(t, k_{0}, c_{0}, s_{0}, C_{k}, D_{k}, n\right)$ depending only on time, the bounds from Theorem 4.1 and the asymptotic decay of $(\tilde{g}, \tilde{u})$ such that

$$
\begin{aligned}
\left|g(t)-\left(1-\frac{2 m}{\tilde{r}}\right) \delta\right|_{0}+\left|u(t)+\frac{m}{\tilde{r}}\right|_{0} & \leq C(t) \cdot \tilde{r}^{-2} \\
\left|\partial^{k} g\right|_{0}+\left|\partial^{k} u\right|_{0} & \leq C(t) \cdot \tilde{r}^{-k-1}
\end{aligned}
$$

holds on $[0, T] \times \Sigma \backslash B_{2 \rho}(O)$ for $k=1,2,3$ with $C(t) \rightarrow \infty$ for $t \rightarrow \infty$. In particular, the ADM mass is preserved by the flow and we have $m(g(t))=m$ for all $t \in[0, T]$.

Proof. Let $(\Sigma, \tilde{g}, \tilde{u})$ be asymptotically flat on $\Sigma_{K}:=\Sigma \backslash \bar{B}_{\rho}(O)$. Assume without loss of generality that $\rho \geq 1$. We know from the definition that there is a constant $\bar{C}$ such that

$$
\sup _{x \in \Sigma_{K}}\left[|\Phi|_{0}(0, x) \tilde{r}^{3}(x)\right] \leq C \sup _{x \in \Sigma_{K}}\left[\left(\left|\partial^{2} \tilde{g}\right|_{0}+|\partial \tilde{g}|_{0}^{2}+\left|\partial^{2} \tilde{u}\right|_{0}+|\partial \tilde{g}|_{0}|\partial \tilde{u}|_{0}\right) \tilde{r}^{3}\right] \leq \bar{C}
$$

Fix $x_{0} \in \Sigma \backslash B_{2 \rho}^{0}(O)$ and choose $R:=\frac{1}{4} \tilde{r}\left(x_{0}\right)$. Using the equivalence of the norms $|\cdot|_{0}$ and $|\cdot|$ and the bounds on $|\Phi|+|d u|^{2}$ from Theorem 4.1, we can
apply Lemma 8.1 to find

$$
\begin{aligned}
|\Phi|_{0}^{2}\left(t, x_{0}\right) & \leq e^{c t}|\Phi|^{2}\left(t, x_{0}\right) \cdot \tilde{\eta}\left(t, x_{0}\right) \leq e^{c t} \sup _{x \in B_{R / 4}^{t}\left(x_{0}\right)}\left[|\Phi|_{0}^{2}(t, x) \cdot \tilde{\eta}(t, x)\right] \\
& \leq e^{c t} \cdot 2 \sup _{x \in B_{R}^{0}\left(x_{0}\right)}\left[|\Phi|_{0}^{2}(0, x) \cdot \tilde{\eta}(0, x)\right] \cdot e^{C \tilde{C} t / R^{2}} \\
& \leq 2 e^{c t} \sup _{x \in B_{R}^{0}\left(x_{0}\right)}\left[|\Phi|_{0}^{2}(0, x)\right] \cdot e^{C \tilde{C} t / R^{2}}
\end{aligned}
$$

for a constant $c$ depending only on $n, k_{0}, c_{0}$, where $c_{0}:=\sup _{\Sigma}|d \tilde{u}|_{0}^{2}$. Since $\bar{B}_{R}^{0}\left(x_{0}\right)$ is compact, the supremum is attained at some point $x^{*} \in B_{R}^{0}\left(x_{0}\right)$. Multiplying by $\tilde{r}^{6}\left(x_{0}\right)$ leads to

$$
|\Phi|_{0}^{2}\left(t, x_{0}\right) \cdot \tilde{r}^{6}\left(x_{0}\right) \leq 2 e^{c t} e^{C \tilde{C} t / R^{2}} \cdot|\Phi|_{0}^{2}\left(0, x^{*}\right) \cdot \tilde{r}^{6}\left(x_{0}\right)
$$

Examining the constants, we see that either $\tilde{C}=1$ and $e^{C \tilde{C} t / R^{2}} \leq e^{C t / \rho^{2}}$ or $\tilde{C}=R^{2} \cdot \sqrt{K}$ such that $e^{C \tilde{C} t / R^{2}} \leq e^{C \sqrt{K} t}$. In both cases, we get $e^{c \bar{t}} e^{C \tilde{C} t / R^{2}} \leq$ $e^{\bar{c} t}$ for a constant $\bar{c}=\bar{c}\left(n, k_{0}, c_{0}, s_{0}, \rho\right)$ independent of $x_{0}$, where $s_{0}:=\sup _{\Sigma}$ $\left|\tilde{\nabla}^{2} \tilde{u}\right|_{0}^{2}$. On all of $B_{R}^{0}\left(x_{0}\right)$, there is the estimate

$$
\tilde{r}(x) \geq \tilde{r}\left(x_{0}\right)-R=\frac{3}{4} \tilde{r}\left(x_{0}\right)
$$

such that we obtain

$$
|\Phi|_{0}^{2}\left(t, x_{0}\right) \cdot \tilde{r}^{6}\left(x_{0}\right) \leq 12 e^{\bar{c} t} \cdot\left(|\Phi|_{0}^{2}\left(0, x^{*}\right) \cdot \tilde{r}^{6}\left(x^{*}\right)\right) \leq 12 \bar{C}^{2} e^{\bar{c} t}
$$

Note that the choice of $R$ guarantees that the ball $B_{R}^{0}\left(x_{0}\right)$ is fully contained in $\Sigma_{K}$. Furthermore, the constants $\bar{c}$ and $\bar{C}$ do not depend on $x_{0}$. This implies that the estimate is uniform for all $x \in \Sigma \backslash B_{2 \rho}^{0}(O)$ and we have

$$
\begin{equation*}
|\Phi|_{0}(t, x) \leq A \cdot \tilde{r}^{-3}(x) \tag{8.3}
\end{equation*}
$$

on $[0, T] \times \Sigma \backslash B_{2 \rho}^{0}(O)$ for a constant $A=A(t)$ depending only on $t$ with $A(t) \rightarrow \infty$ for $t \rightarrow \infty$. In the same way as above, we get using Lemma 8.2

$$
\begin{equation*}
|d u|_{0}^{2}(t, x) \leq B \cdot \tilde{r}(x)^{-4} \tag{8.4}
\end{equation*}
$$

on $[0, T] \times \Sigma \backslash \bar{B}_{2 \rho}\left(x_{0}\right)$ with $B(t) \rightarrow \infty$ for $t \rightarrow \infty$. The estimates (8.3) and (8.4) allow us to integrate pointwise for all $x \in \Sigma \backslash B_{2 \rho}^{0}(O)$

$$
\begin{align*}
\left|g(t)-\left(1-\frac{2 m}{\tilde{r}}\right) \delta\right|_{0} \leq & C_{0} \tilde{r}^{-2}+\int_{0}^{t}\left|\partial_{t} g(\tau)\right|_{0} d \tau \leq \tilde{C}_{0} \tilde{r}^{-2} \\
& +2 \alpha_{n} \int_{0}^{t}\left(|R c|_{0}+|d u|_{0}^{2}\right)(\tau) d \tau  \tag{8.5}\\
\leq & \tilde{C}_{0} \tilde{r}^{-2}+\left(A \tilde{r}^{-3}+B \tilde{r}^{-4}\right) \cdot T=\tilde{C}_{0} \cdot \tilde{r}^{-2}
\end{align*}
$$

where $\tilde{C}_{0}=\tilde{C}_{0}\left(n, C_{0}, A, B, T\right)$ is independent of $x$. For $u(t)$, we integrate

$$
\begin{align*}
\left|u(t)+\frac{m}{r}\right|_{0} & \leq D_{0} \tilde{r}^{-2}+\int_{0}^{t}\left|\partial_{t} u(\tau)\right|_{0} d \tau \leq D_{0} \tilde{r}^{-2}+\int_{0}^{t}|\Delta u|_{0}(\tau) d \tau  \tag{8.6}\\
& \leq D_{0} \tilde{r}^{-2}+n A T \cdot C \tilde{r}^{-3}=\tilde{D}_{0} \cdot \tilde{r}^{-2}
\end{align*}
$$

where $\tilde{D}_{0}=\tilde{D}_{0}\left(n, D_{0}, A, B, T\right)$ also does not depend on $x$. This shows that $(g, u)(t)$ remains asymptotically flat at the zeroth order on $\Sigma \backslash B_{2 \rho}^{0}(O)$.

To estimate the first derivative of $g$, we need the first derivative of $\Phi$. From Lemma 5.8, we have

$$
\left(\partial_{t}-\Delta\right)|\nabla \Phi|^{2} \leq-2\left|\nabla^{2} \Phi\right|^{2}+C\left\{|\Phi||\nabla \Phi|^{2}+|d u||\Phi|^{2}|\nabla \Phi|+|d u|^{2}|\nabla \Phi|^{2}\right\} .
$$

Estimating $\left(|d u|^{2}+|\Phi|\right) \leq \tilde{C} R^{-2}$ as before and using Young's inequality, this implies

$$
\left(\partial_{t}-\Delta\right)|\nabla \Phi|^{2} \leq-2\left|\nabla^{2} \Phi\right|^{2}+C \tilde{C} R^{-2}|\nabla \Phi|^{2}+A^{4} \tilde{r}^{-12}
$$

The remaining calculations go through as above such that we find for $f:=$ $|\nabla \Phi|^{2} \cdot \tilde{\eta}$ :

$$
\left(\partial_{t}-\Delta\right) f \leq C \tilde{C} R^{-2} f+C A^{4} \tilde{r}^{-12}\left(x_{0}\right)
$$

Here we used that $\tilde{\eta} \leq 1$ on $B\left(T, x_{0}, R\right)$ and $\tilde{r}^{-1}(x) \leq \frac{4}{3} \tilde{r}^{-1}\left(x_{0}\right)$. Let $v(t)$ be the solution to

$$
\frac{d}{d t} v(t)=C \tilde{C} R^{-2} v(t)+C A^{4} \tilde{r}^{-12}\left(x_{0}\right)
$$

with initial value $v(0):=\frac{9}{8} \sup _{x \in B_{R}^{0}\left(x_{0}\right)} f(0, x)$. Then $v$ is given explicitly by

$$
\begin{aligned}
v(t) & =-C A^{4} \tilde{r}^{-12}\left(x_{0}\right) \cdot \frac{R^{2}}{C \tilde{C}}+e^{C \tilde{C} t / R^{2}} \cdot\left(v(0)+C A^{4} \tilde{r}^{-12}\left(x_{0}\right) \cdot \frac{R^{2}}{C \tilde{C}}\right) \\
& \leq e^{C \tilde{C} t / R^{2}} \cdot\left(v(0)+C A^{4} \tilde{r}^{-10}\left(x_{0}\right)\right)
\end{aligned}
$$

from the choice of $R$ and $\tilde{C} \geq 1$. Since $v$ is a barrier for $f$ for $t>0$, we find

$$
\begin{aligned}
\sup _{x \in B_{R / 4}^{t}\left(x_{0}\right)} & {\left[|\nabla \Phi|^{2}(t, x) \cdot \tilde{\eta}(t, x)\right] } \\
& \leq 2\left(\sup _{x \in B_{R}^{0}\left(x_{0}\right)}\left[|\nabla \Phi|_{0}^{2}(0, x) \tilde{\eta}(0, x)\right]+C A^{4} \tilde{r}^{-10}\left(x_{0}\right)\right) \cdot e^{C \tilde{C} t / R^{2}} .
\end{aligned}
$$

The asymptotic conditions for $\left|\partial^{3} g\right|$ and $\left|\partial^{3} u\right|$ imply that for $x \in \Sigma \backslash B_{\rho}^{0}(O)$ at $t=0$, we have

$$
|\nabla \Phi|_{0}(0, x) \leq \bar{C} \cdot \tilde{r}^{-4}
$$

independent of $x$. We find at a point $x^{*} \in B_{R}^{0}\left(x_{0}\right)$ where the supremum is attained that

$$
\begin{aligned}
|\nabla \Phi|^{2}\left(t, x_{0}\right) \cdot \tilde{r}^{8}\left(x_{0}\right) & \leq\left(2|\nabla \Phi|_{0}^{2}\left(0, x^{*}\right) \cdot \tilde{r}^{8}\left(x_{0}\right)+C A^{4} \tilde{r}^{-10} \cdot \tilde{r}^{8}\left(x_{0}\right)\right) \cdot e^{C \tilde{C} t / R^{2}} \\
& \leq\left(32 \bar{C}+C A^{4} \tilde{r}^{-2}\left(x_{0}\right)\right) e^{C \tilde{C} t / R^{2}}=: E(t)
\end{aligned}
$$

holds, where $E(t)$ does not depend on $x$. Here we also used $\tilde{r}^{-1}\left(x_{0}\right) \leq 1$. This implies the decay

$$
|\nabla \Phi|_{0}\left(t, x_{0}\right) \leq E(t) \cdot \tilde{r}^{-4}\left(x_{0}\right)
$$

on $[0, T] \times B_{2 \rho}\left(x_{0}\right)$. Observe that $E(t) \rightarrow \infty$ for $t \rightarrow \infty$. Integration gives

$$
\begin{aligned}
|\partial g|_{0}(t) \leq & |\partial \tilde{g}|_{0}+\int_{0}^{t}\left|\partial_{t} \partial g\right|_{0}(\tau) d \tau \leq C_{1} \cdot \tilde{r}^{-3} \\
& +2 \alpha_{n} \sup _{\tau \in[0, T]}\left(|\nabla R c|_{0}+|d u|_{0}\left|\nabla^{2} u\right|_{0}\right)(\tau) \cdot T \\
\leq & C_{1} \cdot \tilde{r}^{-3}+2 \alpha_{n} T \cdot E \tilde{r}^{-4}+2 \alpha_{n} T \sqrt{B} A \tilde{r}^{-5} \leq \tilde{C}_{1} \cdot \tilde{r}^{-3}
\end{aligned}
$$

Together with (8.4), we get the desired asymptotics for $\partial g$ and $\partial u$. We have from (8.5) and (8.6)

$$
\begin{aligned}
& \left|\partial^{2} g\right|_{0} \leq|R m|_{0}+|\partial g|_{0}^{2} \leq A \cdot \tilde{r}^{-3}+\tilde{C}_{1}^{2} \cdot \tilde{r}^{-4} \leq \tilde{C}_{2} \cdot \tilde{r}^{-3} \\
& \left|\partial^{2} u\right|_{0} \leq\left|\nabla^{2} u\right|_{0}+|\partial g|_{0}|\partial u|_{0} \leq A \cdot \tilde{r}^{-3}+\tilde{C}_{1} \cdot \tilde{r}^{-2} \cdot \tilde{D}_{1} \cdot \tilde{r}^{-2} \leq D_{2} \cdot \tilde{r}^{-3}
\end{aligned}
$$

establishing the claim for $k=2$. The remaining case $k=3$ is handled analogously. Since $\tilde{g}$ and $\delta$ are equivalent, this proves that the asymptotic flatness is preserved. The estimates (8.5) and (8.6) show that the change of $(g, u)$ in time is of order $\tilde{r}^{-2}$. Therefore the asymptotic form (8.1) and (8.2) of the initial data is preserved. It immediately follows that the ADM mass stays constant under the flow (3.1).

The same can be proved for the following weaker definition of asymptotic flatness.

Definition 8.5. Let $\Sigma$ be a complete $n$-dimensional connected Riemannian manifold. $(\Sigma, g, u)$ is called asymptotically flat, if there is a compact subset $K \subset \Sigma$ such that $\Sigma_{K}:=\Sigma \backslash K$ is diffeomorphic to $\mathbb{R}^{n} \backslash B_{1}(0)$ and $(g, u)$ satisfy in the exterior region $\Sigma_{K}$

$$
\begin{aligned}
|g-\delta|+|u| & \leq C_{0} \cdot \tilde{r}^{-1} \\
\left|\partial^{k} g\right|+\left|\partial^{k} u\right| & \leq C_{k} \cdot \tilde{r}^{-k-1}, \quad k=1,2,3
\end{aligned}
$$

for constants $C_{k}$, where $\tilde{r}(x):=\sqrt{x_{1}^{2}+\cdots+x_{n}^{2}}$ is the radial coordinate of $\mathbb{R}^{n}$ and $|\cdot|$ and $\partial$ are with respect to the Euclidean metric.

Theorem 8.6. Let $(g, u)(t)$ be the solution to (3.1) on $[0, T] \times \Sigma$ for $T<$ $\infty$ with initial data $(\tilde{g}, \tilde{u})$ given by Theorem 4.1. Assume that $(\Sigma, \tilde{g}, \tilde{u})$ is asymptotically flat with $K=\bar{B}_{\rho}^{0}(O)$ for constants $C_{k}$. Then $(\Sigma, g(t), u(t))$ is asymptotically flat for all $t \in[0, T]$. In particular, there is a constant $C(t)=$ $C\left(t, k_{0}, c_{0}, s_{0}, C_{k}, n\right)$ depending only on time, the bounds from Theorem 4.1 and the asymptotic decay of ( $\tilde{g}, \tilde{u})$ such that

$$
\begin{aligned}
|g(t)-\delta|_{0}+|u(t)|_{0} & \leq C(t) \cdot \tilde{r}^{-1} \\
\left|\partial^{k} g\right|_{0}+\left|\partial^{k} u\right|_{0} & \leq C(t) \cdot \tilde{r}^{-k-1}
\end{aligned}
$$

holds on $[0, T] \times \Sigma \backslash B_{2 \rho}(O)$ for $k=1,2,3$, where $C(t) \rightarrow \infty$ for $t \rightarrow \infty$. In addition, the ADM mass stays constant in time and we have $m_{A D M}(g(t))=$ $m_{A D M}(\tilde{g})$ for all $t \in[0, T]$.

Proof. The proof is analogous to the proof of Theorem 8.4. The integration (8.5) of the metric does not change the first-order term in $\tilde{r}$ which determines the mass of $g(t)$.

Remark 8.7. Although the mass is constant for solutions of (3.1) on finite time intervals, we expect that the mass $m_{\mathrm{ADM}}\left(g_{\infty}\right)$ of the limit $\left(g_{\infty}, u_{\infty}\right)$ of a global solution $(g, u)(t)$ for $t \rightarrow \infty$ jumps. In particular, it is not clear that the limit in time commutes with the spatial limit.
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