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Abstract. We construct 2-surfaces of prescribed mean curvature in 3-manifolds
carrying asymptotically flat initial data for an isolated gravitating system with
rather general decay conditions. The surfaces in question form a regular foliation
of the asymptotic region of such a manifold. We recover physically relevant data,
especially the ADM-momentum, from the geometry of the foliation.

For a given set of data(M,g,K), with a three dimensional manifoldM , its Rie-
mannian metricg, and the second fundamental formK in the surrounding four di-
mensional Lorentz space time manifold, the equation we solve isH +P = const

or H − P = const. HereH is the mean curvature, andP = trK is the 2-trace
of K along the solution surface. This is a degenerate elliptic equation for the
position of the surface. It prescribes the mean curvature anisotropically, sinceP
depends on the direction of the normal.

1 Introduction and Statement of Results

Surfaces with prescribed mean curvature play an important role for example in the field
of general relativity. Slicings are frequently used to find canonic objects simplifying
the treatment of the four dimensional space-time. A prominent setting is the ADM
3+1 decomposition [ADM61] of a four dimensional manifold into three dimensional
spacelike slices. Such slices are often chosen by prescribing their mean curvature in the
four geometry. In contrast, we consider the subsequent slicing of a three dimensional
spacelike slice by two dimensional spheres with prescribedmean curvature in the three
geometry.

To be more precise, let(M, g,K) be a set of initial data. That is,(M, g) is a three
dimensional Riemannian manifold andK is a symmetric bilinear form onM . This
can be interpreted as the extrinsic curvature ofM in the surrounding four dimensional
space time. We consider 2-surfacesΣ satisfying one of the quasilinear degenerate
elliptic equationsH ± P = const whereH ist the mean curvature ofΣ in (M, g) and
P = trΣK is the two dimensional trace ofK.

In the case whereK ≡ 0 this equation particularizes toH = const, which is the
Euler-Lagrange equation of the isoperimetric problem. This means that surfaces sat-
isfyingH = const are stationary points of the area functional with respect tovolume
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preserving variations. Yau suggested to use such surfaces to describe physical infor-
mation in terms of geometrically defined objects. Indeed Huisken and Yau [HY96]
have shown that the asymptotic end of an asymptotically flat manifold, with appro-
priate decay conditions on the metric, is uniquely foliatedby such surfaces which are
stable with respect to the isoperimetric problem. The Hawking mass

mH(Σ) =
|Σ|1/2

(16π)3/2

(

16π −
∫

Σ

H2 dµ

)

of such a surfaceΣ is monotone on this foliation and converges to the ADM-mass.
This foliation can also be used to define the center of mass of an isolated system since
for growing radius, the surfaces approach Euclidean spheres with a converging center.
Therefore the static physics of an isolated system considered as point mass is contained
in the geometry of theH = const foliation. However, these surfaces are defined
independently ofK, such that no dynamical physics can be found in their geometry. A
different proof of the existence of CMC surfaces is due to Ye [Ye96].

The goal of this paper is to generalize the CMC foliations to include the dynamical
information into the definition of the foliation. The equation H ± P = const was
chosen since apparent horizons satisfyingH = 0 in the caseK ≡ 0 generalize to
surfaces satisfyingH ± P = 0 whenK does not necessarily vanish. We made this
choice with the Penrose inequality [Pen73] in mind. This inequality estimates the
ADM-mass of an isolated system by the area of a black hole horizonΣ

mADM ≥
√

|Σ|
16π

.

In the caseK ≡ 0 this becomes the Riemannian Penrose inequality, which saysthat if
Σ is an outermost minimal surface then the above inequality isvalid. It was proved by
Huisken and Ilmanen [HI97] and Bray [Bra97], both using prescribed mean curvature
surfaces. The proof of Bray generalizes the situation in which an outermost minimal
surface is part of the stable CMC foliation from [HY96], in that it shows that the
Hawking mass is monotone on isoperimetric surfaces when their enclosed volume and
area increase even though they may not form a foliation. While a fully general apparent
horizon Penrose inequality does not seem to be true [BD04], generalizing this picture
is of interest as it may help to investigate whether there is areplacement which is still
true.

We consider asymptotically flat data describing isolated gravitating systems. For
constantsm > 0, δ ≥ 0, σ ≥ 0, andη ≥ 0 data(M, g,K) will be called(m, δ, σ, η)-
asymptotically flat if there exists a compact setB ⊂ M and a diffeomorphismx :
M \B → R

3 \Bσ(0) such that in these coordinatesg is asymptotic to the conformally
flat spatial Schwarzschild metricgS representing a static black hole of massm. Here,
gS = φ4ge, whereφ = 1+ m

2r
, ge is the Euclidean metric, andr is the Euclidean radius.
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The asymptotics we require forg andK are

sup
R3\Bσ(0)

(

r1+δ|g − gS| + r2+δ|∇g −∇S| + r3+δ|Ricg −RicS |
)

< η , (1.1)

sup
R3\Bσ(0)

(

r2+δ|K| + r3+δ|∇gK|
)

< η . (1.2)

Here∇g and∇S denote the Levi-Civita connections ofg andgS on TM , such that
∇g − ∇S is a (1, 2)-tensor. FurthermoreRicg andRicS denote the respective Ricci
tensors ofg and gS. That is, we consider data arising from a perturbation of the
Schwarzschild data(gS, 0).

The main theorem will be proved forδ = 0 andη = η(m) small compared to
m > 0. These conditions are optimal in the sense that we only impose conditions on
geometric quantities, not on partial derivatives. They include far more general data
than similar results. Huisken and Yau [HY96] for example demand thatg − gS decays
like r−2 with corresponding conditions on the decay of the derivatives up to fourth or-
der, while we only need derivatives up to second order. Christodoulou and Klainerman
[CK93] use asymptotics withg − gS decaying liker−3/2 with decay conditions on the
derivatives up to fourth order, andK like r−5/2 with decay conditions on derivatives
up to third order, whereas our result needs to two levels of differentiability less. In
addition we allow data with nonzero ADM-momentum. For such data withδ = 0 we
can prove the following:

Theorem 1.1 Givenm > 0 there isη0 = η0(m) > 0, such that if the data(M, g,K)
are (m, 0, σ, η0)-asymptotically flat for someσ > 0, there ish0 = h0(m, σ) and a
differentiable map

F : (0, h0) × S2 →M : (h, p) 7→ F (h, p)

satisfying the following statements.
(i) The mapF (h, ·) : S2 →M is an embedding. The surfaceΣh = F (h, S2) satisfies
H + P = h with respect to(g,K). EachΣh is convex|A|2 ≤ 4 detA.
(ii) There is a connected compact setB̄ ⊂M , such thatF ((0, h0), S

2) = M \ B̄.
(iii) The surfacesF (h, S2) form a regular foliation.
(iv) There is a constantC such that for allh the surfacesΣh satisfy

‖∇ ◦
A‖2

L2(Σ) + |Σh|−1‖ ◦
A‖2

L2(Σ) ≤ Cη2|Σ|−2 .

(v) There aresup-estimates for all curvature quantities onΣh, cf. section 4.
(vi) Every convex surfaceΣ withH + P = h contained inR3 \Bh−2/3(0) equalsΣh.
Hence the foliation is unique in the class of convex foliations.

An analogous theorem holds for foliations withH − P = const.
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This theorem does not need that(M, g,K) satisfy the constraint equations. It can
be generalized to give the existence of a foliation satisfyingH+P0(ν) = const, where
P0 : SM → R

3 is a function on the sphere bundle ofM with the same decay asK.
Our result includes the existence results from Huisken and Yau [HY96] for CMC

foliations. Their uniqueness result for individual surfaces can be proved in a smaller
class, while the global uniqueness result holds in the general case (cf. remark 4.2).

By rescaling(g,K), the dependence ofη0 andh0 onm can be exposed. Consider
the mapFσ : x 7→ σx, and letgσ := σ−2F ∗

σg
S andKσ := σ−1F ∗

σK. If (g,K) is
(m, 0, σ, η)-asymptotically flat, then(gm, Km) is (1, 0, mσ,m−1η)-asymptotically flat.
Thereforeη0(m) = mη0(1), andh0(σ,m) = mh0(mσ, 1).

Section 2 introduces some notation. In sections 3 and 4 we carry out the a priori
estimates for the geometric quantities first in Sobolev norms and then in thesup-norm.
Using these estimates we examine the linearization of the operatorH ±P in section 5
and show that it is invertible. This is used in section 6 to prove theorem 1.1. Finally, in
section 7 we use special asymptotics of(g,K) to investigate the connection between
the foliation and the linear momentum of these data.

2 Preliminaries

2.1 Notation

Let M be a three dimensional manifold. We will denote a Riemannianmetric onM
by g, or in coordinates bygij. Its inverse is written asg−1 = {gij}. The Levi-Civita
connection ofg is denoted by∇, the Riemannian curvature tensor byR, the Ricci
tensor byRic, and the scalar curvature byScal.

Let Σ be a hypersurface inM . Let γg denote the metric onΣ induced byg, and let
νg denote its normal. The second fundamental form ofΣ is denoted byAg, its mean
curvature byHg, and the traceless part ofAg by

◦
Ag = Ag − 1

2
Hgγg.

We follow the Einstein summation convention and sum over Latin indices from 1
to 3 and over Greek indices from 1 to 2.

We use the usual function spaces on compact surfaces with their usual norms. The
Lp-norm of an(s, t)-tensorT with respect to the metricγ onΣ is denoted by

‖T‖p
Lp

(s,t)
(Σ,γ)

=

∫

Σ

|T |pγ dµγ .

The spaceLp
(s,t)(Σ) of (s, t)-tensors is the completion of the space of smooth(s, t)-

tensors with respect to this norm. In the sequel we will drop the subscripts(s, t), since
norms will be used unambiguously. The Sobolev-normW k,p(Σ) is defined as

‖T‖p
W k,p(Σ)

= ‖T‖p
Lp(Σ) + . . .+ ‖∇kT‖p

Lp(Σ) ,

where∇KT is thek-th covariant derivative ofT . Again, the spaceW k,p(Σ) is the
completion of the smooth tensors with respect to this norm.
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For a smooth tensorT , define the Hölder semi-norm by

[T ]p,α := sup
p 6=q

|PqT (q) − T (p)|
dist(p, q)α

,

wherePq denotes parallel translation along the shortest geodesic from p to q, and the
supremum is taken over allp 6= q with dist(p, q) less than the injectivity radius ofΣ.
Define the Hölder norm‖T‖Ck,α(Σ) as

‖T‖Ck,α
(s,t)

(Σ) := sup
Σ

|T | + sup
Σ

|∇T | + · · · + sup
Σ

|∇kT | + sup
p∈Σ

[∇kT ]p,α .

We assume in the following that(M, g,K) and all hypersurfaces are smooth, i.e.C∞.
However, to prove theorem 1.1 it is obviously enough to assume g to beC2 andK to
beC1. The a priori estimates from sections 3 and 4 are valid for surfaces of classW 3,p,
whenp is large enough.

2.2 Extrinsic Geometry

Let Σ ⊂ (M, g) be a hypersurface. The second fundamental formAαβ and the Rie-
mannian curvature tensorRαβγδ of Σ are connected to the curvatureRijkl ofM via the
Gauss and Codazzi equations

Rαβδε = Rαβδε + AαδAβε −AαεAβδ (2.1)

Riαβδν
i = ∇δAαβ −∇βAαδ . (2.2)

Together, these imply the Simons identity [Sim68, SSY75]

∆ΣAαβ = ∇Σ
α∇Σ

βH +HAδ
αAδβ − |A|2Aαβ + Aδ

αRεβεδ + AδεRδαβε

+∇Σ
β (Ricαk ν

k) + ∇Σ δ(Rkαβδν
k) . (2.3)

Note that the last two terms were not differentiated with theLeibniz rule. Equation
(2.3) therefore differs slightly from how the Simons identity is usually stated.

2.3 Round surfaces in Euclidean space

The key tool in obtaining a priori estimates for the surfacesin question is the following
theorem by DeLellis and Müller [LM03, Theorem 1].

Theorem 2.1 There exists a universal constantC such that for each compact con-
nected surface without boundaryΣ, with area|Σ| = 4π, the following estimate holds:

‖A− γ‖L2(Σ) ≤ C‖ ◦
A‖L2(Σ) .

If in addition ‖ ◦
A‖L2(Σ) ≤ 8π, thenΣ is a sphere, and there exists a conformal map

ψ : S2 → Σ ⊂ R
3 such that

‖ψ − (a+ idS2)‖W 2,2(S2) ≤ C‖ ◦
A‖L2(Σ) ,

whereidS2 is the standard embedding ofS2 onto the sphereS1(0) in R
3, anda =

|Σ|−1
∫

Σ
idΣ dµ is the center of gravity ofΣ.
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DeLellis and Müller [LM03, 3,6.1,6.3] also prove the following useful estimates for
the normalν and the conformal factorh2 of such surfaces:

C−1 ≤ h ≤ C ,

‖h− 1‖W 1,2(S2) ≤ C‖ ◦
A‖L2(Σ) ,

‖N − ν ◦ ψ‖W 1,2(S2) ≤ C‖ ◦
A‖L2(Σ) .

Here,N is the normal ofS1(a), andh2 is the conformal factor ofψ, such that ifγS

denotes the metric onSR(a) andγ the metric onΣ, then we haveψ∗γ = h2γS.
To translate these inequalities into a scale invariant formfor surfaces which do not

necessarily have area|Σ| = 4π, introduce the Euclidean area radiusRe =
√

|Σ|/4π.
From the first part of theorem 2.1 we obtain that for a general surfaceΣ

‖A− R−1
e γ‖L2(Σ) ≤ C‖ ◦

A‖L2(Σ) . (2.4)

In the case‖ ◦
A‖L2(Σ) ≤ 8π, the second part of theorem 2.1 gives that there existae :=

|Σ|−1
∫

Σ
idΣ dµ ∈ R

3 and a conformal parameterizationψ : SRe(ae) → Σ. By the
Sobolev embedding onS2 we obtain the following estimates forψ, its conformal factor
h2, and the difference of the normalN of SRe(ae) and the normalν of Σ:

sup
SRe (ae)

∣

∣ψ − idSRe (ae)

∣

∣ ≤ CRe‖
◦
A‖L2(Σ) , (2.5)

‖h2 − 1‖L2(SRe (ae)) ≤ CRe‖
◦
A‖L2(Σ) , (2.6)

‖N ◦ idSRe(ae) −ν ◦ ψ‖L2(SRe (ae)) ≤ CRe‖
◦
A‖L2(Σ) . (2.7)

2.4 Asymptotically flat metrics

Let gS be the spatial, conformally flat Schwarzschild metric onR
3 \ {0}. Namely,

let gS
ij = φ4ge

ij with φ = 1 + m
2r

, wherege
ij = δij is the Euclidean metric, andr the

Euclidean radius onR3. Here and in the sequel we will suppress the dependence ofgS

on the mass parameterm. However, we will restrict ourselves to the casem > 0. The
Ricci curvature ofgS is given by

RicS
ij =

m

r3
φ−2 (δij − 3ρiρj) , (2.8)

whereρ = x/r is the radial vector field onR3, whenceScalS = 0.
Omiting K and saying that data(M, g) are (m, δ, σ, η)-asymptotically flat, we

mean thatK ≡ 0 and (M, g,K ≡ 0) is (m, δ, σ, η)-asymptotically flat as defined
in the introduction. Recall that then there exists a compactsetB ⊂ M and a diffeo-
morphismx : M \ B → R

3 \ Bσ(0), such that in these coordinates the following
’norm’

‖g − gS‖C2
−1−δ(R3\Bσ(0)) (2.9)

:= sup
R3\Bσ(0)

(r1+δ|g − gS| + r2+δ|∇g −∇S| + r3+δ|Ricg −RicS |)
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satisfies‖g − gS‖C2
−1−δ

< η. We letO(η) denote a constant for whichO(η) ≤ Cη if
η < η0 is bounded.

The volume elementdV of g is a scalar multiple of the volume elementdV S of gS,
that isdV = hdV S. The asymptotics (2.9) imply that|h| ≤ O(η)r−1−δ. In addition,
the scalar curvatureScal of g satisfies| Scal | ≤ O(η)r−3−δ.

Consider a surfaceΣ ⊂ R
3 \ Bσ(0). Let γe, γS, andγ be the first fundamental

forms ofΣ induced byge, gS, andg, respectively,Ae, AS, andA the corresponding
second fundamental forms,He, HS, andH the mean curvatures and

◦
Ae,

◦
AS, and

◦
A

the respective trace free parts of the second fundamental form.
From the well known transformation behavior for the following geometric quanti-

ties under conformal changes of the metric, and the asymptotics (2.9), we see:

Lemma 2.2 The normalsνe, νS, andν of Σ in the metricsge, gS, andg satisfy

νS = φ−2νe ,

|νS − ν| ≤ O(η)r−1−δ ,

|∇gνS −∇gν| ≤ O(η)r−2−δ .

The area elementsdµe, dµS, anddµ satisfy

dµS = φ4dµe ,

dµ− dµS = h dµ with |h| ≤ O(η)r−1−δ .

The trace free parts
◦
Ae,

◦
AS, and

◦
A of the second fundamental forms satisfy

◦
AS = φ−2 ◦

Ae ,

| ◦
A− ◦

AS| ≤ O(η)r−2−δ .

The mean curvaturesHe, HS, andH are related via

HS = φ−2He + 4φ−3∂νφ ,

|H −HS| ≤ O(η)r−2−δ .

To obtain integral estimates for asymptotically decaying quantities, we cite the follow-
ing lemma from [HY96, Lemma 5.2].

Lemma 2.3 Let (M, g) be (m, 0, σ, η)-asymptotically flat, and letp0 > 2 be fixed.
Then there existsc(p0), andr0 = r0(m, η, σ), such that for every hypersurfaceΣ ⊂
R

3 \Brmin
(0), and everyp > p0, the following estimate holds

∫

Σ

r−p dµ ≤ c(p0)r
2−p
min

∫

Σ

H2 dµ .

Integration and mean curvature refer tog, andr is the Euclidean radius.
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Using lemma 2.2 to compare theL2-norms of
◦
A in the g-metric and

◦
AS in the gS-

metric, and using the conformal invariance of‖ ◦
AS‖L2(Σ,gS), we obtain

Lemma 2.4 Let (M, g) be (m, δ, σ, η)-asymptotically flat. Then there existsr1 =
r1(η, σ), such that for every surfaceΣ ⊂ R

3 \Brmin
(0) with rmin > r1, we have

∣

∣

∣
‖ ◦
Ae‖2

L2(Σ,ge) − ‖ ◦
A‖2

L2(Σ,g)

∣

∣

∣

≤ O(η)r−1−δ
min

(

‖ ◦
A‖2

L2(Σ,g) + ‖H‖L2(Σ)‖
◦
A‖L2(Σ) + r−1−δ

min ‖H‖2
L2(Σ)

)

.

Corollary 2.5 LetM , g, r1 andΣ be as in the previous lemma. Assume in addition
that‖H‖L2(Σ) ≤ C ′, then

‖ ◦
Ae‖L2(Σ) ≤ C(r1)‖

◦
A‖L2(Σ,g) + C(r1, C0, C

′)O(η)r−1−δ
min .

Next we quote a Sobolev-inequality for surfaces contained in asymptotically flat man-
ifolds. It can be found in [HY96, Proposition 5.4]. The proofuses the well known
Michaels-Simon-Sobolev inequality in Euclidean space [MS73].

Proposition 2.6 Let (M, g) be (m, 0, σ, η)-asymptotically flat. Then there isr0 =
r0(m, η, σ), and an absolute constantCsob, such that each surfaceΣ ⊂ M \ Br0(0)
and each Lipschitz functionf onΣ satisfy

(
∫

Σ

|f |2 dµ

)1/2

≤ Csob

∫

Σ

|∇f | + |Hf | dµ .

Using Hölder’s inequality, this implies that for allp ≥ 1

(
∫

Σ

|f |2p dµ

)1/p

≤ Csob p
2 |suppf |1/p

∫

Σ

|∇f |2 +H2f 2 dµ .

3 A priori estimates I

We begin by stating rather general a priori estimates for thegeometry of surfaces. For
this, letΣ ⊂ R

3 \Bσ(0) be a surface, and letg be(m, 0, σ, η)-asymptotically flat. Let
rmin := minΣ r be the minimum of the Euclidean radius onΣ. Assume that onΣ the
following two conditions are satisfied:

∫

Σ

|∇H|2 dµ ≤ CK

∫

Σ

r−4|A|2 + r−6 dµ , (3.1)
∫

Σ

u |A|2 dµ ≤ CB
0

∫

Σ

u detA dµ for all 0 ≤ u ∈ C∞(Σ) . (3.2)

8



Remark 3.1 (i) The first condition states that in a certain sense the meancurvature
is nearly constant. This condition will later be implied by the equation by which the
mean curvature is prescribed.
(ii) The second condition means that the surfaces are convex. Indeed, on smooth
surfaces (3.2) implies that|A|2 ≤ detA pointwise. However, we will need that condi-
tion (3.2) is preserved underW 2,p-convergence of surfaces. Huisken and Yau [HY96]
are able to replace this condition by requiring stability oftheir CMC surfaces. In the
present case similar reasoning would work, however, stability is not a natural condition
for our surfaces. �

Condition (3.2) implies topological restrictions, and an estimate on theL2-norm of the
mean curvature.

Lemma 3.2 There isr0 = r0(m, η, σ, C
B
0 ), such that every compact closed surfaceΣ

satisfying(3.2)andrmin > r0 is diffeomorphic toS2 and satisfies
∫

Σ

H2 dµ ≤ C(m, η, CB
0 ) . (3.3)

Proof: The Gauss equation (2.1) implies that the Gauss curvatureG of Σ is given by
G = detA + Ric(ν, ν) − 1

2
Scal. Insertingu ≡ 1 into (3.2) and applying lemmas 2.2

and 2.3, we obtain
∫

Σ

H2 dµ ≤ CB
0

∫

Σ

G dµ+ CB
0

∫

Σ

|Ric | dµ ≤ CB
0 χ(Σ) + CB

0 r
−1
min

∫

Σ

H2 dµ .

Hereχ(Σ) is the Euler characteristic ofΣ. If rmin is large enough, this gives0 ≤
‖H‖L2(Σ) ≤ CB

0 χ(Σ), which impliesχ(Σ) ≥ 0. If χ(Σ) = 0 , i.e. Σ is a torus, then
∫

Σ
H2 dµ = 0 whence‖ ◦

A‖L2(Σ) = 0. Using Corollary 2.5 and theorem 2.1, we obtain
thatΣ is a sphere, a contradiction. �

Proposition 3.3 Let (M, g) be(m, 0, σ, η)-asymptotically flat. Then there existsr0 =
r0(m, η, σ, C

B
0 , C

K), such that each closed surfaceΣ satisfying(3.1), (3.2), andrmin >
r0 also satisfies

∫

Σ

∣

∣

∣
∇| ◦
A|

∣

∣

∣

2

+H2| ◦
A|2 dµ ≤ C(m, η, CB

0 , C
K)r−4

min .

Proof: We begin by computing

◦
Aαβ∆

◦
Aαβ =

◦
Aαβ(∆Aαβ + γαβ∆H) =

◦
Aαβ∆Aαβ ,

since
◦
A is trace free. By

2| ◦
A|∆| ◦

A| + 2|∇| ◦
A||2 = ∆| ◦

A|2 = 2
◦
Aαβ∆

◦
Aαβ + 2|∇ ◦

A|2 ,

9



and

|∇ ◦
A|2 − |∇| ◦

A||2 ≥ 0 , (3.4)

we obtain, using the Simons identity (2.3)

| ◦
A|∆| ◦

A| ≥ ◦
Aαβ∇α∇βH +H

◦
AαβAδ

αAβδ − |A|2 ◦
AαβAαβ +

◦
AαβAδ

αRεβεδ

+
◦
AαβAδεRδαβε +

◦
Aαβ∇β

(

Ricαk ν
k
)

+
◦
Aαβ∇δ

(

Rkαβδν
k
)

. (3.5)

Integration, and partial integration of| ◦
A|∆| ◦

A| renders
∫

Σ

|∇| ◦
A||2 dµ ≤

∫

Σ

− ◦
Aαβ∇α∇βH + |A|2 ◦

AαβAαβ −H
◦
AαβAδ

αAβδ dµ

−
∫

Σ

◦
AαβAδ

αRεβεδ +
◦
AαβAδεRδαβε dµ

−
∫

Σ

◦
Aαβ

(

∇β Ricαk ν
k
)

+
◦
Aαβ∇δ

(

Rkαβδν
k
)

dµ . (3.6)

In the first line one computes as follows, and estimates, using convexity (3.2)
∫

Σ

|A|2 ◦
AαβAαβ −H

◦
AαβAγ

αAβγ dµ = −2

∫

Σ

| ◦
A|2 detA dµ

≤ − 2

CB
0

∫

Σ

| ◦
A|2|A|2 dµ .

To recast the second line of (3.6), recall that in three dimensions, the Ricci tensor
determines the Riemann tensor:

Rijkl = Ricik gjl−Ricil gjk −Ricjk gil +Ricjl gik −
1

2
Scal (gikgjl − gilgjk) . (3.7)

This implies that the second line of (3.6) can be expressed as

◦
AαβAδ

αRεβεδ +
◦
AαβAδεRδαβε = 2

◦
Aαβ ◦

Aδ
α Ricβδ −| ◦

A|2 Ric(ν, ν) .

Let ω = Ric(·, ν)T be the tangential projection ofRic(·, ν) to Σ. Then partial integra-
tion, the Codazzi-equations (2.2) and (3.7) give for the first term of (3.6)

−
∫

Σ

◦
Aαβ∇α∇βH dµ =

∫

Σ

(

1

2
|∇H|2 + ω(∇H)

)

dµ .

In the last line of (3.6) we compute, by partial integration,equation (3.7), and (2.2)
∫

Σ

( ◦
Aαβ∇β

(

Ricαk ν
k
)

+
◦
Aαβ∇δ

(

Rkαβδν
k
)

)

dµ = −
∫

Σ

2|ω|2 + ω(∇H) dµ .

10



Putting all this together, we obtain from (3.6) and2|ω(∇H)| ≤ |ω|2 + |∇H|2, that
∫

Σ

|∇| ◦
A||2 +

2

CB
0

|A|2| ◦
A|2 dµ

≤
∫

Σ

(3

2
|∇H|2 + 3|ω|2 + | ◦

A|2 Ric(ν, ν) − ◦
Aαβ ◦

Aδ
α Ricβδ

)

dµ .

From the asymptotics ofg we have|Ric | + |ω| ≤ C(m, η)r−3. Inserting the estimate
(3.1) for

∫

Σ
|∇H|2 dµ into the previous estimate, we arrive at

∫

Σ

|∇| ◦
A||2+ 2

CB
0

|A|2| ◦
A|2 dµ ≤ C(m, η, CK)

∫

Σ

(

r−4|A|2+r−6+r−3| ◦
A|2

)

dµ . (3.8)

The first term on the right can be split to|A|2 = | ◦
A|2 + 1

2
H2. Using (3.3) we obtain

∫

Σ

r−4|A|2 dµ ≤ C(m, η, CB
0 )r−4

min +

∫

Σ

r−4| ◦
A|2 dµ .

The third integrand of the right hand side of (3.8) can be estimated together with the
last term of this equation by combining the Schwarz inequality with lemma 2.3

∫

Σ

r−3| ◦
A|2 dµ ≤

∫

Σ

2

CB
0

| ◦
A|4 +

CB
0

4r6
dµ ≤ 2

CB
0

∫

Σ

| ◦
A|4 dµ+ C(m, η, CB

0 )r−4
min .

Inserting these estimates into (3.8), and absorbing the first term of this equation on the
left hand side we obtain the assertion of the proposition. �

Corollary 3.4 Under the additional assumption that(CB
1 )−1R(Σ)−1 ≤ |H|, the pre-

vious proposition gives an estimate for theL2-norm of
◦
A,

‖ ◦
A‖L2(Σ) ≤ C(m, η, CB

0 , C
B
1 , C

K)R(Σ)r−2
min .

Corollary 3.5 Under the assumptions of Proposition 3.3, in fact

‖∇ ◦
A‖L2(Σ) + ‖H ◦

A‖L2(Σ) ≤ C(m, η, CB
0 , C

K)r−2
min .

Proof: The proof works by replacing equation (3.4) in the proof of proposition 3.3 by

|∇ ◦
A|2 − |∇| ◦

A||2 ≥ 1

17
|∇ ◦
A|2 − 16

17
(|ω|2 + |∇H|2) .

This inequality is proved in the same way as a similar inequality for ∇A, which is
recorded in [SY81, Section 2]. The right hand side introduces the desired term|∇ ◦

A|2,
and the remaining terms are treated as in the proof of proposition 3.3. �

Corollary 3.6 Under the assumptions of proposition 3.3 and corollary 3.4,the trace
free part

◦
A of the second fundamental form, as well asH, are controlled in theW 1,2-

norm. We therefore have uniform estimates for the second fundamental form:

‖A‖L2(Σ) ≤ C(m, η, CB
0 , C

B
1 , C

K)
(

1 + r−2
minR(Σ)

)

and

‖∇A‖L2(Σ) ≤ C(m, η, CB
0 , C

K)r−2
min .
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4 A priori estimates II

This section specializes on surfaces which satisfy the equation

H ± P = const . (4.1)

We will use theorem 2.1 to derive estimates on the position ofsuch a surface by using
the curvature estimates of the previous section.

As described in the introduction,P = trΣK = trM K −K(ν, ν) is the trace of an
extra tensor fieldK alongΣ. We will consider data(M, g,K) which are(m, δ, σ, η)-
asymptotically flat. That is, in addition to (2.9) we have that the weighted norm ofK
satisfies

‖K‖C1
−2−δ(R3\Bσ(0)) := sup

R3\Bσ(0)

(r2+δ|K| + r3+δ|∇gK|) < η .

In the sequel, we will consider either(m, δ, σ, η)-asymptotically flat data withδ > 0
and arbitraryη <∞, or (m, 0, σ, η)- asymptotically flat data with smallη ≪ 1.

Remark 4.1 If (M, g,K) are (m, δ, σ, η)-asymptotically flat, equation (4.1) implies
condition (3.1). Indeed|∇H|2 = |∇P |2 and∇ΣP = ∇Σ trM K − (∇M

· K)(ν, ν) −
2K(A(·), ν), such that|∇P |2 ≤ |∇K|2 + |A|2|K|2. Then

∫

Σ

|∇H|2 dµ =

∫

Σ

|∇P |2 dµ ≤ ‖K‖2
C1

−2−δ

∫

Σ

r−4−2δ|A|2 + r−6−2δ dµ . �

The results of this section require some additional conditions on the surfaces:

R(Σ) ≤ CA
1 r

q
min q <

3

2
for δ > 0 or q = 1 for δ = 0 , (A1)

(CA
2 )−1R(Σ)−1 ≤ H ± P , (A2)

∫

Σ

u |A|2 dµ ≤ CA
3

∫

Σ

u detA dµ for all 0 ≤ u ∈ C∞(Σ) , (A3)

1

4πRe(Σ)2

∣

∣

∣

∣

∫

Σ

idΣ dµe

∣

∣

∣

∣

≤ Re . (A4)

In the sequel,CA will denote constants which depend only onCA
1 , C

A
2 andCA

3 . If
(M, g,K) is (m, δ, σ, η)-asymptotically flat withδ > 0, with o(1) we denote constants
depending onm, CA, δ andη, such thato(1) → 0 for σ < rmin → ∞. If (M, g,K)
is (m, 0, σ, η)-asymptotically flat,o(1) is such that, for eachε > 0 there isη0, andr0
such that|o(1)| < ε, providedη < η0 andrmin > r0. For fixedm and boundedCA,
bothr0 andη0 can be chosen independent ofCA.

12



Remark 4.2 (i) Conditions (A1) and (A2) allow to compare different radius expres-
sions, namely the Euclidean radiusr, the geometric radiusR(Σ) and the curvature
radius given by2/H. This is necessary, since the curvature estimates of the previous
section improve with growingrmin, while the estimates of DeLellis and Müller include
the geometric radiusR(Σ). To balance these two radii we use (A1). Condition (A2)
will be used to apply corollary 3.4 to obtainL2-estimates on

◦
A.

(ii) Condition (A4) means that the surface is not far off center. We will use this to
conclude that the origin is contained in the approximating sphere of theorem 2.1.
(iii) The distinction of the casesδ > 0 andδ = 0 in condition (A1) is due to the fact
that in the proof of Proposition 4.3, we can use lemma 2.3 onlyfor δ > 0.
(iv) To prove the uniqueness result of Huisken and Yau [HY96,5.1] we do not need
conditions (A2) and (A3). Instead, if we impose stability ofthe CMC surfaces, the
estimates‖ ◦

A‖L2(Σ) ≤ Cr
−1/2
min and (3.3) can be derived as in [HY96, 5.3]. Condition

(A1) is slightly stronger than what Huisken and Yau need, they only requireq < 2.
Using stability and (A1) and (A4), only we can prove all subsequent estimates. �

The position estimates we will obtain here are formulated inthe following:

Proposition 4.3 Let (M, g,K) be(m, δ, σ, η)-asymptotically flat withm > 0, and let
Σ be a surface which satisfies(4.1)and(A1)–(A4). LetRe denote the geometric radius
of Σ anda its center of gravity, both taken with respect to the Euclidean metric. Let
S := SRe(a) denote the Euclidean sphere with centera and radiusRe. Then there
exists a conformal parameterizationψ : S → (Σ, γe), such that

sup
S

|ψ − idS | ≤ C(m,CA)R(Σ)2r−2
min , (4.2)

‖h2 − 1‖L2(S) ≤ C(m,CA)R(Σ)2r−2
min and (4.3)

‖N ◦ idS −ν ◦ ψ‖L2(S) ≤ C(m,CA)R(Σ)2r−2
min . (4.4)

In addition, the center satisfies the estimate

|a|/Re ≤ o(1) , (4.5)

whereo(1) is as described at the beginning of this section.

Proof: Using (4.1), remark 4.1, and condition (A3), corollaries 3.4 and 2.5 imply the
following roundness estimates with respect to the Euclidean metric

‖ ◦
Ae‖L2(Σ,ge) ≤ C(m,CA)Rer

−2
min . (4.6)

Therefore theorem 2.1 and the subsequent remarks as well as lemma 2.2 implyRe ≤
2R(Σ) and (4.2)–(4.4). Condition (A1) then implies thatRer

−1
min ≤ 2CA

1 r
q−1
min , from

which by (4.2)

| idS | ≥ |ψ| − C(m,CA)r2q−2
min ≥ r − 1

2
rmin ≥ 1

2
r ≥ 1

2
rmin ,
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if rmin is large enough. Every convex combination with0 ≤ λ ≤ 1 also satisfies

|λ idSRe(a) +(1 − λ)ψ| ≥ 1

2
r . (4.7)

Similar to Huisken and Yau [HY96], we compute for a fixed vector b ∈ R
3 with

|b|e = 1

0 = (H ± P )

∫

Σ

ge(b, νe)dµe =

∫

Σ

Hge(b, νe)dµe ±
∫

Σ

Pge(b, νe)dµe . (4.8)

We estimate using (A1),
∣

∣

∣

∣

∫

Σ

Pge(b, νe)dµe

∣

∣

∣

∣

≤ o(1)

∫

Σ

r−2−δge(b, νe)dµe ≤ o(1) . (4.9)

This follows from lemma 2.3 in the caseδ > 0, and by brute force and (A1) in the case
δ = 0. In the first term we expressH byHe. Using lemma 2.2 we obtain that the error
is of the ordero(1), such that

∣

∣

∣

∣

∫

Σ

(

Heφ−2 + 4φ−3∂νeφ
)

ge(b, νe) dµe

∣

∣

∣

∣

≤ o(1) . (4.10)

The first variation formula with respect to the Euclidean metric gives
∫

Σ

Heφ−2ge(b, νe)dµe =

∫

Σ

dive
Σ(φ−2b) dµe = −2

∫

Σ

φ−3ge(b,∇eφ) dµe .

Usingge(∇eφ, b) = ge(Dφ, b) − ge(b, νe)∂νeφ and|Dφ| ≤ C(m)r−2 gives
∣

∣

∣

∣

∫

Σ

6ge(b, νe)∂νeφ dµe −
∫

Σ

2ge(b,Dφ) dµe

∣

∣

∣

∣

≤ o(1) . (4.11)

Now we will use thatΣ is approximated by the sphereS as described by (4.2)–(4.4),
and replace the integrals of (4.11) by integrals overS. For the first term estimate

∣

∣

∣

∣

∫

Σ

ge(b,Dφ) dµe −
∫

S

ge(b,Dφ) dµe

∣

∣

∣

∣

≤
∣

∣

∣

∣

∫

S

(h2 − 1)ge(b,Dφ ◦ ψ) dµe

∣

∣

∣

∣

+

∣

∣

∣

∣

∫

S

ge(b, (Dφ) ◦ ψ −Dφ) dµe

∣

∣

∣

∣

.

Using (4.2), (4.3), (4.7),|Dφ| ≤ C(m)r−2, |D2φ| ≤ C(m)r−3, and Lemma 2.3 we
can estimate the error terms

∣

∣

∣

∣

∫

S

(h2 − 1)ge(b,Dφ ◦ ψ) dµe

∣

∣

∣

∣

≤ ‖h2 − 1‖L2(S) ‖ge(b,Dφ ◦ ψ)‖L2(S) ≤ C‖ ◦
Ae‖L2(Σ)Rer

−1
min ,

∣

∣

∣

∣

∫

S

ge(b, (Dφ) ◦ ψ −Dφ) dµe

∣

∣

∣

∣

≤ sup
S

|ψ − id |
∫

S

(

max
λ∈[0,1]

∣

∣D2φ (λ id+(1 − λ)ψ)
∣

∣

)

dµ ≤ C‖ ◦
Ae‖L2(Σ)Rer

−1
min .
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The second term in (4.11) can be replaced similarly, with analogous treatment of
the error terms, additionally using (4.4). In the end the error is also controlled by
C‖ ◦

Ae‖L2(Σ)Rer
−1
min. Therefore, both error terms can be estimated byC(m,CA)R2

er
−3
min.

Using (A1) givesR2
e ≤ CAr−q

min, and finally (4.11) implies that
∣

∣

∣

∣

∫

S

6ge(b, N)∂Nφ dµe −
∫

S

2ge(b,Dφ) dµe

∣

∣

∣

∣

≤ o(1) . (4.12)

Setb = a
|a| , and choose coordinatesϕ andϑ onS such thatge(b, N) = cosϕ. Compute

Dφ = − m
2r2ρ, N = R−1

e (x − a), andge(N, ρ) = Rer
−1 + r−1|a| cosϕ, where again

ρ = x/r is the radial direction ofR3. Inserting this into (4.12) gives
∣

∣

∣

∣

m

∫

S

3|a|r−3 cos2 ϕ+ 2Rer
−3 cosϕ− |a|r−3 dµe

∣

∣

∣

∣

≤ o(1) . (4.13)

From condition (A4) we conclude that|a| ≤ Re. Using the integration formula
∫

SRe (a)

r−k cosl ϕ dµe =
πRe

|a| (2Re|a|)−l

∫ Re+|a|

Re−|a|
r1−k(r2 −R2

e − |a|2)l dr

we compute the terms in (4.13) and obtain

8πm|a|/Re ≤ o(1) . (4.14)

Sincem > 0 this implies the last assertion of the proposition. �

Corollary 4.4 For eachε > 0 we can chooseo(1) sufficiently small such that(A1)
can be replaced by the stronger assumption

(1 + ε)−1R(Σ) ≤ rmin ≤ (1 + ε)R(Σ) . (4.15)

In addition(A4) can be replaced by the assumption

1

4πR2
e

∣

∣

∣

∣

∫

Σ

idΣ dµe

∣

∣

∣

∣

≤ εRe , (4.16)

providedrmin > r0, andr0 = r0(ε,m, σ, C
A) is large enough.

Proof: From the position estimates (4.2) and (4.5) we obtain for every p ∈ S

(1 − o(1))Re ≤ Re − |a| ≤ | idS(p)| ≤ |ψ(p)| + C(m,CA)R2
er

−2
min .

Since the left hand side is independent ofp, by arranging that|o(1)| < ε we obtain

(1 − ε)Re ≤ rmin + C(m,CA)R2
er

−2
min

which implies the corollary in view of (A1). �
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Corollary 4.5 Condition(A2) holds with improved constants. In addition the follow-
ing upper bound is also true

(1 + ε)−1R(Σ)−1 ≤ H

2
≤ (1 + ε)R(Σ)−1 , (4.17)

providedη < η0 is small enough andrmin > r0 is large enough.

Proof: Using the first part of theorem 2.1, the roundness estimates (4.6), and|H −
He| ≤ Cr−2 from lemma 2.2, we obtain the following estimate forH

‖H − 2/Re‖2
L2(Σ) ≤ C(m,CA)r−2

min .

By equation (4.1), the mean curvatureH is nearly constant, whence we derive

(H ± P − 2/Re)
2|Σ| ≤ 2‖H − 2/Re‖2

L2(Σ) + 2‖P‖2
L2(Σ) ≤ C(m,CA)r−2

min .

In view of |P | ≤ C(‖K‖C1
−2

)r−2, this implies|H − 2/Re| ≤ C(m,CA)r−2
min, which

gives the assertion of the corollary. �

We now take a closer look at those terms in the proof of proposition 3.3 which came
from the geometry ofM . The Ricci tensor of the Schwarzschild metric, when re-
stricted to a centered coordinate sphere for example splitsorthogonally into a positive
tangential part(RicS)T = mr−3φ−6γS ≥ 0 and a negative normal partRicS(ν, ν) =
−2mr−3φ−6 ≤ 0, the mixed termωS vanishes. We now combine the estimates of
proposition 4.3 to estimate the analogous terms onΣ.

Proposition 4.6 Let Σ be as in proposition 4.3, then forrmin > r0(m, σ, C
A) large

enough, we have

‖ν − φ−2ρ‖2
L2(Σ,g) ≤ o(1)r2

min + C(m,CA) ,

‖Ric(ν, ν) − φ−4 RicS(ρ, ρ)‖2
L2(Σ,g) ≤ o(1)r−4

min + C(m,CA)r−6
min ,

‖ω‖2
L2(Σ,g) ≤ o(1)r−4

min + C(m,CA)r−6
min ,

‖RicT −P S
φ−2ρ RicS ‖2

L2(Σ,g) ≤ o(1)r−4
min + C(m,CA)r−6

min ,

whereρ = x/r is the radial direction ofR3,P S
φ−2ρ RicS is thegS-orthogonal projection

of the Ricci tensors ofgS onto the subspace of the tangential space ofM which isgS-
orthogonal toφ−2ρ, ando(1) is as described at the beginning of the section.

Proof: From lemma 2.2 and corollary 4.4 we derive

‖ν − φ−2ρ‖2
L2(Σ,g) ≤ c‖νe − ρ‖2

L2(Σ,ge) + o(1) . (4.18)
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Now we use proposition 4.3 to obtain a sphereS = SRe(a) and a conformal param-
eterizationψ : S → Σ satisfying the estimates (4.2)–(4.5). From the estimate onthe
centera, we compute for the difference of the Euclidean normalN = (x− a)/Re and
the radial directionρ = x/r that

|N − ρ|ge ≤ (|Re − r|ge + |a|)/Re ≤ 2|a|/Re ≤ o(1) .

Using (4.2)–(4.4) we estimate

|ρ ◦ ψ(x) − ρ(x)|ge ≤
(

sup
λ∈[0,1]

|Dρ(λx− (1 − λ)ψ(x)|ge

)

|ψ(x) − x|ge

≤ CA‖ ◦
Ae‖L2(Σ,ge) ,

and
∫

Σ

|νe − ρ|2ge dµe =

∫

S

h−2|νe ◦ ψ − ρ ◦ ψ|2gedµe ≤ C

∫

S

|νe ◦ ψ − ρ ◦ ψ|2gedµe .

By the triangle inequality and the previous inequalities weobtain

‖νe ◦ ψ − ρ ◦ ψ‖L2(S,ge)

≤ ‖νe ◦ ψ −N‖L2(S) + ‖N − ρ‖L2(S) + ‖ρ− ρ ◦ ψ‖L2(S)

≤ o(1)rmin + C(m,CA) .

This implies the first inequality of the proposition in view of (4.18). The second in-
equality now easily follows, since

‖Ric(ν, ν) − φ−4 RicS(ρ, ρ)‖2
L2(Σ)

≤ ‖RicS −Ric ‖2
L2(Σ) + sup

Σ
|RicS |2‖ν − φ−2ρ‖2

L2(Σ)

≤ C(m,CA)r−6
min

(

1 + ‖ν − φ−2ρ‖2
L2(Σ)

)

.

For the third inequality, observe that by a similar computation

‖Ric(ν, ·) − RicS(φ−2ρ, ·)‖2
L2(Σ) ≤ C(m,CA)r−6

min

(

1 + ‖ν − φ−2ρ‖2
L2(Σ)

)

,

such that only the difference of the projections ofRicS(·, φ−2ρ) to the subspacesg-
orthogonal toν andgS-orthogonal toφ−2ρ have to be estimated. Note that the latter
projection is zero. To estimate the difference, write

P g
ν RicS(·, φ−2ρ) = RicS(·, φ−2ρ) − g(·, ν) RicS(ν, φ−2ρ) ,

whereP g
ν is theg-orthogonal projection on theg orthogonal complement ofν, and

P S
φ−2ρ RicS(·, φ−2ρ) = RicS(·, φ−2ρ) − gS(·, φ−2ρ) RicS(φ−2ρ, φ−2ρ) .

Therefore the third estimate of the proposition follows as before. The last estimate can
be obtained using a similar computation. �
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We can now improve the roundness estimates of proposition 3.3.

Proposition 4.7 Let (M, g,K) be (m, δ, σ, η)-asymptotically flat. Then there exist a
constantC(m,CA) and r0 = r0(m, σ, C

A), such that for all surfacesΣ satisfying
(4.1), conditions(A1)–(A4), andrmin > r0, the following estimate holds

∫

Σ

|∇| ◦
A||2 +H2| ◦

A|2 dµ ≤ o(1)r−4
min + C(m,CA)r−6

min .

Proof: We use the Simons identity as in the proof of proposition 3.3
∫

Σ

|∇| ◦
A||2 +

2

CA
0

H2| ◦
A|2 dµ

≤
∫

Σ

(3

2
|∇H|2 + 3|ω|2 + | ◦

A|2 Ric(ν, ν) − ◦
Aαβ ◦

Aδ
α Ricβδ

)

dµ .

By Remark 4.1 we have|∇H|2 ≤ o(1)(r−4|A|2 + r−6). We further proceed as in the
proof of proposition 3.3 but now estimate the resulting terms using proposition 4.6.
For example withRicS(ρ, ρ) ≤ 0 and the Schwarz inequality we derive

∫

Σ

| ◦
A|2 Ric(ν, ν) dµ ≤ ‖ ◦

A‖2
L4(Σ)‖Ric(ν, ν) − φ−4 RicS(ρ, ρ)‖L2(Σ)

≤ o(1)r−5
min + C(m,CA)r−6

min .

Here we used the Sobolev inequality from proposition 2.6 together with proposition
3.3 and corollary 4.4, to estimate theL4-norm of

◦
A

‖ ◦
A‖4

L4(Σ) ≤ C(m,CA)|Σ|r−8
min ≤ C(m,CA)r−6

min .

The estimates for the other terms are obvious. �

Our next step is to provesup-estimates for
◦
A using a Stampaccia iteration.

Proposition 4.8 Let Σ be as in proposition 3.3, then for eachε > 0 there existsr0 =
r0(m, σ, C

A) and a constantC(ε,m,CA), such that ifrmin ≥ r0

sup
Σ

| ◦
A| ≤ C(ε,m,CA)

(

o(1)r−2
min + r−3+ε

min

)

.

Proof: Let u := | ◦
A|, anduk := max(u − k, 0) for all k ≥ 0. LetA(k) := {x ∈ Σ :

uk > 0}. Let p > 1, and multiply equation (3.5) withup
k and integrate. Partial integra-

tion, proceeding as in proposition 3.3, and using the Schwarz inequality to absorb all
gradient terms on the left hand side gives

∫

A(k)

pup−1
k u|∇u|2 + up

k|∇u|2 + CA
3 u

p
ku

2H2dµ (4.19)

≤ c(p)

∫

A(k)

up−1
k u|∇H|2 + up

k|∇H|2 + up
k|ω|2 + up

ku
2|Ric | + up−1

k u|ω|2dµ .
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We have the bounds|Ric | + |ω| ≤ C(m)r−3, and remark 4.1 and corollary 4.5 imply
that |∇H|2 ≤ o(1)(r−6 + r−4u2). Equation (4.19) therefore gives

∫

A(k)

pup−1
k u|∇u|2 + up

k|∇u|2 + CA
3 u

p
ku

2H2 dµ (4.20)

≤ C(m,CA)

∫

A(k)

up
kr

−6 + up−1
k ur−6 + up

ku
2r−3 dµ .

Using the Sobolev inequality from proposition 2.6 and proposition 3.3 we infer
∫

A(k)

uqdµ ≤ C(q,m,CA)|A(k)|(o(1)r−2q
min + r−3q

min ) .

Since∇uk = ∇u, anduk ≤ u onA(k), we can use this on the right of (4.20):
∫

A(k)

up
k + up−1

k u dµ ≤ C(p,m,CA)|A(k)|(o(1)r−2p
min + r−3p

min ) ,

∫

A(k)

up
ku

2 dµ ≤ C(p,m,CA)|A(k)|(o(1)r−2p−4
min + r−3p−6

min ) .

We infer that
∫

A(k)

pup−1
k u|∇u|2 + up

k|∇u|2 + CA
3 u

p
ku

2H2 dµ

≤ C(p,m,CA)|A(k)|(o(1)r−2p−6
min + r−3p−6

min ) .

Let f := u
p/2+1
k , then this estimate shows that

∫

A(k)

|∇f |2 +H2f 2 dµ ≤ C(p,m,CA)|A(k)|(o(1)r−2p−6
min + r−3p−6

min ) .

Using the Sobolev inequality from proposition 2.6 to estimate
∫

Σ
f 2 dµ, and reexpress-

ing this in terms off 2 = up+2
k , we obtain the iteration inequality

|h− k|p+2|A(h)| ≤
∫

A(h)

up+2
k dµ ≤

∫

A(k)

up+2
k dµ

≤ C(p,m,CA)|A(k)|2(o(1)r−2p−6
min + r−3p−6

min ) .

By [Sta66, Lemma 4.1], this iteration inequality implies that |A(d)| = 0 for d ≥
d0 with dp+2

0 ≤ C(p,m,CA)(o(1)r−2p−6
min + r−3p−6

min )|A(0)|. Since|A(0)| ≤ |Σ| =
4πR(Σ)2, and because corollary 4.4 implies thatR(Σ) ≤ C(m,CA)rmin, we obtain

sup
Σ

| ◦
A| ≤ C(p,m,CA)

(

o(1)r−2
min + r

−3+2/(p+2)
min

)

which proves the proposition, providedp is large enough. �
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We now have asup-estimate forA = ∇ν. This can be combined with theL2-estimates
for |ν − φ−2ρ| to prove asup-estimate for this expression.

Proposition 4.9 LetΣ be as in proposition 4.3 such that in particularΣ satisfies‖ν−
φ−2ρ‖L2(Σ) ≤ o(1)rmin + C(m,CA) and |A| ≤ C(m,CA)r−1

min. Then there exists
r0 = r0(m, σ, C

A) such that

sup |ν − φ−2ρ| ≤ o(1) + C(m,CA)r
−2/3
min

providedo(1) is small enough, andrmin > r0.

Proof: From the above assumptions,|∇(ν − φ−2ρ)| ≤ C(m,CA)r−1
min. Therefore

f := |ν − φ−2ρ|2 satisfies

|∇f | =
∣

∣g(∇(ν − φ−2ρ), ν − φ−2ρ)
∣

∣ ≤ C(m,CA)r−1
min ,

providedr0 is large enough. Assume there existsp0 ∈ Σ such that forM > 0 the
inequalityf(p0) ≥ 2M(o(1)+r−1

min)
2/3 holds. LetB := {p ∈ Σ : |p−p0| ≤M(o(1)+

r−1
min)

2/3C(m,CA)−1rmin}. Then for allp ∈ B we have thatf(p) ≥M(o(1)+r−1
min)

2/3,
which implies that

∫

Σ

f dµ ≥
∫

B

fdµ ≥ C
M3

C(m,CA)2
(o(1)rmin + 1)2 ,

where we used that|B| ≥ CM2(ε + r−1
min)

4/3C(m,CA)−2r2
min. This follows from the

estimate on the conformal factor ofψ : S → Σ from theorem 2.1, ifε andr−1
min are

small enough. IfM is large enough, this is a contradiction. �

Corollary 4.10 In the same way we obtain an estimatesupΣ |νe − ρ| ≤ o(1) +

C(m,CA)r
−2/3
min , and therefore

∫

Σ
ge(νe, ρ) ≥ 1

2
, if o(1) is small enough. HenceΣ

is globally a graph overS2, i.e. there is a functionu ∈ C∞(S2) such that

Σ = {u(p)p : p ∈ S2 ⊂ R
3} .

Corollary 4.11 SurfacesΣ as in proposition 4.3 satisfy

|Ric(ν, ν) + 2mr−3| ≤ o(1)r−3
min + C(m,CA)r

−3−2/3
min .

This enables us to precisely compute the curvature ofΣ taken with respect tog.
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Theorem 4.12 Let Σ be as in proposition 3.3. LetRe =
√

|Σ|e/4π be its Euclidean
geometric radius, and definēφ = 1 + m

2Re
and H̄ = 2

φ̄2Re
− 2m

φ̄3R2
e
. Then there exist

r0 = r0(m, σ, C
A) andC(m,CA), such that ifrmin > r0 the following estimates hold:

sup
Σ

|H − H̄| ≤ o(1)r−2
min + C(m,CA)r

−2−2/3
min ,

sup
Σ

∣

∣detA− H̄2/4
∣

∣ ≤ o(1)r−3
min + C(m,CA)r

−3−2/3
min ,

sup
Σ

∣

∣G− H̄2/4 − 2m/R3
e

∣

∣ ≤ o(1)r−3
min + C(m,CA)r

−3−2/3
min .

HereG = detA− Ric(ν, ν) + 1
2
Scal is the Gauss-curvature ofΣ.

Proof: From Proposition 4.3 we obtain an approximating sphereS = SRe(a) and
a conformal mapψ : S → Σ which satisfies (4.2)–(4.5). We compareΣ with the
centeredsphereS̄ = SRe(0) and consider the mapξ : S̄ → Σ : x 7→ ψ(x + a). From
(4.2) and (4.5) we obtain that

sup
Σ

|r − Re| = sup
S̄

∣

∣ |ξ(x)| − |x|
∣

∣ ≤ o(1)rmin + C(m,CA) ,

which in particular implies that|rmin − Re| ≤ o(1)rmin + C(m,CA). In addition
supΣ |φ̄− φ| ≤ o(1)r−1

min + C(m,CA)r−2
min as well assupΣ |φ̄−2 − φ−2| + supΣ |φ̄−3 −

φ−3| ≤ o(1)r−1
min + C(m,CA)r−2

min. Take a pointx ∈ S̄, and letνe be the Euclidean
normal toΣ. Estimate

|Dρ(x)φ(x) −Dνe(ξ(x))φ(ξ(x))|
≤ |Dρ(x)φ(x) −Dρ(x)φ(ξ(x))| + |Dρ(x)φ(ξ(x)) −Dρ(ξ(x))φ(ξ(x))|

+|Dρ(ξ(x))φ(ξ(x)) −Dνe(ξ(x))φ(ξ(x))|
≤ o(1)r−2

min + C(m,CA)r
−2−2/3
min .

TheL2-norm ofH− H̄ can then be estimated by using lemma 2.2 to replaceH byHe,
and estimating‖He − 2/R2

e‖L2(Σ) by taking the trace of (2.4).

∫

Σ

|H − H̄|2 dµe ≤
∫

Σ

∣

∣

∣

∣

He

φ2
+ 4

Dνeφ

φ3
− 2

φ̄2Re

+
2m

φ̄3R2
e

∣

∣

∣

∣

2

dµe + o(1)r−3
min

≤ o(1)r−2
min + C(m,CA)r

−2−4/3
min .

Proceeding as in the proof of corollary 4.5 we obtain the asserted sup-estimate on
H − H̄ by using (4.1) and|P | ≤ o(1)r−2

min.
Thesup-estimates on

◦
A of proposition 4.8 imply thatA onΣ satisfies

∣

∣

∣

∣

A− 1

2
H̄ Id

∣

∣

∣

∣

≤
∣

∣

∣

∣

A− 1

2
H Id

∣

∣

∣

∣

+ |H− H̄| ≤ o(1)r−2
min +C(m,CA)r

−2−2/3
min , (4.21)

21



which implies the second assertion of the theorem. Corollary 4.11 gives that
∣

∣Ric(ν, ν) + 2m/R3
e

∣

∣ ≤ o(1)r−3
min + C(m,CA)r

−3−2/3
min ,

which, in view of | Scal | ≤ o(1)r−3
min, equation (4.21), and the Gauss equationG =

detA− Ric(ν, ν) + 1
2
Scal, implies the last assertion. �

5 The linearization of the operatorH±P
In this section we will examine the linearization of the operatorH±P which assigns
the functionH ± P to a surface. We will prove that this linearization is invertible,
whence we can apply the implicit function theorem in section6 to find surfaces with
H ± P = const. We begin by computing the linearization. For this letΣ ⊂ M be
a closed surface. In a neighborhood ofΣ we introduce Gaussian normal coordinates
y : Σ × (−ε, ε) → M , such thaty(·, 0) = idΣ, and∂y/∂t = νΣt , with Σt = y(Σ, t).
For a functionf ∈ C∞(Σ) with |f | ≤ ε define the graph off overΣ as

graph(f) := {y(p, f(p)) : p ∈ Σ} .

Let H : C∞(Σ) → C∞(Σ) be the operator, which assigns to a functionf the mean
curvatureH(f) of graph(f), and letP : C∞(Σ) → C∞(Σ) be the operator which
assigns to a functionf the functionP = trgraph(f)K evaluated ongraph(f). To
compute the linearization ofH±P atf = 0, we need the following lemma:

Lemma 5.1 Let Σ ⊂ M be a surface, andF : Σ × (−ε, ε) → M a variation ofΣ,
with F (·, 0) = idΣ. If F is normal toΣ, i.e. ∂F

∂t

∣

∣

t=0
= fν for f ∈ C∞(Σ), then

dH

dt

∣

∣

∣

∣

t=0

= −∆Σf − f
(

|A|2 + Ric(ν, ν)
)

,

dP

dt

∣

∣

∣

∣

t=0

= f
(

∇M
ν trM K −∇M

ν K(ν, ν)
)

+ 2K(∇Σf, ν) .

HereA is the second fundamental form,H the mean curvature, andν the normal of
Σ. The covariant derivative ofM is denoted by∇M and that ofΣ by∇Σ.

Proof: The first equation is well known. It can be found in [Bra97, Appendix A]. The
second immediately follows fromP = trM K −K(ν, ν) and dν

dt

∣

∣

t=0
= −∇Σf . �

Lemma 5.1 implies that the linearizationLH±P of H±P is given by

LH±Pf = −∆f−f
(

|A|2 + Ric(ν, ν) ±∇M
ν K(ν, ν) ∓∇M

ν trK
)

±2K(∇Σf, ν) . (5.1)

To obtain a form which is easier to handle, we multiply this byf and integrate by parts.

22



Proposition 5.2 Let f ∈ C∞(Σ), then
∫

Σ

fLH±Pf dµ =

∫

Σ

|∇f |2 − f 2
(

8π (µ∓ J(ν)) +
1

2

∣

∣(KT )◦ ± ◦
A

∣

∣

2
+ |θ|2

)

−1

2
f 2

(1

2
(H ± P )2 + (H ∓K(ν, ν))2 − (trK)2 − 2G

)

dµ .

Hereµ andJ are given by the constraint equations16πµ = Scal−|K|2g +(trK)2, and
8πJ = ∇M trK − divM K and (KT )◦ denotes the trace free part of the tangential
projection ofK ontoΣ, i.e. (KT )◦αβ = Kαβ − 1

2
γεδKεδγαβ. Moreover,θ = K(·, ν)T ,

andG denotes the Gaussian curvature ofΣ.

Proof: Multiply (5.1) with f and integrate to obtain
∫

Σ

fLH±Pfdµ =

∫

Σ

|∇f |2 − f 2
(

|A|2 + Ric(ν, ν) ∓∇νtrK ±∇νK(ν, ν)
)

dµ

±
∫

Σ

2fK(∇Σf, ν) dµ .

By the Gauss equation and the constraint equation we compute

|A|2 + Ric(ν, ν) = 8πµ+
1

2

(

|K|2 − (trK)2 +H2 + |A|2
)

−G .

Considering the term2
∫

Σ
fK(∇Σf, ν) dµ, we obtain by partial integration that

2

∫

Σ

fK(∇Σf, ν) dµ

= −
∫

Σ

f 2(−8πJ(ν) + ∇M
ν trK −∇M

ν K(ν, ν) −HK(ν, ν) +KT · A) dµ .

This gives the asserted identity in view of|K|2 = |KT |2 + 2|θ|2 +K(ν, ν)2. �

This expression can be used to prove positivity. In the sequel we will restrict our-
selves to data(M, g,K) which are(m, 0, σ, η)-asymptotically flat. By eventually in-
creasingσ, every set of(m, δ, σ, η̄)-asymptotically flat data can be made(m, 0, σ, η)-
asymptotically flat for any choice ofη > 0.

Proposition 5.3 Form > 0 and constantsCA
1 ,CA

2 , andCA
3 , there areη0 = η0(m,C

A)
andr0 = r0(m, σ, C

A) such that if the data(g,K) are (m, 0, σ, η0)-asymptotically flat
andΣ satisfies(4.1), conditions(A1)–(A4) as well asrmin > r0, then there isµ1 with

µ1 ≥ 6mR−3
e − o(1)R−3

e + C(m,CA)R−3−2/3
e ,

such that for all functionsf ∈ C∞(Σ) with
∫

Σ
f dµ = 0 the following inequality holds

µ1

∫

Σ

f 2 dµ ≤
∫

Σ

fLH±Pf dµ .

Hereo(1) is as described at the beginning of section 4.
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Proof: It is a well-known fact that a lower bound on the Gauss curvatureG ≥ κ of
a surface gives a lower boundλ1 ≥ 2κ on the first eigenvalue of its Laplace-Beltrami
operator. This bound is provided by theorem 4.12, such that for all f with

∫

Σ
f dµ = 0

we obtain
(

1

2
H̄2 +

4m

R3
e

− o(1)R−3
e + C(m,CA)R−3−2/3

e

)
∫

Σ

f 2 dµ ≤
∫

Σ

|∇f |2 dµ .

From proposition 5.2, the asymptotics ofK, thesup-estimates for
◦
A from proposition

4.8, and the expression forG in theorem 4.12, we obtain
∫

Σ

fLH±Pf dµ ≥
∫

Σ

(|∇f |2 − | ◦
A|2 − 3

4
H2 +G− o(1)R−3

e )f 2 dµ

≥
(

6mR−3
e − o(1)R−3

e − C(m,CA)R−3−2/3
e

)

∫

Σ

f 2 dµ .

If o(1) is small enough, the factor on the right hand side is positive, and this gives the
assertion. �

We are now able to show that solutionsu of LH±Pu = const are almost constant.

Proposition 5.4 Let (M, g,K) and Σ be as in proposition 5.3. Consider a solution
u of LH±Pu = f with

∫

Σ
(f − f̄)2 dµ ≤ µ2

1/4ū
2 whereµ1 is as in proposition 5.3,

f̄ = |Σ|−1
∫

Σ
f dµ is the mean value off , andū is the mean value ofu. Then

sup
Σ

|u− ū| ≤
(

o(1) + C(m,CA)R−2/3
e

)

ū .

Proof: We can assume thatu is normalized such that̄u = 1. Then

LH±P(u− 1) = f +
(

|A|2 + Ric(ν, ν) ±∇M
ν K(ν, ν) ∓∇M

ν trK
)

.

Multiplying by (u− 1), integrating, and using proposition 5.3, we obtain

µ1

∫

Σ

(u− 1)2 dµ

≤
∫

Σ

(u− 1)f + (u− 1)
(

|A|2 + Ric(ν, ν) ±∇M
ν K(ν, ν) ∓∇M

ν trK
)

dµ .

Using the Schwarz inequality and the assumption onf we estimate

∫

Σ

(u− 1)f dµ =

∫

Σ

(u− 1)(f − f̄) dµ ≤ µ1

2

(
∫

Σ

(u− 1)2 dµ

)1/2

. (5.2)

DefineRe andH̄ as in theorem 4.12, then

| ◦
A|2 +

1

2
|H2 − H̄2| + |Ric(ν, ν) + 2mR−3

e | ≤ o(1)R−3
e + C(m,CA)R−3−2/3

e .
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Combining
∫

Σ
(u− 1)H̄2 dµ = 0 with the Schwarz inequality gives

∣

∣

∣

∣

∫

Σ

(u− 1)
(

|A|2 + Ric(ν, ν) ±∇M
ν K(ν, ν) ∓∇M

ν trK
)

dµ

∣

∣

∣

∣

≤
(

o(1)R−2
e + C(m,CA)R−2−2/3

e

)

‖u− 1‖L2(Σ) .

Inserting this into (5.2), we obtain theL2-estimate

‖u− 1‖2
L2(Σ) ≤ µ−2

1

(

o(1)R−4
e + C(m,Cg)R−4−4/3

e

)

.

By standard estimates from the theory of linear elliptic partial differential equations of
second order [GT98] we can obtain asup-estimate from this

sup
Σ

|u− 1| ≤ µ−1
1

(

o(1)R−3
e + C(m,CA)R−3−2/3

e

)

,

which implies the assertion, in view of the estimate forµ1 from proposition 5.3. �

Corollary 5.5 Providedo(1) is small enough, andf is as in the previous proposition,
a solution ofLu = f does not change sign.

Corollary 5.6 Letu be a solution ofLH±Pu = f . If

∫

Σ

(u− ū)f dµ ≤ µ1

2

(
∫

Σ

(u− ū)2 dµ

)1/2

,

with µ1 from proposition 5.3, then

sup
Σ

|u− ū| ≤ o(1) + C(m,CA)R−2/3
e ū .

This corollary implies thatLH±P is invertible in suitable Banach spaces.

Theorem 5.7 Under the assumptions of the previous proposition,LH±P is invert-
ible as operatorLH±P : C2,α(Σ) → C0,α(Σ) for each0 < α < 1. Its inverse
LH±P

inv : C0,α(Σ) → C2,α(Σ) exists and is continuous. It satisfies‖LH±P
inv f‖L2(Σ) ≤

R3
e/3m ‖f‖L2(Σ) and the Ḧolder norm estimate

‖LH±P
inv f‖C2,α(Σ) ≤ C(α,Σ)

R3
e

3m
‖f‖C2,α(Σ) .

Proof: Assume that there exists a functionu with ‖u‖L2(Σ) = 1 and

sup
‖v‖L2(Σ)=1

∣

∣

∣

∣

∫

Σ

vLH±Pu dµ

∣

∣

∣

∣

≤ 3m

R3
e

. (5.3)
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From proposition 5.3 we have thatū 6= 0. Without loss of generality,̄u > 0. Choosing
v = u − ū in (5.3) implies that the assumptions of corollary 5.6 are satisfied. If o(1)
is small enough, we obtain thatū/2 ≤ u ≤ 2ū. From‖u‖L2(Σ) = 1 we obtain that
ū ≥ 1

2
|Σ|−1/2, and from Hölder’s inequalitȳu ≤ |Σ|−1/2. Usingv = 1 in (5.3) gives

∣

∣

∣

∣

∫

Σ

LH±Pu dµ

∣

∣

∣

∣

≤ 3m

R3
e

|Σ| ≤ C(m,CA)R−1
e . (5.4)

On the other hand, we compute from (5.1), using partial integration, that
∫

Σ

LH±Pu dµ = −
∫

Σ

u
(

|A|2 + Ric(ν, ν) ±∇M
ν K(ν, ν) ∓∇M

ν trK

±∇M
eα
K(eα, ν) ∓HK(ν, ν) ±KT · A

)

dµ .

Inserting this into the previous estimate, we infer using (5.4), that
∣

∣

∣

∣

∫

Σ

u|A|2 dµ

∣

∣

∣

∣

≤
∣

∣

∣

∣

∫

Σ

LH±Pu dµ

∣

∣

∣

∣

+ C(m)R−3
e |Σ|ū ≤ C(m)R−1

e ū .

From ū ≤ 2u we obtain that
∫

Σ
H2 dµ ≤ C(m)R−1

e , which contradicts (A2) for large
Re. This implies thatLH±P is injective, and since it is a linear elliptic operator, the
Fredholm alternative consequently implies its surjectivity. The existence of a continu-
ous inverseLH±P

inv with the asserted bounds follows [GT98, Chapter 5]. Note that by
the a priori estimates of theorem 4.12 the Gauss curvature, and therefore the injectivity
radius, are controlled. �

Remark 5.8 The constantC(α,Σ) can be chosen uniformly by using the Schauder
estimates in e.g. harmonic coordinate patches onΣ. Analogous estimates in the spaces
W 2,p(Σ) can be found in [CK93, Chapter 2]

‖LH±P
inv f‖W 2,p(Σ) ≤ C(2, p)

R3
e

3m
‖f‖Lp(Σ) .

The constantsC(2, p) therein can be chosen uniformly since they only depend on
kmin := |Σ|−1 minΣG, andkmax := |Σ|−1 maxΣG, which are controlled in our case.

6 The foliation

To prove the existence of surfaces satisfyingH ± P = const, we use the following
strategy. Let(g,K) be (m, 0, σ, η)-asymptotically flat withm > 0. Let gτ := (1 −
τ)gS + τg, andKτ := τK. Then the data(gτ , Kτ ) is also(m, 0, σ, η)-asymptotically
flat. For the initial reference data(gS, 0) we know a lot of solutions to the equation
H = const, namely the centered spheres (note that ifK ≡ 0 thenP ≡ 0). The mean
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curvature of a centered sphere of radiusr in with respect togS can be computed using
2.2 and equals

HS(r) =
(

1 +
m

2r

)−3
(

2

r
− m

r2

)

.

This function is invertible forr > r1(m). The inverse function satisfies|r−2/h| ≤ C,
for anyC providedh1 is chosen small enough. Leth > 0 be a constant. Then we can
solveHS(r) = h with r > r1(m), providedh < h1(m). Therefore the equation

H ± P = h

is satisfied on a sphere of radiusr(h) for τ = 0. To deform this solution forτ = 0
to a family of solutions forτ ∈ [0, 1], we introduce two classes of surfaces. For this
consider the following conditions related to (A1)–(A4) by appropriately choosing the
constants

R(Σ) ≤ 8rmin , (B1)

R(Σ)−1 ≤ 8(H ± P ) , (B2)
∫

Σ

u |A|2 dµ ≤ 8

∫

Σ

u detA dµ for all 0 ≤ u ∈ C∞(Σ) , (B3)

|Σ|−1
e

∫

Σ

idΣ dµe ≤ 3

4
Re (B4)

Chooseη0 so small, andr0 so large, that corollaries 4.4, 4.5, and theorem 4.12 imply
that these conditions hold with better constants on surfaces Σ with rmin > r0

R(Σ) ≤ 4rmin , (C1)

R(Σ)−1 ≤ 4(H ± P ) , (C2)
∫

Σ

u |A|2 dµ ≤ 4

∫

Σ

u detA dµ for all 0 ≤ u ∈ C∞(Σ) . (C3)

|Σ|−1
e

∫

Σ

idΣ dµe ≤ 7

8
Re (C4)

By eventually decreasingη0 and increasingr0, we can assume that (C1) – (C4) imply
that the linearized operatorLH±P from the previous section is invertible, corollary 4.10
guarantees thatΣ is globally a graph overS2, andge(νe, ρ) > 1/2. Moreover, from
theorem 4.12 we can assume that for all surfaces satisfying (B1) – (B4), also

1

4
rmin ≤ (H ± P )−1 ≤ 4 rmin . (6.1)

Let (g,K) be data such that for fixedm > 0 the data(gτ , Kτ ) as before all are
(m, 0, σ, η0)-asymptotically flat. Define the following nested sets of surfaces:

S1(τ) := {S2 ≈ Σ ⊂M : Σ satisfiesrmin > r0 and (B1)–(B4) w.r.t.(gτ , Kτ )}
S2(τ) := {S2 ≈ Σ ⊂M : Σ satisfiesrmin > 2r0 and (C1)–(C4) w.r.t.(gτ , Kτ )}
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Choose0 < h2 ≤ h1 such that the centered spheresSr(0) with mean curvatureH < h2

are inS2(0). Chooseh0 < min{h1, h2,
1
8
r−1
0 }. Let

κ : [0, 1] → (0, h0) × [0, 1] : t 7→ (h(t), τ(t))

be a continuous, piecewise smooth curve withτ(0) = 0. Denote by(H ± P )τ the
functionH ± P evaluated with respect to(gτ , Kτ ). Let Iκ ⊂ [0, 1] be the set

Iκ :=
{

t ∈ [0, 1] : ∃Σ(t) ∈ S2(τ(t)) with (H ± P )τ(t) = h(t)
}

Proposition 6.1 Under the assumptions of this section,Iκ = [0, 1].

Proof: We can assume thatκ is smooth. By choice ofh0, 0 ∈ Iκ, soIκ is nonempty.
For proving thatIκ is open, lett0 ∈ Iκ, andΣ ∈ S2(τ(t0)) the surface with(H ±

P )τ(t0) = h(t0). Consider Gaussian normal coordinatesy : Σ × (−ε, ε) →M , and let
B := {f ∈ C2,α(Σ) : sup |f | < ε}. Define the operator

L : B × [0, 1] → C0,α(Σ) : (f, t) 7→ (H±P)t(f) − h(t) ,

where(H ± P)t(f) is the function(H ± P )t on graph(f). This operator is differen-
tiable, and we haveL(0, t0) = 0.

The differential ofL with respect to the first variable is the operatorLH±P from
section 5, and is invertible sinceΣ ∈ S2(τ(t)). By the implicit function theorem
there existsδ > 0, and a differentiable functionξ : (t0 − δ, t0 + δ) → B, such that
L(ξ(t), t) = 0 for all t with |t− t0| < δ.

Hence, for each sucht there is a surfaceΣ(t) with (H ± P )τ(t) = const. By
continuity, and by eventually decreasingδ, we can assume thatΣ(t) ∈ S1(τ(t)). By
choice ofr0 andη0 conditions (B1)–(B4) imply (C1)–(C4). By choice ofh0 we obtain
rmin > 2r0 whenceΣ(t) ∈ S2(τ(t)). That is,Iκ contains a small neighborhood oft0.

To show thatIk is closed, assume that{tn} ⊂ Iκ is a convergent series with
limn→∞ tn → t. Let Σ(tn) ∈ S2(τ(tn)) be the surface with(H ± P )τ(tn) = h(tn). By
corollary 4.10 allΣ(tn) = graph(un) are graphs overS2 as described in section 5.

From the position estimates in proposition 4.3, the uniformestimates for the angle
ge(νe, ρ), and the uniform curvature estimates from corollary 4.5 andproposition 4.8
we obtain uniformC2(S2)-estimates for the sequence(un). In addition, theW 1,2-
estimates on the curvature imply uniformW 3,2-estimates for(un).

We can assume that(un) converges inW 2,p(S2) tou ∈W 2,p(S2) for a1 < p <∞.
Furthermore, we can assume that(un) → u in C1,α(S2) for a fixed0 < α < 1.

On graph(u) a weak version of the quasilinear equation(H ± P )τ(t) = h(t) is
satisfied. By fixing coefficients, this can be interpreted as alinear equation. Sinceu ∈
C1,α, the coefficients of this equation areC0,α. Regularity theory for such equations
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[GT98, Chapter 8] implies thatu, and thereforeΣ, are smooth. ByC1,α-convergenceΣ
satisfies (C1), (C4), andrmin > 2r0. ByW 2,p-convergence (C2) and (C3) are satisfied,
providedp is large enough. Thereforet ∈ Iκ, andIκ is closed. �

This gives the following:

Theorem 6.2 Letm > 0 be fixed. Then there existsh0 = h0(m, σ) andη0 = η0(m)
such that for every(m, 0, σ, η0)-asymptotically flat data set(g,K) and every curve
κ : [0, 1] → (0, h0) × [0, 1] : t 7→ (h(t), τ(t)) there exists a smooth family of surfaces
Σκ(t) ∈ S2(τ(t)) satisfyingH ± P = h(t) with respect to theτ(t)-data.

Remark 6.3 At first glance, the resultingH ± P = const-surface could depend on
the choice of the curveκ from κ(0) to κ(1). However, since the range ofκ is simply
connected, and the solutions obtained from the implicit function theorem are locally
unique, a standard argument using the homotopy of two curveswith common endpoints
shows that the surfaces in fact only depend on the endpoints of κ.

We are now ready to prove the existence part of theorem 1.1.

Theorem 6.4 Let m > 0 be fixed andη0 andh0 be as in theorem 6.2. By possibly
decreasingη0 andh0 we assure that corollary 5.5 is valid. Then the surfaces satisfying
H ± P = const constructed in theorem 6.2 form a foliation. For smallH ± P these
surfaces have arbitrarily large radius. In addition, thereis a differentiable map

F : S2 × (0, h0) × [0, 1] →M

such that the surfacesF(S2, h, τ) satisfyH±P = h with respect to the data(gτ , Kτ ).
This foliation can therefore be obtained by deforming a piece of theH = const folia-
tion of (R3, gS) by centered spheres.

Proof: Choose0 < h < h0, and define the curveκh(t) = (h, t) for t ∈ [0, 1]. Using
theorem 6.2 we obtain a family of surfacesΣh,τ with H ± P = h by deforming the
centered sphere which hasHS = h with respect togS alongκ. The position estimates
and (6.1) implyh−1 ≤ 4rmin(Σh,t), such that by choosingh small, we can makermin

of Σ1(h) large.
The mapF can be constructed by settingF(S2, h, τ) = Σh,τ and defining the

parametrization ofΣh,τ by the fact thatΣh,τ is a graph overS2. This implies the
differentiability ofF with respect top ∈ S2 andτ ∈ [0, 1].

To show that these surfaces form a foliation, choose anothercurve. Leth1 ∈ (0, h0)
be fixed. The curveκh1 gives a fixed reference surfaceΣh1,1. For h2 < h1 consider
the curvesλh2(t) = ((1 − t)h1 + th2, 1). Concatenatingκh1 andλh2 gives a family of
surfacesΣ′

h,1 with h ∈ [h2, h1] as well as a differentiable mapF : S2 × [h2, h1] → M
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such thatF (S2, h) = Σ′
h,1. Remark 6.3 implies thatΣ′

h,1 = Σh,1 =: Σh. ThereforeF
is differentiable with respect toh ∈ (0, h0).

Let νh denote the normal toΣh, then the lapseαh of the familyF is defined as
αh := g

(

νh,
dF
dh

)

. SinceH ± P = const alongΣh, and therefore the tangential part of
dF
dh

is irrelevant for the evolution ofH ± P , we have

h1 − h2 =
d

dh
(H ± P ) = LH±Pαh

with the operatorLH±P from section 5. By corollary 5.5,αh does not change sign.
Therefore the family of theΣh is a foliation. �

We can also prove the uniqueness ofH ± P = const surfaces.

Theorem 6.5 For m > 0 there areη0(m,C
A) > 0 andh0(m, σ, C

A) > 0 such that
if (g,K) is (m, 0, σ, η0)-asymptotically flat, then two surfacesΣ1 and Σ2 satisfying
(A1)–(A4) andH ± P = h = const with h ∈ (0, h0) coincide.

Proof: We prove this by reversing the process we used in the proof of the existence
result. That is, we start for the data(gτ , Kτ ) at τ = 1 with Σ1 andΣ2 and obtain
surfacesΣ′

1 andΣ′
2 with H = h = const with respect to the Schwarzschild metricgS

at τ = 0. Hereη0 andh0 have to be adjusted as in the beginning of this section, such
that this process works.

By the uniqueness of such surfaces satisfying (A1)–(A4) in the Schwarzschild met-
ric, as follows for example from Huisken and Yau [HY96, Section 5], we infer thatΣ′

1

coincides withΣ′
2. Then by the local uniqueness of the implicit function theorem also

Σ1 andΣ2 coincide. �

Corollary 6.6 TheH ± P = const foliations from theorem 1.1 consisting of surfaces
satisfying(A1)–(A4) are unique at infinity.

7 Special data

We want to interpret the foliation ofH ± P = const surfaces in a physical manner.
A foliation of surfaces satisfyingH = const was interpreted in [HY96] as the center
of mass of an isolated system. The definition of this foliation does not refer to the
extrinsic curvatureK and therefore can not contain information on dynamical physics.
In contrast, proposition 7.1 shows that theH±P = const foliation allows an interpre-
tation as linear momentum.

We restrict ourselves to data(g,K) with ‖g − gS‖C2
−1−δ

<∞ with δ > 0 and

K =
3

2r2

(

ρ⊗ p+ p⊗ ρ− 2〈p, ρ〉(ge − ρ⊗ ρ)
)

+O(r−2−δ)
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wherep ∈ R
3 is a fixed vector,ρ = x/r is the radial direction, and the derivatives of

O(r−2−δ) are of orderO(r−3−δ). This structure ofK was proposed by York [Yor78]
and represents a trace free extrinsic curvature tensor withADM-momentump. There
exist initial data satisfying the constraint equations with these asymptotics. Using this
representation ofK, we can refine the estimates from proposition 4.3 and obtain

Proposition 7.1 Let (g,K) be as described above. If|p| < m is small enough, and
Σ satisfiesH ± P = const, assumptions(A1)–(A4), andrmin > r0, then there exist a
vectora ∈ R

3, a sphereS = SRe(a), and a parameterizationψ : S → Σ such that

|a/Re ∓ τ(v)p̄| ≤ CR−δ
e ,

sup
S

|φ− idS | ≤ CR−δ
e ,

sup
Σ

|νe −R−1
e (rρ− a)| ≤ CR−δ

e

with p̄ = p
|p| , v = |p|

m
, andτ(v) = 1−

√
1−v2

v
. If 0 ≤ v ≤ 1 then0 ≤ τ(v) ≤ 1 and

τ(v) = 1
2
v +O(v3) for v → 0.

Proof: This proof is similar to the proof of proposition 4.3. However, instead of
estimating like (4.9), we compute more carefully using the asymptotics ofK. For the
test vectorb = ā := a

|a| we obtain

∣

∣

∣

∣

−8πm
|a|
Re

∓ 4π

〈

p,
a

|a|

〉 |a|2 +R2
e

R2
e

∣

∣

∣

∣

≤ CR−δ
e . (7.1)

Now we splitp = ge(ā, p)ā + ge(q̄, p)q̄ with q̄ orthogonal toa and|q̄| = 1. Then we
useq̄ as an additional test vector. This gives the second estimate

|〈p, q̄〉|
∣

∣

∣

∣

4π

5

5R3
e − 2|a|2Re − 3|a|2

R3
e

∣

∣

∣

∣

≤ CR−δ
e . (7.2)

Proposition 4.3 givesτ := |a|/Re < 1 if p is small. Then (7.2) implies that|ge(p, q̄)| ≤
CR−δ

e , and therefore|ge(p, ā) − |p|| = |ge(p, q̄)| ≤ CR−δ
e . Using (7.1) we infer that

∣

∣−2mτ ∓ |p|(1 + τ 2)
∣

∣ ≤ CR−δ ,

which implies the proposition. �

Remark 7.2 (i) This means that surfacesΣ(h) satisfyingH ± P = h = const are
not only increasing in size forh → 0, but that they also translate. The magnitude
of this translation can be used to computep. The asymptotic translationτ from the
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previous proposition can be found by comparing the Euclidean center of gravity to the
center of gravity computed using theg-metric. In particular

lim
h→0

(

|Σe|−1

∫

Σ(h)

x dµe − |Σ|−1

∫

Σ(h)

x dµ

)

=
2

3
mτp̄ .

Hereτ = limh→0 |a|/Re(Σ(h)) is the limit of the magnitude of the translation vector
andp̄ the unit vector pointing into its direction. Thenp can be computed from

±p =
2mτ

1 + τ 2
p̄ .

(ii) Corvino and Schoen [CS03] also propose a standard form of the extrinsic curva-
ture tensor, namely

KCS =
2

r2
(p⊗ ρ+ ρ⊗ p− 〈p, ρ〉ge) +O(r−3) .

Contrary to the York-form this is not trace free in the terms of highest order. Corvino
and Schoen prove that data satisfying this asymptotic condition for K andg = gS +
O(r−2) are dense with respect to suitable, weighted Sobolev norms in the set of data
(ḡ, K̄) satisfying the constraint equations and

ḡ = ge +O(r−1) and K̄ = O(r−2)

Therefore these asymptotics posses a certain universality.
For these asymptotics we can also compute the asymptotic translation. It satisfies

τ̃ (v) =
1−
√

1− 16
15

v2

8
5
v

. Hereτ̃ (v) = 1
3
v +O(v3) for v → 0.

This is not satisfactory for two reasons. At first, this asymptotic translation and the
associated linear momentum formula do not coincide with theformula obtained from
the York asymptotics. Secondly0 ≤ τ̃ (v) ≤ 1 only for 0 < v < 15

16
, while from

physical reasons at least the intervalv ∈ [0, 1] should be admitted.
On the other hand, we can not expect to obtain a valid formula independent of the
slicing condition. For theH ± P = const foliation, therefore the slicing condition
trK = 0 seems to be appropriate.
(iii) Both the asymptotics of York and the asymptotics of Corvino and Schoen allow
examples of initial data satisfying the vacuum constraint equations. This implies that
the Sobolev norm used by Corvino and Schoen to prove density of data with their
asymptotics is strong enough to preserve ADM-mass and -momentum, but not strong
enough to reproduce the fine structure of theH ± P = const foliation. �
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