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Abstract

Theoretical Study of Material and Device Properties

of Group-III Nitrides

by

Qimin Yan

Group-III nitride semiconductors, including AIN, GaN, InN, and their alloys,
are ideal materials for solid state lighting applications. Current research focuses
on improving the efficiency by improvements in materials quality and novel device
designs, for instance based on nonpolar and semipolar growth. The motivation for
our work is to assist and guide the experimental development of high-performance
solid state optoelectronic devices by performing computational studies. Our in-
vestigations range from basic structural and electronic properties of nitrides to
the effects of device design on efficiency of light emission.

In the area of fundamental properties, we performed a systematic study of
strain effects on the electronic band structures of the group-IIl-nitrides (AIN,
GaN and InN) using density-functional theory with an advanced hybrid func-
tional as well as using the quasiparticle GIWW method. We present a complete set
of deformation potentials that allows us to predict the band positions of group-III

nitrides and their alloys (InGaN and AlGaN) under realistic strain conditions. We

xil



then employed the resulting first-principles deformation potentials to predict the
effects of strain on transition energies and valence-band structures of c-plane, non-
polar, and semipolar InGaN alloy layers grown on GaN substrates, with particular
attention to the role of strain in the polarized light emission.

We also investigated the role of native defects in the optical properties of GaN
and AIN, again using hybrid density-functional calculations. We established that
complexes between Mg and nitrogen vacancies lead to the broad red luminescence
that has often been observed in GaN. We find that isolated nitrogen vacancies can
give rise to broad emission peaked at 2.18 eV. We show that isolated aluminum
vacancies lead to an absorption peak at 3.43 eV and an emission peak at 2.73
eV. We also find that Vi)-Ox complexes can give rise to absorption peaked at
3.97 eV and emission peaked at 3.24 eV. These results indicate that Al vacancies
and their complexes with oxygen lead to distinct UV absorption lines that have
hampered development of UV-transparent AIN substrates. We also investigate
the optical excitation of the bulk AIN and the nitrogen vacancies in AIN using
ab initio many-body perturbation theory. Our calculations show that many-body
effect strongly affects the absorption spectrum of AIN and a localized exciton is
formed around the vacancy.

Finally, we have carried out device simulations based on k.p theory and Schrodinger-
Poisson solvers to investigate the role of strain, polarization and doping in per-

formance of nitride-based LED devices. We elucidate the mechanisms by which

xiii



modification of GaN barriers by Mg doping benefits hole transport, and we demon-
strate how the strain-induced polarization field affects wavefunction overlap in the
quantum wells of the c-plane and nonpolar plane LEDs and is related to the droop
problem. We show that the emission wavelength shift under current injection is
also related with quantum well potential profile and the polarization field inside
quantum wells. These simulations shed light on the improvement of nitride-based

LED efficiency by device design.
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Chapter 1

Introduction

1.1 Lighting, past, present and future

1.1.1 History

Lighting was one of the earliest applications of electric power. Today it uti-
lizes approximately 20% of the world’s grid-based electricity production. The
main reason for this large share is the inefficiency of current light sources, which
unfortunately waste most of the power. The worldwide demand for lighting is
increasing rapidly, and there is a strong motivation for improving the efficiency
of light sources and mitigating their effect on worldwide energy consumption and
global climate change.

Traditional electric light bulbs were developed more than 100 years ago. The

technology is still in use today and has been noticeably improved, e. g., Halogen



bulbs. The operation of these incandescent light bulbs is quite simple while not
efficient: by heating a tungsten wire in a vacuum bulb to a high temperature (3500
K), the wire glows white-hot and emits a broad black-body radiation spectrum
that covers the entire visible range. The efficiency of such energy conversion is ex-
tremely low, around 5%, which means as much as 95% of the energy consumed by
these electric light bulbs is wasted and converted into useless heat. Furthermore,
the large amount of heat generated makes the lifespan of such light bulbs short
(around 1000 to 2000 hours). Governments around the world are implementing
legislation to phase out incandescent light bulbs for general lighting in the near
future.

Compared with incandescent light bulbs, fluorescent light bulbs are a more effi-
cient and a longer lasting alternative, in spite of some limitations. The mechanism
of such light bulbs is different from incandescent sources: as the electric current
passes through a mixture of the inert gas and mercury in a fluorescent tube, the
mercury atoms are excited and then emit ultraviolet radiation. The tube’s flu-
orescent coating then converts the ultraviolet light to visible light. Fluorescent
light bulbs perform better than traditional electric light bulbs, with efficiencies
on the order of 20% and typical lifetimes of 10,000 hours, but they also have
their limitations. First of all, although fluorescent light bulbs have much higher
efficiencies than incandescent bulbs, the conversion of ultraviolet light to visible

light still limits the efficiency of the devices. In addition, fluorescent light bulbs



contain mercury which is a severe health hazard and needs to be safely recycled
or disposed.

In the past two decades, solid state lighting based on light-emitting diodes
(LEDs) has become the focus. So far, the energy-conversion efficiencies of the
best LED devices can exceed 50%, which significantly reduces the energy cost of
lighting. Besides the high efficiencies, these LEDs also enjoy an unusually long
lifespan. For example, while most incandescent bulbs typically last between 1,000
and 2,000 hours and fluorescent bulbs typically last anywhere between 10,000 and
15,000 hours, LEDs can last 35,000 to 50,000 hours. It makes them an ideal choice
for hard-to-reach lighting by eliminating the need to frequently replace the bulb
which also reduces maintenance costs. Furthermore, different from fluorescent
light bulbs, LEDs do not contain toxic elements. All in all, these semiconductor-

based LEDs have the potential to reshape the lighting industry?.

1.1.2 Solid state lighting

Solid state lighting is enabled by semiconductor light-emitting diodes (LEDs).
The history of LEDs can be traced back to the early 1900s. The phenomenon
of electroluminescence, which is the underlying physics behind the operation of
LEDs, was first discovered by the British scientist H. J. Round, who published
a 24-line note reporting light emission from a silicon carbide diode in February,

19072. However, there was no follow-up publication on this topic from Round. A



Russian scientist Oleg Losev independently discovered the phenomena the same
year. In the mid 1920s, Losev observed light emission from zinc oxide and silicon
carbide crystal rectifier diodes. His first paper on the emission of silicon carbide
diodes was published in 1927 by the journal Wireless Telegraphy and Telephony
in Russia and other important publications followed?.

However, LED devices were not used in practical applications for decades af-
ter their discovery. After almost fifty years, the developments in III-V compound
semiconductor research in the 1960s and 1970s led to the successful fabrication of
efficient LEDs in the long-wavelength part of the visible spectrum. These LEDs
have been applied as indicator lights, e.g., in watches, calculators, and other elec-
tronic devices. However, white-light emission for lighting applications, which re-
quires LEDs emitting in the blue or violet part of the spectrum, were still missing.
In the 1980s and 1990s, research efforts on solid state lighting focused on ZnSe,
but unfortunately defects in this material deteriorated the device performance and
limited their lifetimes. The breakthrough happened in the early 1990s when Shuji
Nakamura developed the first viable blue LEDs based on the group-III nitrides®.
Since then, group-III nitrides have become the dominant short-wavelength LED
materials.

One of the most important applications of these nitride LED devices is indoor
lighting with white-light emission. Several approaches are available to achieve

white-light emission with nitride LEDs!. The first approach is to use a phosphor.



By combining a blue LED with a yellow phosphor coating, the high-energy blue
photons are converted into photons with longer visible wavelengths. This approach
has been widely used in most commercial white-light LED devices on the market
thanks to its simplicity and low cost. However, this simple method is not perfect:
The efficiency of these LEDs is limited by the photon energy conversion process
in phosphors, and the color quality achieved with this approach is not always
satisfactory. A solution to get better color quality is combining an ultraviolet LED
with a mix of phosphors, which produces white light more suitable for indoor use.
Unfortunately, the efficiency is then even lower. Another approach is to combine
three or more LEDs of different colors, which is the best option for efficiency and
color quality but comes at a higher cost.

As the output power of these light-emitting devices becomes higher, LEDs
have found applications as display backlights in portable computers, cell phones,
and televisions. More powerful LEDs are even commercialized for use in vehicle
headlights. In recent years, the total cost of ownership of LED light bulbs is going
down and is now comparable with that of fluorescent ones. As a result, their
market share for general lighting applications is increasing rapidly. Over the next
decade, the value of the LED market is predicted to exceed 15 billion dollars per

year.



1.2 Group-1II nitrides, material and device prop-

erties

Group-III nitride semiconductors, including AIN, GaN, InN, and their alloys,
are currently the materials of choice for solid state lighting applications in the
short-wavelength range. Their electronic band gaps range from 6.2 eV for AIN
to 3.48 eV for GaN and 0.7 eV for InN. Therefore, alloying GaN with InN yields
InGaN material with a direct band gap that is tunable over the entire visible
light spectrum. The study of nitride materials for light emission is a highly ac-
tive research area with strong growth prospects. Current research focuses on
improving the efficiency by device design and reducing the cost of LEDs in order
to deliver affordable devices that can replace the existing solutions for general
lighting. Semipolar and nonpolar device growth offer additional control over the
device properties and are a promising area for new developments. In the following
I describe several key topics of current research on nitride material and device

properties.

1.2.1 Droop problem

Although nitride-based LEDs have shown many advantages over conventional
light sources and have the potential to reshape the lighting industry, they still

exhibit serious shortcomings. It is commonly observed in all nitride-based LEDs



that the internal quantum efficiency (IQE) decreases dramatically when they are
operating at the high power that general lighting requires (Fig. 1.1a), which is
the so-called efficiency droop problem. Unfortunately, droop becomes worse for
devices operating at longer wavelengths, and the lighting efficiency in the green
range is quite low, an effect known as the green-gap problem. In order to increase
the performance of nitride LED devices at long wavelengths, it is highly desirable
to understand the origin of droop and find solutions to mitigate its impact.

Several loss mechanisms have been proposed as the origin of the droop, in-
cluding electron leakage from the quantum wells®, defects”, or Auger recombina-
tion®. Based on intensive research efforts in recent years®Y Auger recombination
has been proposed as one of the most plausible mechanisms to cause the droop.
Auger recombination is a nonradiative process; namely, the process doesn’t gen-
erate any photons. During this process, as shown in Fig. 1.1b, an electron and a
hole recombine while the energy released by the recombination is transferred to
a third carrier via electron-electron scattering. The third carrier involved in the
transition can be either an electron or a hole.

Several electron-hole recombination processes, either radiative or nonradiative,
are happening during the operation of nitride LEDs and the dependence of re-
combination rates on carrier density is different. In Auger recombination, three
carriers are involved, and the overall recombination rate scales with the third

power of the free-carrier density. On the other hand, the radiative recombination
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Figure 1.1: (a) Internal quantum efficiency versus injected current density for a
nitride-based LED device generated from representative experimental data®. A
dramatic drop in IQE is observed at high current density. (b) Schematic of direct
and indirect Auger recombination processes.



involves electron-hole pairs and its rate increases with the square of the free-carrier
density, while Shockley-Read-Hall (SRH) nonradiative recombination at defects
depends linearly on the carrier concentration!®. The internal quantum efficiency,

defined as the ratio of emitted photons over total recombined electron-hole pairs,

can be described by a so-called ABC model:

Rrad . Bn2
RSRH + Rrad + RAuger B An + B?’L2 + Cn3 ’

nIQE = (11)

Due to the existence of the Auger process, which becomes dominant at high
injected current densities, the IQE decreases at high injected carrier densities.
Experimentally measured values for the Auger coefficient of InGaN are on the
order of 10731-1073% ¢m®s ™!, which is large enough to explain the observed ef-
ficiency droop in LEDs!. On the theoretical side, earlier investigations for the
direct Auger recombination process obtained an Auger coefficient of the order of
10734 ecm®s 112 which is 3 to 4 orders of magnitude smaller than the experimental
results. However, indirect Auger recombination, which requires the assistance of
electron-phonon scattering to provide additional momentum to facilitate the re-
combination, has been found to be the dominant Auger recombination mechanism
in nitride materials. Such indirect Auger recombination is strong enough to agree
with experimental data and explain the efficiency droop!3.

Currently, lots of research efforts focus on solving the efficiency droop problem
of nitride-based LED devices through novel device design. These efforts include
improving the carrier distribution over multiple quantum wells via barrier modifi-

9



cation and increasing the carrier overlap in the quantum well by fabricating devices
on semipolar and nonpolar planes. In Sec. 4.2, we show that the modification of

GaN barriers by Mg doping benefits hole transport in semipolar LEDs.

1.2.2 Spontaneous and piezoelectric polarization in nitrides

An important physical property of nitride semiconductors with the wurtzite
crystal structure is their spontaneous and strain-induced piezoelectric polariza-

14,15

tion . Polarization-induced electric fields are detrimental to the performance

16,17 " Hence a good understanding of the

of nitride-based optoelectronic devices
polarization effects at nitride material interfaces is essential for device simulations.

All three nitride materials crystallize in the wurtzite structure with four atoms
in the primitive unit cell. The space group of this crystal structure is Cg, or P63mc,
which is homomorphic to the point group Cg, with a screw axis along the ¢ axis.
This group contains several rotation operations about the ¢ axis followed by a
translation with the vector (0, 0, ¢/2), while it lacks inversion symmetry. Due
to the partially ionic nature of the Ga-N bonds and lack of inversion symme-
try, group-III nitrides show spontaneous polarization Psp along the ¢ axis in the
equilibrium wurtzite crystal structure. Note that the spontaneous polarization
difference at the InGaN/GaN interface is usually small and thus contributes little

to the polarization charge at the interface.

Besides spontaneous polarization due to the symmetry of crystals, mechanical

10



stress also results in a piezoelectric polarization Ppy. In nitride semiconductor het-
erostructures, the lattice mismatch between substrates and active regions induces
elastic strain and mechanical stress. When the layer thickness is below a critical
thickness for misfit dislocation formation!®, the nitride layers can be pseudomor-
phically grown on thick substrates, and the lattice mismatch is accommodated by
the elastic strain in the layer.

The relation between strain and stress can be described by:!?

g; = Cijgja (12)

where o0; and ¢; are the six unique stresses and strains and Cj; is the 6 x 6 matrix
with the elastic stiffness coefficients with the following notation for the components

of the symmetric second-rank stress and strain tensors:

01 = Opy, 02 = Oyy, 03 = 04,04 = Oy, 05 = Ogz, 06 = Ogy} (1.3)

€1 = Exa, €2 = Eyyy €3 = €22,E4 = Eyz,E5 = E42,E6 = Eqy- (14)

By taking into account the symmetry of the space group P6smc, the piezo-

11



electric polarization of wurtzite materials is related to strain components as:

6$Jf
Eyy

0 0 0 0 €15 0
822

P”=1 0 0 0 e5 0 0 (1.5)

Eyz

€31 €31 €33 0 0 0
6"[2
Exy

with the elements e;; of the piezoelectric tensor in Voigt notation'®'?. The total
polarization is simply the sum of the spontaneous polarization (Psp) and the
piezoelectric polarization (Ppyz): P = Ppy + Psp.

Nitride LEDs are traditionally grown along the [0001] crystallographic direc-
tion, which is known as the c-axis orientation. The nitride materials are strongly
polar along this axis: for Ga-faced polar crystals, the total polarization is di-
rected towards the substrate, while for N-faced crystals it is directed towards the
surface. In traditional c-plane nitride-based LED devices, the existence of polar-
ization fields shifts electrons and holes to opposite sides of the well, decreasing the
overlap integral, which in turn reduces the recombination efficiency of the system
and induces the so called quantum confined Stark effect (QCSE).

Strain-induced polarization effects in nitride layers grown on semipolar and
nonpolar templates have been theoretically calculated?’. Figure 1.2 shows the

total polarization as a function of inclination angle away from the ¢ axis calculated

12
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Figure 1.2: Piezoelectric polarization in IngoGaggN alloys grown on GaN sub-
strates and its dependence on the inclination angle between the growth orientation
and the c axis. The data are calculated with the approach described by Romanov
et al. in Ref. 20.
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with the approach described by Romanov et al. in Ref. 20. It indicates that
by growing nitride devices along different crystallographic orientations one can
produce quantum-well structures with reduced or even zero internal polarization
fields. Recently, high-quality growth of nitride LEDs along nonpolar or semipolar
crystallographic directions has been developed and is a subject of active research.
In the Sec. 4.1 and 4.3, we will demonstrate how the strain-induced polarization
field affects the wavefunction overlap in the quantum wells of the c-plane and

nonpolar plane LEDs and is related to the droop problem.

1.3 Defects and impurities in nitride materials

and devices

Point defects and impurities are unavoidably formed in nitride crystals during
the growth and annealing processes and strongly affect the properties of nitride
materials and the performance of nitride-based optoelectronic devices. First, in-
tentional doping of Si and Mg impurities in GaN yields n- and p-type materials
respectively, which is the prerequisite for the realization of nitride-based optoelec-
tronic diodes, including LEDs and laser diodes. Second, native defects and/or
unintentionally incorporated impurities can induce unintentional free carriers in
nitride materials. For example, due to unintentional incorporation of impurities,

GaN typically exhibits unintentional n-type doping with carrier concentration on
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the order of 10'® to 10'” cm™3. In addition, these defects introduce several states
in the band gaps of nitride materials and can therefore give rise to recombina-
tion events during optical absorption or emission. For example, defects in AIN
cause strong absorption in the UV region and it is crucial to reduce the concentra-
tion of these defects in order to fabricate UV-transparent AIN substrates for UV
optoelectronic devices. Finally, defects can behave as charge traps and assist non-
radiative recombination in the active region of nitride LEDs. Such recombination
lowers the internal quantum efficiency of LEDs in the low current region and can
cause serious device degradation in laser devices. These examples highlight the
need to study defects in nitride materials and understand their effects on device

performance.

1.3.1 Defect formation energy

The concentration of defects in materials is determined by their formation

energies. Within the dilute limit, the concentration of a given defect is related to

its formation energy (E/) by the following expression?!:

—E!
c= Nye '/keT

, (1.6)

where kg is the Boltzmann constant, T is the temperature, and Ny is the number

of sites on which the defect can be incorporated (including the number of possible

3

02223 gites-cm 3.

configurations per site). Normally Ny is on the order of 1 In
principle, the formation energy in Eq. 1.6 should be the free energy which includes
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additional contributions to the formation energy that arise from changes in the
volume and the vibrational energy and entropy associated with the defect. It has
been shown both experimentally and theoretically that the vibrational entropy of
point defects typically ranges between 0 to several kg, which is only important
at high temperatures. In our calculation, we use the zero-temperature formation
energy and the vibrational entropy term is not included.

As an example, the formation energy of a nitrogen vacancy in charge state ¢

(V) is given by the following expression:
BTV = E V] — E[GaN] + ux + ger + A, (1.7)

The Ei[V{] term is the total energy of the GaN crystal with the VI defect,
and Fi[GaN] is the energy of the bulk.

The energy Ef depends on the chemical potentials relevant to the defect.
These chemical potentials reflect the conditions of the chemical environment, i.e.,
the reservoirs with which atoms are exchanged. The N atom removed from the
crystal is placed in a reservoir of energy uy. The chemical potentials are variables
for non-elemental materials; in this case, the chemical potentials can vary over
a range set by the stability conditions of the solid. For example, the ux can
span a set of values set by the formation enthalpy of GaN, AH;(GaN), reflecting
growth conditions that can vary from N-rich to Ga-rich. In principle, the chemical
potentials can be related to partial pressures of the chemical species via standard
thermodynamic relationships.

16



As defects exhibit different charge states, the £/ depends on the energy of the
electron reservoir in the material, which is known as the Fermi level (¢p). The
Fermi level in the formation energy expression (Eq. 1.7) is a variable which is
referenced to the bulk valence-band maximum (VBM).

In our calculations, we adopt periodic boundary conditions to simulate defects
in the crystal. When constructing a supercell it is important to make it large
enough so as to reduce spurious defect-defect interactions. For a charged defect
system, even if the unit cell is large enough to obtain the correct defect geometry,
the long-range coulomb interaction between charge images is still present. The last
term in Eq. 1.7, A% is the correction due to the finite size of the supercell. Due
to the applied periodic boundary condition, there exists artificial electrostatic
interaction between the image charges and the neutralizing background. This
artificial contribution to the total energy needs to be removed when calculating
formation energies. For a more detailed discussion of the formalism we refer to

the work by Freysoldt?2.

1.3.2 Transition levels, configuration-coordinate diagram,
and optical processes

Defects exist in nitride materials in different charge states. The transitions
between different charge states of the defect are related to the occupancy of de-

fect levels in the gap. As opposed to the Kohn-Sham defect levels in calculated
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band structures, these charge transition levels can be measured experimentally,
e.g., by deep-level transient spectroscopy(DLTS). The transition level between
charge states ¢; and ¢ is defined as the Fermi-level position for which these two
charge states have equal formation energy. We can determine these transition
levels from one charge state to another from the calculated formation energies.
These transition levels are also called thermodynamic transition levels since they
represent the physical situation in which one defect charge state can fully relax
to its equilibrium configuration after a charge-state transition.

In the case of shallow centers, these transition levels correspond to the thermal
ionization energy of the hydrogenic effective-mass levels. For defects with localized
states in the band gap, known as deep centers, these transition levels are those
which are experimentally observed in experiments such as DLTS. Therefore, the
charge-state transition levels are important to determine the effect of a defect on
the electrical behavior of the host material.

Another type of transition between defect levels of different charge states is
the optical transition level. This level is defined similarly to the thermodynamic
transition level, except the energy of the final state is calculated using the same
atomic configuration as the initial state.

The optical level is observed in optical processes such as optical absorption and
photoluminescence experiments. Here we choose the optical absorption involving

a defect state and the conduction band as an example. During optical absorption,
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the electron is excited from the defect state to the conduction band by absorbing
a photon. The charge state of the defect is changed upon this electronic transi-
tion. The time scale for this electronic transition is much shorter than the time
needed for the local geometry of the defect to change. In this way, an electronic
transition is most likely to occur without changes in the positions of the nuclei.
This approximation is called the Frank-Condon principle. The energy difference
from the optical transition level to the conduction-band minimum (CBM) thus
correspond to this vertical optical transition energy, assuming that this transition
is symmetry allowed.

As mentioned above, the local geometry of a defect depends on its charge
state. It is convenient to define a configuration coordinate ¢ to describe the
atomic configuration of a defect. For example, ¢ can be defined as the weighted
average of the change of atom positions between different defect structures. By
plotting the energy as a function of the configuration coordinate, we can construct
a configuration-coordinate diagram that describes the dependence of energy of a
defect on its atomic configuration. Configuration-coordinate diagrams are very
useful tools in studying the optical excitations of defects. The absorption and
emission energies calculated from these diagrams can be associated with peaks
in experimental absorption and luminescence spectra. Configuration-coordinate
diagrams are therefore extremely helpful in identifying specific defects and charge

states responsible for the luminescence or absorption bands.
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Figure 1.3: Configuration-coordinate diagram describing the process Vi + hw —
V3T +e~ in GaN. The upward-pointing solid arrow represents the photoexcitation
of an electron from the V{ to the conduction band, while the downward-pointing
dotted arrow represents the emission process from the conduction band to the
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diagonal dashed arrow represents the zero-phonon line (ZPL).
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The excitation of an electron localized in a defect state of the nitrogen vacancy
in the positive charge state (V3) to the conduction band is described by the
process Vil + hw — V&' + e, as depicted in Fig. 1.3. The energy difference
between the two equilibrium configurations involved in the transition corresponds
to the difference in energy from the +/24 charge-state transition level to the
CBM. This energy difference corresponds to the optical transition energy when no
phonon is involved and hence is called the zero phonon line (ZPL). The absorption
energy of the vertical transition in the configuration-coordinate diagram consists of
the energy difference between Vi and V' calculated in the atomic configuration
of the V{ (configuration coordinate ¢ ) plus an electron at the CBM. This energy
corresponds to a peak in the absorption spectrum. On the other hand, the emission
energy consists of the energy difference between Vﬁ“ plus an electron at the CBM,
and Vi calculated in the atomic configuration of V3 (configuration coordinate
¢2+ ). The difference in energy of Vi between the configurations at go, and at ¢,
is the relaxation energy. The relaxation energy can be quite large for localized
defects, which leads to broad absorption and emission bands as well as a large

energy difference between the absorption and emission peaks, which is called the

Stokes shift.
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1.4 Computational methods

First-principles computational approaches based on density-functional and
many-body perturbation theories are a powerful set of tools that have comple-
mented and guided experimental research efforts on nitride materials for LEDs.
With the most advanced first-principles approaches, highly accurate equilibrium
crystal structures of materials can be predicted within 1% error compared with ex-
periments. Accurate electronic properties, including band gaps, band structures,
and effective masses can also be obtained using these methods. In addition, these
first-principles methods can be employed to understand and predict the properties
of defects that are crucial for optoelectronic performance.

The limitation of first-principles calculations is that they can only be performed
on systems up to a few hundred atoms in size, which is insufficient to model device
structures. Fortunately, on the length scale of device structures there is no need
for a fully atomistic description and the performance of nitride-based LED devices
can be studied by semi-empirical simulations such as the k-p model. The use
of input parameters obtained from first-principles calculations in the k-p scheme
combined with a Schrodinger-Poisson solver and drift-diffusion model enables the
study of band diagrams, subband structures, strain and polarization effects, and
carrier transport in nitride optoelectronic devices.

Numerous computational studies in last two decades have shown the predictive

power of computational techniques for the study of technologically important
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nitride materials and the performance of nitride-based optoelectronic devices. In

the following, we present an overview of the computational methodology.

1.4.1 Density-functional theory and ground-state proper-
ties

Density-functional theory (DFT) is the most widely used computational method
for electronic structure studies of material properties?®. The theory says that the
total energy of the system is a functional of the electron density and reaches its
minimum at the exact ground-state density. The first approximation made in
this theory is the Born-Oppenheimer approximation, which decouples electron
and atomic wavefunctions. With an additional Kohn-Sham approximation, the

functional for the electronic energy can be expressed in the following form:
Eii [n] =T [n] + Eew [n] + By [n] + Ee[n], (1.8)

where Ti[n] is the non-interacting kinetic energy, Ee.[n] the potential energy due
to interaction with the ions, Ey[n| the classical electrostatic interaction (Hartree)
term, and FE,.[n] the exchange-correlation energy. So far, the exact form of the
exchange-correlation functional, which contains all the complexity of the quan-
tum many-body interactions, is unknown. Fortunately, several suitable approxi-
mations have been found which allow practical calculations. The most common
approximations are the local-density approximation (LDA) and generalized gradi-
ent approximation (GGA). LDA is based on the assumption that the exchange and
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correlation depends solely on the electron density at each point in space. GGA
includes gradient corrections to LDA2*. The correlation energy of the electron gas
has been calculated with Quantum Monte Carlo?. For the low (n—0) and high
(n—00) density limit, exact forms of electron correlation are known %27,
Practical DFT calculations typically proceed in the context of Kohn-Sham
theory. This theory invokes a fictitious system of non-interacting particles with
the same ground-state electron density and total energy as the real system of
interacting particles. By using this system of non-interacting particles, feasible

DFT calculations become possible. The motion of these non-interacting particles

in the effective Kohn-Sham potential is described by the Kohn-Sham equation:

h2V?
2m

+vks[n(r)]| ¢i (r) = i (r), (1.9)

where ¢; and ¢;(r) are the energy eigenvalues and wavefunctions of the Kohn-
Sham orbitals. The Kohn-Sham potential is a local potential that depends on the

density and is given by
Vis [N (0)] = Vewt [0 (v)] + vi [0 ()] + vae [0 (r)], (1.10)

where vg,[n(r)] is the external potential (e.g., the potential of the ions), vg[n(r)] is
the Hartree term, and v,.[n(r)] is the exchange-correlation potential. The electron

density of the Kohn-Sham system,
n(r)=> loi ()l (1.11)
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obtained from the solution of Eq. 1.9 is then inserted in Eq. 1.8 to yield the total
energy of the electron system.

The energy in Eq. 1.8 depends on the positions of the nuclei. By minimizing
the total energy, the unit cell volume and atomic positions are optimized to yield
equilibrium lattice parameters and atomic geometries. DFT within the LDA or
GGA for the exchange-correlation functional provides accurate structural prop-
erties for group-III nitride materials®?®. The lattice parameters of the wurtzite
crystal structure for AIN, GaN, and InN are listed in Table 1.1. The calculated
results are in good agreement with experiment and the deviations are on the order
of 1% error that is typical of these functionals.

Although DFT with present-day exchange-correlation functionals performs ex-
ceptionally well in predicting the ground-state properties of materials, it was not
intended to describe properties that involve electronic excitations. One of the
most serious drawbacks of traditional DFT functionals, in particular LDA and
GGA, is that the band gaps of Kohn-Sham band structures are severely underes-
timated (typically by 50%). Several schemes have been developed to address this
problem, including the incorporation of exact exchange in these functionals and
applying many-body perturbation theory on top of traditional DFT calculations.
It has been shown that the electronic properties of nitride semiconductors can be

well reproduced by these more advanced methods.
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Table 1.1: Equilibrium lattice parameters (¢ and ¢) and band gaps (E,) obtained
with LDA, GGA, and HSE (with a mixing parameter o = 25%). Experimental
lattice parameters at T' = 300 K and band gaps (without phonon effects) are taken
from Refs. 29 and 30.

Method a (A) ¢ (A) u E, (eV)

AIN LDA  3.092 4.950 0.3818 4.40
GGA  3.127 5.021 0.3812 4.10
HSE  3.102 4.971 0.3819 5.64

Exp. 3.112 4.982 - 6.25

GaN  LDA  3.155 5.145 0.3764 2.12
GGA  3.215 5.240 0.3766 1.74
HSE  3.182 5.173 0.3772 3.24

Exp. 3.190  5.189 - 3.51

InN LDA  3.504 5.670 0.3784 <0
GGA 3573 5.762 0.3792 <0
HSE  3.548 5.751 0.3796 0.68

Exp.  3.540 5.706 - 0.78
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1.4.2 Screened exchange: hybrid functionals

To address the band-gap problem, recent developments in exchange-correlation
functionals include the incorporation of exact exchange in the so-called hybrid
functionals. The hybrid approach to constructing density functional approxi-
mations was introduced by Axel Becke. This approach originated in quantum
chemistry, and in particular the B3LYP functional, which combines Becke’s ex-
change functional (B3) with Lee, Yang, and Parr (LYP) correlation, has been
quite successful in describing structural properties and energetics of molecules®!.

Following Becke’s idea, Heyd, Scuseria, and Ernzehof (HSE)3? proposed an
alternative form, in which also a certain amount of exact Hartree-Fock exchange
is mixed with the GGA functional. By introducing a screening length with an
error function, this range-separated hybrid functional treats the exchange energy
differently in short and long range. In practice, the separation of short-range (SR)

and long-range (LR) parts is realized by

1 erfe(ur) erf(ur)

= - . (1.12)
r r T
SR LR

Here, 1 is the actual controlling parameter for the range-separation. In short
range, the GGA exchange function is mixed with Hartree-Fock exchange in a 3:1
ratio, while the long-range exchange and correlation are solely described by the

GGA functional:

E)I:(TgE — OZE;IRSR (,u) + (1 . OZ) E}I;BE,SR (M) + E)]zBE,LR (,U) + EgBE (113)
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Here, o defines the percentage of Fock exchange included. The structural
parameters for the group-III nitrides obtained with the HSE hybrid functional, as

133, are in even better agreement with experiment than LDA or

shown in Table 1.
GGA. Most importantly, the HSE functional significantly reduces the band-gap
error of local and semilocal DFT functionals. As shown in Table 1.1, the band
gaps calculated with HSE are in much better agreement with experiment than
LDA or GGA. However, all these advantages come at a price. Due to the expensive
calculations of four-center integrals for the Hartree-Fock potential, typical HSE
calculations require at least an order of magnitude more computational resources
than standard DFT calculations. Overall, the hybrid-functional approach is a

powerful technique that can yield reliable structural and electronic properties of

nitride semiconductors.

1.4.3 Electronic excitations: GWW method

Many-body perturbation theory within the GW approximation has been the
method of choice for calculating quasiparticle band structures while taking into
account the electronic excitations in solids343%3537  Band structure studies within
the GW method usually start with a DF'T calculation for the ground-state configu-
ration |V, 0) of the electronic system of N electrons without excitations. Based on

the ground-state configuration |N,0), the one-body Green’s function is described
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by the following equation:
Gi(1,2) = —i(N,0|T (v (1) ¥ (2))| N,0). (1.14)

It describes particle-like excitation processes in which an electron is removed
from the system (N — N — 1) or added to it (N — N + 1). The band structure
of a material is given by the solution of the one-particle Green’s function G,

which may be obtained from a Dyson-type equation of motion,

[HO +y (E)} G\ (E) = EG, (B). (1.15)

In this equation, Hy = Ty + Viut + Voow is the Hamiltonian in the Hartree
approximation. The exchange and correlation effects among the electrons are
described by the electron self-energy operator > (E). The self-energy contains
all the complexity of exchange and correlation of the many-electron system and
can be expanded in terms of Feynman diagrams with respect to the screened
Coulomb interaction. The GW approximation keeps only the first-order term of

the self-energy:

Y =G, (1.16)

where (77 is the one-particle Green’s function and W the screened Coulomb inter-
action. The Green’s function and the screened Coulomb interaction are calculated
from the Kohn-Sham wavefunctions ‘wTDnF T> and eigenvalues EPFT. The dielec-

tric function needed to describe the screened interaction between charge carriers
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is then expressed within the random-phase approximation (for details, see Refs.
35,38,39). The calculation of the dielectric function makes the GW approach
computationally very demanding, and several computational techniques and ap-
proximations have been developed to make these calculations tractable.

In practical calculations, the general form of the equation for the one-particle
Green’s function is transformed into the corresponding Dyson equation for the

quasiparticles of the system with quasiparticle electron and hole states:

Ho+ 3 (BI7)| [027) = ES” [u9") (1.17)

In practice, an assumption is frequently made that the DFT and QP wave-
functions are the same. With this approximation, Eq. 1.17 is evaluated in the
basis given by the DFT states ‘wTDnF T> and the quasiparticle energy of a state m

is thus given by

QY = ERT 4+ (4|3 (ERY) = Vi

¢m>, (1.18)

where V,.(r) is the DFT exchange-correlation potential. In principle, the quasi-
particle energies and wavefunctions can be used to update the Green’s function
and the screening to do self-consistent calculations. Detailed discussion of quasi-
particle wavefunctions and the advantages and disadvantages of self-consistency

3741 Tn practice, GW calculations for bulk materials are

is available the literature
usually performed as a one-shot correction, a procedure denoted as GoWj.

Although DFT with LDA or GGA are most commonly used as the starting
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point for GoWj in solids, this is sometimes a bad starting point. For the ni-
trides this becomes most apparent for the band gap of InN, for which LDA and
GGA result in an overlap between the conduction and the valence bands and
thus an effectively metallic state, as shown in Table 1.1. In this case, orbital-
dependent functionals provide a better description for certain materials. As one
of the orbital-dependent methods, the optimized effective potential approach ap-
plied to exact-exchange (OEPx) produces the best local potential to the non-local
Fock operator®?. ITn OEPx(cLDA) LDA correlation is added to OEPx. Unlike in
LDA and GGA the self-interaction error in OEPx(cLDA) is greatly reduced, and
the approach correctly predicts InN to be semiconducting with the right band
ordering in the wurtzite phase. It hence provides a better starting point for GW

calculations.

1.4.4 Electronic excitations: Bethe-Salpeter equation

In this section, we will discuss theoretical methods to investigate the electron-
hole interaction in optical excitation. The problem we are interested in is electron-
hole excitations |N,0) — | N, S) that do not change the total number of electrons
in the system. This excitation process is relevant to optical absorption processes
and can be investigated theoretically by writing down the two-particle Green’s
function for an electron-hole pair. The equation of motion of the two-particle

Green’s function is known as the Bethe-Salpeter equation (BSE). For a more
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Figure 1.4: Schematic diagram of many-body interactions in the Bethe-Salpeter
equation.

detailed discussion of the formalism we refer to the work by Strinati (see Ref. 43,
44). Here we only give a brief introduction of the BSE method.
From Ref. 43 and 44, the Bethe-Salpeter equation is expressed in the following

form:

L(12;12) = Lo (12;1'2') + [ d (3456) Lo (12;1'2)
(1.19)
x K (35;46) L62 (12;52') .

Here Ly (12;1'2") = G4 (1,2") G1 (2,1') corresponds to free electron-hole pairs
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without interaction. L (12;12) is the electron-hole correlation function and K (35;46)
is the electron-hole interaction kernel. The schematic diagram of many-body in-
teractions in the BSE is shown in Fig. 1.4. In practice, we transform all quantities
from the continuous position variables into the basis given by the single-particle
wavefunctions of the electron and hole. In this way, the equation of motion be-

comes a generalized eigenvalue problem 344

(E, — E,) Z A (Qs)AS, = Qs A (1.20)

In this expression, S denotes the correlated electron-hole excitations of the
system with the excitation energies {2g. The matrix elements of the electron-hole

interaction kernel K are given by

Ko (Qs) = ’i/d(3456) b (x4)1z (x3) K (35, 46; Q) ¥y (x5) ther (x6) - (1.21)

This is equivalent to expanding the excited states in electron-hole pair config-

urations as:

hole elec hole elec
IN,S) =) > AS.albi|N,0) Z Z Jve) (1.22)
where af and BI create a hole or an electron, respectively, starting from the many-

body ground state |N,0). The electron-hole interaction kernel K is given by

) [VCoul (3) ) (3, 4) + X (3, 4)]
3G (6,5) '

K (35;46) = (1.23)

In order to be consistent with the quasiparticle band-structure calculation,
we again employ the GW approximation for the self-energy operator . Under
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the additional assumption that the derivative of the screened interaction W with

4344

respect to G; can be neglecte one obtains

K (35;46) = —id(3,4)6(57,6)v(3,6) +1i6(3,4)d(4,5)v (3%,4) (1.24)

= K" (35;46) + K" (35;46). (1.25)

The term K?*, which results from the Coulomb potential, is usually called
the exchange term; while the term K¢, which results from the screened-exchange
self-energy, has the form of a direct interaction term. Note that K%(35;46) in-
volves the screened Coulomb interaction W while K*(35;46) contains the bare
Coulomb interaction v. The direct interaction term K<%(35;46) is responsible for
the attractive nature of the electron-hole interaction and the formation of bound
electron-hole states (i.e., excitons). The exchange interaction term K*(35;46), on
the other hand, controls details of the excitation spectrum.

The interaction of an external light field with excitations in the system is
described by the macroscopic transverse dielectric function e(w)#®. Its imaginary

part es(w) is

2 (w) = 207 X s>‘25 (- Q). (1.26)
S

w

where X = A/| Al is the polarization vector of the light and @ = i/h[H, 7] is the
single-particle velocity operator.

Without the electron-hole interaction, the excitations are given by the well-
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known expression 46

& () = 207 i L] s .- B, (1.27)

where v(c) denotes valence (conduction) states. With the electron-hole inter-
action, different electron-hole configurations |vc) are coupled in the excitations
|S):
hole elec
(07 S) ZZA v ] ) (1.28)
The above formula indicates that the optical transition matrix elements are
given by a coherent sum of the transition matrix elements of the contributing
electron-hole pair configurations and the weight of these configurations is decided
by the coupling coefficients AY.. Former calculations for bulk semiconductors in-
dicate that the excitonic effect is crucial to obtain a reliable absorption spectrum
in good agreement with experimental data. In the Sec. 3.3 we will show how the
excitonic effect changes the absorption spectrum of defects in nitride semiconduc-

tors.

1.4.5 Band structures and k-p method

The k.p method represents an approach to study the band structures of ni-
tride materials in a computationally feasible manner. The basic concept of this
method is to describe the band structure with a basis of band states and consider

the perturbation through symmetry analysis. This method has been first applied
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by Seitz*” and was later extended to study the band structure of semiconduc-
tors?®4959  The original idea is that only the neighborhoods of the band extrema
are important and the qualitative physics should be governed by the shape of the
energy surfaces near the extrema. Thus k-p theory is commonly viewed and

used as a perturbative approach as demonstrated by Kane.

Later on it was
demonstrated by Cardona and Pollak® that k-p band structure can go beyond
the neighborhood of band extrema, and realistic band structures for Si and Ge
were obtained using a full-zone k-p theory.

The concept of the k-p method can be simply derived from the one-electron

Schrodinger equation:

Ho, (r) = (p—2 ‘v <r>) 60 (1) = Enth (1) (1.20)

2m

Here H denotes the one-electron Hamiltonian and V(r) the local periodic
lattice potential. The wavefunction of an electron in an eigenstate labeled n and
its energy are denoted by ¢, (r) and FE,,, respectively.

In a periodic potential Bloch theorem applies, and the wavefunction can be

expressed as

Onic (1) = €Ty (1) (1.30)

where n is the band index and k is the wave vector. The Bloch wavefunction w,(r)

has the periodicity of the lattice. By substituting ¢,k(r) into the Schrédinger
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equation, an equation for u,(r) is obtained

(ﬁ V)4 M‘Tp) e (1) = <E - W) b (1) (1.31)

2m 2m

Considering any fixed wavevector k = kg, the above equation yields a complete
set of eigenfunctions u,y,. Hence, the wavefunction ¢, (r) at k can be expanded

in terms of u,x,

Pnk (I‘) = Z Cn,n <k7 kO) 6ik.runk0- (132)

At k = ko+ Ak, we can treat the term AAk-p/m in Eq. 1.31 as a perturbation.
Once E,x, and u,k, are known, the wavefunctions ¢,x(r) and the eigenenergies
FE,x at any k vector in the vicinity of ko can be obtained. This method for
calculating the band structure is known as the k-p method.

kp theory works quite well when calculating the band structure in the vicinity
of any given point kg if the matrix elements of p between the wavefunctions and
the eigenenergies at ko are known. Actually, when using a sufficiently large num-
ber of u,k, to approximate a complete set of basis functions, the band structure
over the entire first Brillouin zone can also be calculated by diagonalizing the k-p
Hamiltonian numerically .

Using the k-p method for semiconductor systems, one can construct the k-p
Hamiltonian by considering symmetry invariants to obtain analytical expressions
for the band dispersion and the effective masses. The k-p method can also be

used to model the impact of an external perturbation such as strain on the band
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structures as described in detail by Bir and Pikus in their landmark book®!. For
nitride materials with the wurtzite structure, by employing the k-p perturbation
Hamiltonian given by Bir and Pikus®!, we can obtain the band structure in the
vicinity of the band extrema at the I' point. As the band gap is quite large in
nitride materials compared with the separation between the topmost three valence
bands, it is straightforward to construct the Hamiltonian with a basis consisting
of the topmost three valence bands (including the spin degree of freedom). The
Hamiltonian for valence bands of the wurtzite crystal is given by the following

6x6 matrix:

H = , (1.33)
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where

F=A+AMAy+\+0,
G=A —Ay+ \+0,
H = i(Agh.ky + Arky),
I = i(Agkky — Ark,),
K = Ask?,

A =24,

A= Ak2 4+ Ask3,

0 = Ask? + A4k7,

ky = ko +iky, kT = k2 + k7.

Here A; is the crystal-field interaction and A, is the spin-orbit interaction. A;
to A7 are Luttinger parameters which describe the band dispersion along different
k directions. For unstrained wurtzite systems, the top three valence bands cor-
respond to the heavy hole (HH), light hole (LH), and crystal-field split-off band
(CH). The spin-orbit interaction is denoted by A, which is typically small (a
few meV) in nitride materials. If we neglect spin-orbit interaction, the HH and
LH band become doubly degenerate (I's) and the CH band (I';) is split off by
crystal-field splitting. For the strained case, additional terms are included in the
Hamiltonian and deformation potentials D, to Dg are used to describe the effects
of strain perturbation on band structures. By fitting the first-principles band
structures with analytical solutions from k-p theory, band parameters and defor-

mation potential parameters can be extracted?’. These parameters are essential
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inputs for device simulations of nitride-based light emitting devices.

1.4.6 Schrodinger-Poisson and drift-diffusion model

A schematic illustration of a typical multiple-quantum-well (MQW) nitride
light-emitting diode is shown in Fig. 1.5. The active region, consisting of InGaN
quantum wells and GaN barriers, is sandwiched between the n- and p-type GaN
layers. The device is usually grown on top of a foreign substrate, typically sapphire
or SiC. The n-type GaN layer doped with Si is deposited first, followed by the
growth of InGaN quantum wells and GaN barriers, and finally the p-type Mg:GaN
layer. Not shown in the figure are the transparent-oxide top contact and the
AlGaN electron-blocking layer that is commonly employed to enhance electron
capture in the quantum wells. Connecting the device to a power source injects
electrons and holes into the quantum wells, where they recombine and produce
light at the wavelength corresponding to the band gap of the alloy material.

In order to model the operation of light-emitting diode (LED) heterostruc-
tures based on wurtzite semiconductors group-III nitrides, a one-dimensional
Schrodinger-Poisson solver is applied which accounts for specific features of the
wurtzite materials including piezoelectric and spontaneous polarization.

Electrons and holes obey the Fermi-Dirac statistics. The respective carrier

concentrations n and p are related to the electric potential ¢ , electron and hole

40



= w
p—-type GaN :;bGaN
‘/ arrier
InGaN —> /
quantum well
n—-type GaN
Substrate

Figure 1.5: Schematic of a typical multiple-quantum-well InGaN/GaN light-
emitting diode.
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quasi-Fermi levels F}, and F}, , the CBM E¢ , and the VBM Ey by the equations

0= No i (St

(1.34)
p= Ny - F1/2 <—EV_,£’3+W> )
where F), (§) = = e’dr__ js the Fermi integral, ¢ is the electron charge,

L'(v+1) 5 1+exp(z—§)

k is the Boltzmann constant, T' is temperature, and No and Ny are the effective

density of states in the conduction and valence bands, respectively,

Vo =2 ()"

2mh?

Ny =2 (mZ”kT>3/2
vV = ——5 .

2mh?

(1.35)

Here, m;" and m;" are the averaged electron and hole effective masses. Taking

into account the conduction-band anisotropy, the averaged electron effective mass

av

2/3 .
C av av
w/me)””  where mg? and mg” are the effective masses along the a

is m® = (m
and c¢ axes, respectively. For holes, one has to consider the complex valence-band
structure and splitting of the valence bands at the center of the Brillouin zone. If

the splitting can be neglected, the hole density of states can be expressed as

3/2
NV = Nhh+Nlh+Nso y Nso =2 m?o (mc )1/2 (k_T) /

s0 2mh?

(1.36)

a c\1/2 3/2
Nlh = 2mlh (mlh) / (2]:r€2) 5 Nso == Qm(slo (mgo)l/Q (%)3/27

where my;, , my, , and my, are the effective masses of heavy, light, and split-off
holes, respectively.
The concentrations of ionized donors N}, and acceptors N are related to the

total impurity concentrations Np and N4 as

Np Ny

+ - _
N —Ec+Ep+qp ) Na = Ey+Es—Fp—qyp

_ C137)
P14 gp exp(EEed 1+ ga exp(HEEae=de)
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Here, gp = 2 and g4 = 4 are the degeneracy factors, and Ep and E4 are the
activation energies of electrons and holes, respectively. The Poisson equation is
employed for computation of the distribution of the electric potential in an LED

structure:

d

d
= (Pf —50533d—f> =q[Nj = Nj+p—n], (1.38)

where ¢ is the dielectric permittivity of vacuum, and 33 is the relevant component
of the static dielectric constant tensor of a wurtzite semiconductor. The vector of
electrostatic induction has then only the z-component D, = P? — 505332—‘5.

At the internal abrupt heterointerfaces z = z;
0(zi=0)=¢(z+0) and D,(z;—0)=D,(z +0). (1.39)
On the left edge of the LED structure
¢ (L) =0. (1.40)
On the right edge of the LED structure
o (R) =U.+ U, (1.41)

where U, is the bias and U, is the contact potential determined from the equality
of the quasi-Fermi levels on the both edges of the structure at zero bias. For a p-n
homojunction, where the left edge of the structure is p-doped and the right edge

is n-doped, the contact potential is nearly equal to the energy gap, i.e., U. ~ Eg.
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Under steady-state conditions, the electron and hole fluxes, J,, and J, , are

governed by the continuity equations

V- -J,+R=0,
(1.42)
V-J,+R=0,
where R is the recombination rate of non-equilibrium carriers. The electron and

hole current densities are related to the fluxes as j, = —¢J, and j, = +¢J,. In

turn, the carrier fluxes depend on the gradients of the quasi-Fermi levels as

J, = —1VF,
(1.43)
Jp = —%VFP.

Here, p, and p, are the electron and hole mobilities, respectively. This form of
transport equations written for the variables J,,, F,, and F), allows consideration
of conventional LED structures with abrupt interfaces as well as with graded
composition. In our case, V = d/dz and J,, = e,J,, J, = e,J,. For practical use
of this method, proper boundary conditions at the contacts are applied.

Using the Schrodinger-Poisson solver, we carry out device simulations and
obtain LED band diagrams as a function of bias, the electron and hole distribution
inside a heterostructure, the electric field distribution in the structure, and the
wavefunction overlap that affects the electron-hole recombination. In Sec. 4.1, we
demonstrate how the strain-induced polarization field affects wavefunction overlap

in the quantum wells of the c-plane and nonpolar plane LEDs and is related to the

droop problem. In Sec. 4.2, we elucidate the mechanisms by which modification
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of GaN barriers by Mg doping benefits hole transport, In Sec. 4.3, we show that
the emission wavelength shift under current injection is also related with quantum
well potential profile and the polarization field inside quantum wells.

The drift-diffusion model allows us to calculate the current density through
the diode at a certain bias. In practice, although the carrier transport is treated
semi-empirically, this model has been widely used for nitride device simulations
to explain experimental observations in nitride-based heterostructures. However,
in the drift-diffusion model, the quantum effect of the carrier tunneling between
quantum wells is not taken into account. The lack of such quantum effects in this
model is the probable cause of the discrepancy between theoretical predictions
and experimental observations, particularly the difference in turn-on voltage and

current.
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Chapter 2

Strain effects in group-III nitrides

and alloys

2.1 Introduction

The group-III nitride semiconductors AIN, GaN, InN, and their alloys are
already extensively used as lighting emitting diodes (LEDs)®? and laser diodes
(LDs)® from the visible spectrum to the deep ultra-violet(UV)5%55. Applications
of the nitride semiconductors in solid state lighting, however, are currently lim-
ited by several inherent factors. For example, the electron and hole wavefunctions
in traditional c-plane (polar plane) quantum wells (QWs) are separated by the
spontaneous and piezoelectric polarization which lowers the radiative recombina-

tion rate (quantum confined Stark effect®). As a result, the external quantum
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efficiency of the c-plane InGaN QWs decreases rapidly as the In composition
increases. Recently, semipolar and nonpolar InGaN/GaN quantum wells(QWs)
have been proposed as promising candidates for high-efficiency light emitters. It
has been theoretically predicted that, by changing the growth orientation normal
to nonpolar and semipolar planes, the strain-induced piezoelectric polarization
can be greatly reduced or even eliminated?.

One effect of the interface between dissimilar nitride materials is the devel-
opment of strain. The active regions in nitride-based light emitting devices are
made of heterostructures such as the InGaN/GaN or AlGaN/GaN MQW struc-
tures. Vegard’s law predicts that the equilibrium lattice constant of the alloy will
be at a linearly interpolated value between the two extreme phases. Due to the
large lattice mismatch (3.5% between AIN and GaN and 11% between InN and
GaN), strain is present in the nitride alloy layers pseudomorphically grown on
GaN substrates. Strain affects the group-III nitride device properties in several
ways: (a) The strain changes the absolute positions of VBM and CBM, and hence
modifies the quantum-well depth and the confinement of electrons and holes in
the active region. (b) Strain induces piezoelectric polarization in InGaN or Al-
GaN QWs?20:57:58 which greatly lowers the electron-hole overlap and hence the
radiative recombination rate. (c¢) In c-plane InGaN/GaN devices, the biaxial in-
c-plane stress modifies the valence-band structures of nitride alloys, and changes

the transition energies and effective masses of carriers. For example, experimental
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observations reveal that the band gaps of the c-plane InGaN alloys show strong
dependence on In composition and stain effects plays a role®®®%%1. (d) In non-
polar and semipolar QWs, the biaxial stress coming from the substrate induces

anisotropic strain, which drastically modifies the subband structures and wave-

62,63,64,65 58,66

function character and induces the polarized light emission

The effects of strain on band structures of group-III nitrides and their alloys
can be described by deformation potential theory. In this theory, the effect of
the strain perturbation on band structure is characterized by the deformation
potential, which is defined as the linear coefficient of the change of band energies
under strain. It has been demonstrated that the effects of residual strain in the
epilayers can explain the observed values of optical transition energies in GaN
through deformation potential theory®:%%%9 In order to quantify the strain effects
on band structures of InGaN or AlGaN alloys, accurate deformation potential
parameters for all three nitrides are needed.

So far, most of experimental data on deformation potentials of GaN ®9:70.71.72
and InN "2 have been obtained by a combination of x-ray and optical measurements
from the change of optical transition energies under the biaxial stress induced
by the c-plane substrate. However, the accurate determination of deformation
potentials by this experimental approach is difficult. One of the main problems

is that the uniaxial and biaxial components cannot be applied separately and

the measurement only gives a combination of several deformation potentials. The
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quasicubic approximation® is further needed to extract the deformation potentials
from those combined data. Another issue is that the determination of the out-of-
plane strain component is dependent on the numerical values of the elastic stiffness
constants. As shown in Table 2.1, the experimental deformation potential data
of GaN scatter over a very large range. Another possible experimental approach
is to carry out optical measurements of nitride systems under uniaxial stress.
The advantage of this approach is that various strained environments can be
introduced in the system of interest, and therefore deformation potentials are
obtained without the quasicubic approximation. Such techniques have recently
been used to obtain the deformation potentials of GaN™. For AIN, until now no
experimental deformation potential data is available.

Theoretical data of deformation potentials are available for GaN and AIN sys-
tems, but the data also exhibit a large uncertainty, as shown in Table 2.1. The
large deviations in the band-gap related deformation potentials (a., — D1, ae— Do)
are attributed to the band-gap problem of DFT in LDA or GGA. Earlier theoret-
ical work has shown that the relaxation of the internal displacement parameter
u is critical in determining the crystal-field splitting and the related deformation
potentials (D3 and D). Because of the lack of the relaxation, some of the earlier
calculations may not have been completely converged ™. Due to pronounced non-
linear dependence of the transition energies on lattice parameters, the equilibrium

lattice parameters around which the linear expansion is constructed also affect the
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Table 2.1: Literature results for deformation potentials (eV) of wurtzite GaN.

Method | a., — D1 | aq — Do | Ds D, Ds Dsg
Calc.™ - - 2.99 | -1.50 | -2.04 -
Calc.™ -4.78 -6.18 1.40 | -0.70 - -
Calc. ™ -3.10 -11.2 | 8.20 | -4.10 | -4.70 -
Calc.™ - - 5.80 | -3.25 | -2.85 -
Calc.™ -6.11 -9.62 | 5.76 | -3.04 - -
Calc.™ -9.47 -7.17 1 6.26 | -3.29 - -
Calc.®0 -6.02 -8.98 | 5.45 | -2.97 | -2.87 | -3.95
Exp.™ - - 8.82 | -4.41 - -
Exp.™ -6.50 -11.80 | 5.30 | -2.70 - -
Exp.8! - - 6.80 | -3.40 | -3.30 -
Exp.% -5.32 -10.23 | 4.91 | -2.45 - -
Exp.%? - - - - -3.60 -
Exp.8 -9.60 -8.20 1.90 | -1.00 - -
Exp.™ -6.50 -11.20 | 4.90 | -5.00 | -2.80 | -3.10
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deformation potentials greatly, as we will demonstrate later. For wurtzite InN, the
theoretical calculations with LDA and GGA give a negative band gap and hence
incorrect interaction between bands, which inhibit the theoretical determination
of deformation potentials of InN.

In the present work, all of these shortcoming in previous theoretical approaches
have been addressed. We study the strain effects on the band structure of wurtzite
AIN, GaN, and InN using band-gap corrected first-principles approaches including
hybrid functional® and quasiparticle GoW, methods®®. We show that the modi-
fication of band structures of nitrides due to strain perturbations is nonlinear. By
applying different strains to wurtzite nitride systems, we obtain a complete set
of deformation potentials from the linear regime around the experimental lattice
parameters.

We then go on and use the semi-empirical k-p method. We explore the strain
effects in InGaN alloys by applying our consistent set of deformation potentials
and predict the band-structure modifications due to strain effects in polar c-plane,
nonpolar m-plane and semipolar InGaN/GaN systems: (1) the effect of biaxial
stress on band gaps of InGaN alloys grown on c-plane GaN substrates; (2) the
relation between anisotropic in-c-plane biaxial strain on valence-band structures
and the optical anisotropy of the light emitted from m-plane InGaN/GaN de-
vices®®; (3) the role of shear strain in the polarization ratio of emitted light and

the polarization switching phenomenon in semipolar InGaN quantum wells%-87.
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2.2 Model and computational details

In this Section, we employ the k-p perturbation approach given by Bir and
Pikus® as mentioned in Sec. 1.4 to obtain the analytical solutions of strain-
induced band structure modifications in the vicinity of the I" point. These so-
lutions are then used to fit the first-principles band structures to extract deforma-
tion potential parameters. The strained Hamiltonian of the topmost three valence

bands is given by the following 6x6 matrix:

F 0O —-H* 0 K 0

0 G A —-H* 0 K~
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where

F=A1+A+X+0,
G=A1—As+\+90,

H = i(Agk,ky + A7k, + Dge,y ),

I = i(Agk.ky — Ark, + Dgesy),

K = Ask? + Dsey,

A =2A,,

A = A1k? + Aok + Die., + Dalcusr + £4y),
0 = Ask? + Ask? + D, + Dy(rw + €4y),
E4 = Exz — Eyy T 2ME0y, €24 = €z + 16y,

ky = ko +iky, K = k2 + k.

Here A; is the crystal-field interaction and A, is the spin-orbit interaction.
Note that the element H in this Hamiltonian is different in sign and by a i factor
from that in Ref. 75. However, these differences do not produce any measurable
physical effect. Previous work has shown that the same band structure is obtained
from both theories®. We have also checked that such a difference in the Hamilto-
nian does not affect the dependence of band energies at the I point on the strain
components, which is used to fit the band structures to extract the deformation
potentials. Therefore, Chuang’s theory and the Bir-Pikus theory are equivalent
to each other. For an unstrained wurtzite system, the top three valence bands
correspond to the heavy hole (HH), light hole (LH), and crystal-field split-off band

(CH). The transition energies from the CBM to these three bands are denoted as
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E 4, Eg, and E¢, respectively. Here we do not consider the spin-orbit interaction
(Ay = 0) so that for the unstrained system the HH and LH band become doubly
degenerate (I'g) and the CH band (I';) is split off by the crystal-field splitting.
We first focus on those strain components that do not break the wurtzite
symmetry, including the biaxial strain in the ¢ plane (e,, = €,,) and uniaxial strain
along the ¢ axis (€,,). Such strain perturbations to the 6 x 6 k-p Hamiltonian
do not split HH and LH bands, although they induce the energy shift of the

conduction band and three valence bands at the I' point:

AECB = Q€ + Aa€ L,
ABypy = (Di+ Ds)es. + (Do + Dyeu, (2.2)
AECH - Dlgzz + D2€J_7

yielding the following transition energies:
EA/B == EA/B(O) + (acz - Dl)gzz + (act - DZ)SJ_
—(Dgézz + D4€J_), (23)

EC = EC(O) + (acz - Dl)gzz + (a'ct - D2)5L-

Here ¢, (equal to €,, + €,,) and €., are the strain components in and out of
the ¢ plane. From the slopes of the transition energies under biaxial strain in the
c plane (e,, = €,y # 0,¢,, = 0) we obtain the deformation potentials a., — Dy and
Dy, while a., — D; and D3 can be obtained from the slope of transition energies
under uniaxial strain along the c-axis (€,, = €, = 0,¢,, # 0).

The strain components mentioned above preserve the symmetry of the wurtzite
crystal. The hexagonal symmetry can be broken by anisotropic strain in the ¢
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Figure 2.1: Partial charge density of (a) the highest and (b) the second highest
valence band of wurtzite GaN under compressive uniaxial strain in the ¢ plane.

plane, which is present in nonpolar and semipolar nitride alloys. For example,
the uniaxial strain in the c plane (g, = €., = 0, €, # 0) changes the crystal
symmetry from Cg, to Cy,. Without spin-orbit splitting, the original 6 x 6 Hamil-
tonian reduces to a 3 x 3 matrix. The anisotropic strain in the ¢ plane lifts the

degeneracy of the 'y states and yields the three eigenenergies:
El = EA/B(O) -+ (DQ + D4)5mx + D5€xm,
EQ = EA/B(O) —+ (D2 -+ D4)€3x,; — D55;z:z7 (24)
Eg = Ec(O) + DQSxx.

Correspondingly the three eigenstates are:

1 —1 0
1.1 1 110 (2.5)
0 0 1
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The basis of the eigenvectors is:

1) = |X +iY),
12) = |X —iY), (2.6)
3)=12),

where the characters X/Y/Z means that the corresponding wavefunction has
Dx/Dy/D- character. Obviously, the first eigenvector in Eq. 2.5 has p, charac-
ter while the second eigenvector has p, character. We obtain the magnitude of
the deformation potential Ds from the slope of the energy splitting between the

top two valence bands under anisotropic strain:

AE = |Ex — By| = 2|Dspl - (2.7)

In order to decide the sign of D5, we need to explore the symmetry character
of the valence bands. Figure 2.1 shows the partial charge density of the topmost
two valence bands of wurtzite GaN under uniaxial compressive strain along the
x direction. The highest valence state exhibits p, character, while the second
highest state exhibits p, character. This implies that Ds is negative in GaN,

in agreement with experimental observations®!

. Based on the calculated partial
charge densities of AIN and InN (not shown here), we find that the Dj values in
AIN and InN are also negative.

Another strain component that may be present in semipolar nitride materials
is shear strain (e,, and ¢,,). The corresponding deformation potential is Dg. By

applying only the shear strain ¢,, in the wurtzite system, neglecting the spin-orbit
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Figure 2.2: (a) Band energies of the topmost three valence bands of GaN under
shear strain e,,. (b) Energy separation AFEs3 between valence band F, and Ej.

interaction, the topmost three valence-band eigenenergies at the I' point are:

En
Es

Es

As shown in Fig. 2.2a, we
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2

A VAL A8DEEZ,
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\/AZ,+8D2e2, (28)
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obtain the valence-band structures of the shear

strained wurzite GaN system from first-principles calculations. The energy sep-

aration between F, and FEj is

defined as AFEy; = /A2 +8DZ%2.. The energy

of one of the doubly degenerate valence-bands (E;, with p, character) stays con-

stant while the other one (Es,

crystal-field split-off band (Ej,

with p, character) goes up. Correspondingly, the

with p, character) goes down with the same mag-

nitude. The changes of these band energies agree well with those predicted by the

k-p perturbation approach. The crystal-field splitting A, is obtained from the
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energy splitting between HH/LH and CH bands in the unstrained nitride system.
Then we fit the energy separation (AFEs,3) to the expression above to obtain the
deformation potential Dg, as shown in Fig. 2.2b.

Above we have obtained the definitions of all deformation potentials that are
needed to describe the modification of band structure with strain at the I' point.
In order to determine these deformation potentials from first-principles calcula-
tions, we apply different strain components in the wurtzite nitride systems and
then fully relax the structure including the internal structural parameter u (which
sensitively affects the magnitude of crystal-field splitting). By fitting the analyt-
ical expressions for the k-p eigenenergies at the I' point to the calculated band
structures with different strain components, the deformation potentials are ob-
tained.

The first-principles calculations are carried out using the plane-wave projec-
tor augmented-wave (PAW)® and hybrid functional method as implemented in
the VASP code®. We use the Heyd-Scuseria-Ernzerhof (HSE)**%* DFT hybrid
functional to carry out the structure optimization, which gives band gaps and
equilibrium lattice parameters in better agreement with experiment for nitrides
than LDA and GGA, as shown in Table 1.1. The screening parameter p in HSE
is fixed at a value of 0.2 and the mixing parameter « is fixed at a value of 25%
(HSE06). We also performed LDA, GGA-PBE?!, and quasiparticle GoW, calcu-

lations based on exact exchange (OEPx)% to crosscheck the strain effects on the

58



band structures. We treat the semi-core d-electrons of Ga and In as valence elec-
trons in our calculations. We use a plane-wave energy cutoff of 600 eV, which is
necessary for the accurate determination of the internal displacement parameter

u, and a 6x6x4 I'-point centered k-point mesh.

2.3 Computational results

2.3.1 Lattice parameters, band gaps, and band structures

Table 1.1 demonstrates that LDA underestimates the equilibrium lattice pa-
rameters of AIN, GaN, and InN, while GGA overestimates these parameters com-
pared with experimental data. HSE gives the best agreement with the experi-
mental values. As shown in Table 1.1, band gaps are underestimated severely
in LDA and GGA, which for InN even results in a negative gap (metallic state).
HSE gives a considerable improvement and produces gaps that are close to those
obtained from GoW,QOEPx? and only slightly underestimate the experimental
values. These results confirm the reliability of the HSE method to study strain
effects in wurtzite nitride systems.

The HSE data shown in Table 1.1 are obtained with the mixing parameters
a = 25%. By modifying this mixing parameter, we can reproduce the experi-
mental band gaps. The mixing parameters needed to reproduce the experimental

band gaps of group-III nitrides are: 32% for AIN, 28% for GaN, and 24% for
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Figure 2.3: Band structures of (a) AIN, (b) GaN, and (c) InN obtained from
density functional calculations using the HSE hybrid functional, with mixing pa-
rameters « adjusted to reproduce the experimental band gap (see text).

60



InN. The band structures of group-III nitride semiconductors AIN, GaN, and InN
obtained with the hybrid functional approach with modified mixing parameters
are shown in Fig. 2.3. These band structures show very good agreement with re-
sults obtained with the GyW,@OEPx method?. We thus validate the use of HSE
as a reliable and accurate band-structure method. Clearly, only the transitions
from the first conduction band to the topmost three valence bands are relevant for
optical emission processes in nitride-based LED devices. In the following we will
focus our discussions on transition energies and detailed valence-band structures

of these four bands.

2.3.2 Transition energies under strain

In this Section, we calculate the dependence of the transition energies of the
c-plane GaN on strain by computing the band structures of GaN systems for
two types of realistic strain conditions: biaxial stress and hydrostatic pressure.
Wurtzite c-plane GaN thin films grown on sapphire or SiC always experience bi-
axial stress induced by the substrate. Under such stress, when the wurtzite system
experiences a compressive biaxial strain in the ¢ plane, it is always accompanied

by a tensile out-of-plane uniaxial strain:

€rp = —%em, Ezz = Eyy 7 0. (2.9)

Here we use the elastic constants obtained by former theoretical calculations”
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Figure 2.4: (a) Transition energies £y and E¢ of GaN under biaxial stress. (b)
Crystal-field splitting of GaN under biaxial stress. Data points correspond to

calculated values, solid lines represent second-order polynomial fits. The dashed
line is a linear fit around the equilibrium lattice parameter.

to determine the lattice constant c. Figure 2.4a shows the transition energy be-
tween the first conduction band and the topmost three valence bands (HH, LH and
CH) of GaN under biaxial stress in the ¢ plane for the strain range +3%. Inter-
estingly the transition energy between CB and HH/LH shows a strong nonlinear
behavior. Such nonlinearity is also evident in the crystal-field splitting (A.,) in
Fig. 2.4b, which can be described by a quadratic dependence as demonstrated by
the fitted curve. This implies that the slope (which defines the deformation poten-
tials) differs for different lattice parameters. Similar nonlinearities are observed
for AIN and InN under biaxial stress (not shown here). For systems with large

biaxial strain components, such as InGaN alloys with high In composition grown
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Figure 2.5: (a) Transition energies E4 and Ec of GaN under hydrostatic pres-
sure. (b) Crystal-field splitting of GaN under hydrostatic pressure. Data points
correspond to calculated values, solid lines represent second-order polynomial fits.
The dashed line is a linear fit around the equilibrium lattice parameter.

on GaN substrates, these nonlinearities may have to be taken into account.
Another realistic strain condition is induced by hydrostatic pressure, where

the stress components along three directions now have the same, 0., = 0,y = 0.

The in-plane strain and out-of-plane strain now have the same sign but the strain

components are not isotropic:

_ O+ Cp =20,
Cag —Chs (2.10)
Ere = Eyy = Caz — Cia Oas.
T Oy (Chy + Cho) — 205 F

gZZ

Under hydrostatic pressure condition, as shown in Fig. 2.5a, the transition
energies change almost linearly in the strain range +3% as does the crystal-field

splitting as shown in Fig. 2.5b. As a result, as shown in Fig. 2.6a, under biaxial
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Figure 2.6: (a) Deformation potentials of GaN under biaxial stress. (b) Deforma-
tion potentials of GaN under hydrostatic pressure.

stress D3 and D, vary by more than 50% in the biaxial strain range +3%. Such
large changes of deformation potentials also occur for the case of hydrostatic
pressure as shown in Fig. 2.6b, although the transition energies that result from
energy differences between different bands are close to linear in strain. This can
be explained by the fact that the decrease of D3 and the increase of D, largely

cancel, thus greatly reducing the nonlinearity.

2.3.3 Deformation potentials of group-III nitrides

We have seen that the dependence of band energies on strain in general is
nonlinear. However, over a small range of strains around a given lattice parameter,

the variation can be regarded as linear. It is therefore still possible to define a
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single set of deformation potentials, choosing the experimental lattice parameters
as the point of reference. Our results are listed in Table 2.1, and compared with
previous results both from experiment and from theory. In our experience a lack
of relaxation of the internal parameter u (due to a lack of convergence) leads to an
underestimate of the change in the crystal-field splitting under strain and hence
an underestimate of the magnitude of corresponding deformation potentials Dj
and D,. We suspect that this was the case in Ref. 74. As shown in Table 2.1, the
experimental data for deformation potentials of GaN is also scattered over a very
large range.

By constraining the strain range to realistic strain conditions in the linear
regime around the experimental lattice parameters, we derive a consistent and
complete set of deformation potentials for all three nitrides from HSE calculations
with the mixing parameter o = 25%. The resulting values are listed in Table 2.2.
For the purpose of comparison between different exchange-correlation functionals
we also list our LDA and GGA-PBE results in Table 2.2 for AIN and GaN systems;
we note that LDA and GGA results for InN are not available due to negative band-
gap problem. With the exception of a., — D; the deformation potentials decrease
in absolute value from AIN to GaN and InN.

Table 2.2 shows that the deformation potential data are sensitive to the ex-
change correlation functional. LDA and GGA-PBE data agree very well with

each other, while both of them show appreciable deviations from HSE results.
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The band-gap-related deformation potentials a., — D and a. — D9 obtained by
HSE calculations are considerably larger in magnitude than those from LDA and
GGA-PBE results. We expect that the HSE calculations, which yield better band
structures, also provide a better description of the change of band gaps under
strain. The valence-band-related deformation potentials D3, Dy, D5, and Dg are
clearly less sensitive to the choice of exchange-correlation functional.

We checked the validity of the HSE hybrid functional results by performing
quasi-particle GoW, calculations based on exact-exchange (OEPx), as described
in Sec. 1.4. The comparison (included in Table 2.2) shows that the deformation
potentials of GaN obtained from HSE calculations are in good agreement with
those obtained from GyWj calculations. Among these deformation potentials,
a.. — D1 and a, — Dy are more sensitive to the gap and hence the most important
test. The good agreement with GoW, data for these two deformation potentials
validates the reliability of HSE method in determining deformation potentials of
nitride systems. Although both HSE and GoW, calculations properly address
the band-gap problem, here we recommend HSE data for further use. Indeed,
as demonstrated above, the HSE calculations provide highly accurate results for
structural properties, which are required to subsequently obtain the band struc-
tures from which deformation potentials are extracted. Table 2.2 also lists the
range of experimental data for deformation potentials of GaN (see Table 2.1); we

note that our HSE results all fall within this (very wide) range. As shown in
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Table 2.1, our HSE results agree well with recent experimental data measured by
stress experiments .

In Table 2.2 we also list the deformation potentials suggested by Vurgaftman
and Meyer?3?. For GaN our HSE values give systematically smaller absolute values
than the Vurgaftman and Meyer numbers, with the exception of a., — D;. For AIN
HSE gives larger |a., — D1| value. For InN, Vurgaftman and Meyer recommended
to use the same deformation potentials as for GaN due to the lack of data. Our
HSE values show that the deformation potentials of InN are much smaller than
those of GaN, with differences in magnitude as large as several eV; use of the GaN

values therefore lead to significant errors.

2.4  Strain effects in InGalN alloys

With the complete set of deformation potentials for AIN, GaN, and InN, we
can now study the strain effects on the band structure of an In,Ga;_,N alloy.
In,Ga;_,N layers grown on a c-plane GaN substrate may exhibit strong spon-
taneous fields that induce electron-hole separation. In recent years, growth in
nonpolar and semipolar orientations has been proposed to improve the device effi-
ciency. Due to the lattice mismatch between nitride alloys and substrates, strain is
present and plays a crucial role in band structure and device performance. Strain
affects the band gap in all cases; in addition, for c-plane-grown devices strain

causes piezoelectric polarization, while in nonpolar and semipolar In,Ga;_,N de-
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Table 2.2: Deformation potentials (eV) of wurtzite AIN, GaN and InN obtained
from LDA, GGA, HSE, and GyW, methods. For GaN the range of experimentally
determined deformation potentials and the values recommended by Vurgaftman
and Meyer (VM) (Ref. 30) are also shown.

Method ey — D1 aet — Do Dg Dy Dy Dg
AIN LDA -3.44 -11.39 8.97 -3.95 -3.36 -
GGA -3.39 -11.38 9.12 -4.01 -3.37 -
HSE -4.21 -12.07 9.22 -3.74 -3.30 -4.49
GaN LDA -4.56 -8.03 5.61 -3.03 -2.94 -
GGA -4.46 -8.08 5.83 -2.98 -3.13 -
HSE -6.02 -8.98 5.45 -2.97 -2.87  |-3.95
GoWo@QOEPx| -5.49 -8.84 5.80 -3.10 - -
VM -4.90 -11.30 8.20 -4.10 -4.60 -
Exp. range [-9.6 ...-3.1-11.8 ... -8.1|14 ... 8.2|-4.1 ...-0.7]-4.7 ... -24| -
InN HSE -3.64 -4.58 2.68 -1.78 -2.07  |-3.02
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vices strain plays a crucial role in the polarization character of emitted light. In
this Section we will explore the strain effects in these three types of In,Ga;_,N

alloy in detail.

2.4.1 Band gap and bowing parameter of c-plane InGalN
alloys

The In,Ga;_,N alloy is an ideal system for optoelectronic applications as LDs
and LEDs in the visible range of spectrum. The incorporation of In lowers the
band gaps of the In,Ga;_,N alloys and the emission wavelength in In,Ga;_,N
devices is determined by the amount of indium, and can cover a wide spectral
range from red to blue. In,Ga;_,N epilayers grown on GaN substrate are pseudo-
morphically strained and values of band gap are deduced from the experimental
data for strained films. Besides the strain effect, the band-gap variation of an
InGaN alloy grown on a c-plane GaN substrate is also affected by the bowing ef-
fect. The band gap of a free-standing In,Ga;_,N alloy shows a deviation (bowing
effect) from linear interpolation of the fundamental gaps of GaN and InN, with a
wide range of bowing parameters in the literature®:60:61.92.9394 " nterestingly, the

bowing parameter is found to be In composition dependent %9395

. Here we aim
to obtain a more accurate value for the bowing parameter by using our calculated

deformation potentials to determined the effects of strain on the gap, which need

to be subtracted from experimental band-gap data before the effect of bowing can
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Figure 2.7: (a) Calculated band gap of a c-plane In,Ga;_,N with (solid line) and
without (dashed line) strain effect. The bowing parameter is set to 2.0 eV and
experimental data are shown as black dots. (b) Band-gap change due to strain
effects in an In,Ga;_,N alloy.

be identified.

The equilibrium lattice constants of the In,Ga;_,N alloy are obtained by linear
interpolation between GaN and InN: arugan = Gy X T + agan X (1 — ) (Ref.
95). Similarly, the elastic constants and deformation potentials of alloy systems
can be determined from pure nitrides by linear interpolation which are dependent
on In composition as well: Cr,gan = Cran X+ Cgay X (1 — ) and Dy,gay =
Dy X & 4+ Dgan X (1 — x). The band gap of a free-standing alloy is calculated
using the equation: E, = Ej,n X 4+ Egen X (1 —2) +b x 2(1 — z) with bowing
parameter b.

Assuming that the In,Ga;_,N epilayer is pseudomorphically strained by the

GaN substrate, the in-c-plane biaxial strain components are determined by the
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lattice mismatch between alloy and substrate €., = €4y = (@GaN —CmGan)/CinGan -

The corresponding out-of-plane strain component is related to the in-plane strain

2C43

— 3G Eaa- In the following

by a combination of elastic constants of the alloy ¢,, =

strain calculations we use the elastic constants by Wright et al.”!. From Eq. 2.2,
we calculate the strain effects on the band gap of calculated InGaN alloy as a
function of In compositon. In previous work?®®9%93 the strain effect on band gap
was assumed to be a linear function of In fraction x. However, as shown in
Fig. 2.7, such a linear relation does not hold true, mainly because the deformation
potentials of the InGaN alloy also exhibit a dependence on In composition. Since
the difference in deformation potentials between GaN and InN is quite large, the
changes in band positions which are a product of deformation potentials and strain
may exhibit distinct nonlinearities.

Considering both the strain effect and the bowing effect, we now derive the
bowing parameter of unstrained In,Ga;_,N alloys by fitting the experimental
data of band gaps measured by McCluskey et al.5*°2. From our calculations, the
three transition energies of the c-plane InGaN system decrease with increasing
In composition. The energy separation between HH/LH bands (with transition
energies /4 and Fg) and the CH band (with transition energies E¢) increases with
increasing In composition. The band gap of a In,Ga;_,N alloy as a function of In
composition is shown in Fig. 2.7a. The band gap of a free-standing (unstrained)

In,Ga;_,N alloy is also shown in Fig. 2.7a for comparison. The band-gap change
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induced by strain is shown in Fig. 2.7b. Obviously, the strain effect is not linear

5992 By fitting our calculated band gap

with In composition as assumed before
(solid curve) to the experimental data (solid dots in Fig. 2.7a), a bowing parameter
of 2.0 eV is derived for In,Ga;_,N alloy within the composition range 0 < x <
0.1. This value is smaller than the result derived by McCluskey et al. (2.6 eV),
though it agrees very well with the result obtained by recent first-principles hybrid

functional calculations?.

2.4.2 Strain effects on the polarization character of non-
polar m-plane InGGalN

In recent years, nonpolar InGaN/GaN quantum wells(QWs) have been pro-
posed and fabricated as promising candidates for high-efficiency light emitters 69798
because the polarization in these devices is expected to be greatly reduced or
even negligible. Interestingly, the light emitted from nonpolar InGaN/GaN QWs

d58:99:100,101,102 = The emitted light has preferen-

has been found to be polarize
tial polarization along the [1120] (x) direction, while the weaker transition has
polarization along the [0001] (z) direction. Defining the polarization ratio as
p=(,—1)/(I,+ 1), Masui et al. further found that the polarization ratio
increases with increasing In composition, and correspondingly the energy separa-

tion between the valence bands with x character and z character increases®®. Here

we explore how strain affects the band ordering and polarization characteristics
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Figure 2.8: (a) Strain components in m-plane In,Ga;_,N alloys. (b) Transition
energies of m-plane In,Ga;_,N alloys. (c) Energy separation between the topmost
two valence bands, experimental data are shown as black dots.

of the optical transition for m-plane In,Ga;_,N alloys.

For In,Ga;_,N alloys grown on m-plane GaN substrates, the two principal
directions in the m plane are [1120] (z) and [0001] (z), while the direction normal
to the m plane is [1100] (y). The in-m-plane strain components are determined by
the lattice mismatch between the InGaN alloy and the GaN substrate, while the
out-of-plane strain component (along the y direction) is determined by the rela-
tion: €,, = —C11/Cs3€45; — Cr12/Cs3€,,. Assuming that the InGaN film is perfectly
strained by the GaN substrate without strain relaxation, the strain components in
the alloy are calculated from the lattice mismatch and elastic constants, as shown
in Fig. 2.8a. The strain component along the = direction €,, is compressive while
that along the y direction €, is tensile. It means that ¢, differs from ¢, in the
nonpolar In,Ga;_,N system. We will show that this difference is crucial for the
modification of band structures of m-plane In,Ga,_,N alloys by splitting HH and

LH bands.
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With our deformation potentials and the expressions for band energies in
Eq. 2.4, we calculate the transition energies of an In,Ga;_,N alloy as a func-
tion of In composition, as shown in Fig. 2.8b. The difference between €., and ¢,
lowers the symmetry of the wurtzite system from Cj, to Cs, and splits the HH and
CH bands (denoted now as E; and Es bands respectively, since the strain pertur-
bation breaks the original two | X £ Y") states into p,-like and p,-like states). By
solving the strained k-p Hamiltonian, we find that the eigenstate of the E; band
has p, character and that of the E5 band has p, character. Furthermore, at a
very low In composition (x=0.04) the valence band Ej crosses the CH band which
is p.-like and denoted as the E3 band. This means that in m-plane In,Ga;_,N
alloys the band ordering near the valence-band edge is Fi, E3, and Fs in order of
decreasing electron energy. The dominant optical transition is therefore from the
CBM to the E; band and the emitted light from this transition has polarization
mainly along the z direction. The next possible but much weaker transition is
from the CBM to the F3 band which has polarization along the z direction. The
prediction of such band ordering and polarization character of emitted light is
consistent with recent experimental observations®®191:102,

As shown in Fig. 2.8c (red line), the energy separation between valence bands
FE, and Fj increases constantly with increasing In composition. This implies

that the hole concentration of the lower band decreases relative to the higher

one and the polarization ratio decreases. This prediction agrees very well with
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experimental observations®. The data points in Fig. 2.8c are from experimental
measurement by Masui et al. Our prediction agrees well with the experimental
data at low In composition, but a sudden jump in experimental data occurs at
an In composition around 0.2, which cannot be explained assuming the alloy is
perfect and fully strained by the substrate. The discrepancies are possibly due to
In segregation or to strain relaxation in the nonpolar In,Ga;_,N alloy with high

In fraction.

2.4.3 The role of strain in the polarization switching of

(1122) InGaN alloys

Semipolar or nonpolar quantum-well orientations have been proposed to in-
crease the efficiency of light emitters. In these orientations the effect of spon-
taneous and piezoelectric polarization fields is reduced and thereby the carrier

d96:9798 - Optical anisotropy becomes relevant when device struc-

overlap is increase
tures are fabricated on nonpolar and semipolar oriented substrates, which raises
the problem how to control the light polarization emitted from group-III nitrides
and their alloys. Growth of InGaN on GaN along semipolar or nonpolar direc-
tions leads to strain conditions different from those in conventional growth along
the ¢ direction. This affects the splitting of the uppermost valence bands and

hence the polarization of the emitted light. Such effects in the case of nonpolar

growth were discussed in Sec. 2.4.2. Optical anisotropy has also been observed
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66,86,87,103,104,105 qevices. This raises the question of how to control

for semipolar
the polarization of the emitted light, which is not only of scientific interest but
also of technical importance for the performance of light-emitting diodes and laser
diodes.

Polarization switching has been reported for semipolar InGaN grown on a
(1122) GaN substrate%®”. The dominant polarization direction was found to
switch from [1100] (perpendicular to the c-axis) to [1123] when the In concen-
tration was increased above 30%, but the mechanism responsible for the change
in polarization can not be identified. Other experimental studies have found no
evidence of polarization switching, however. Under high excitation power density
the sign of the polarization ratio was found to remain unchanged even at high

In content 104105

. Why the polarization ratio is affected by the excitation power
density also remains unclear.

Three factors critically influence the band structure of InGaN quantum wells
(QW) and therefore the polarization of the emitted light: indium concentration,
strain, and quantum confinement. Based on k-p modeling Yamaguchi predicted
that the QW thickness strongly affects the polarization®. This seems qualitatively
consistent with the results of Masui et al., who observed an enhancement in optical
polarization for thinner quantum wells®”. However, in Yamaguchi’s work the

magnitude of this quantum confinement effect is very sensitive to the choice of

Luttinger parameters? and can range from 2 to 20 meV for 2nm thick quantum
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wells. Ueda et al., on the other hand, found no appreciable QW thickness effect %.
They proposed strain to be the dominant factor, and derived a large shear-strain
deformation potential of Dg=-8.8 eV from their measurements®.

Strain in (1122) semipolar InGaN grown on GaN substrates is characterized by
the shear strain and anisotropic strain in the ¢ plane. To evaluate these effects we
use the deformation potentials Dy to Dg, the determination of which was discussed
in Sec. 2.3. With these deformation potentials and the band parameters of Ref.
29 we use the k-p approach to determine the energies of the topmost three valence
bands at the I' point.

The energies of the topmost three valence bands at the I" point (E; to E3) can
be obtained by the k.p theory by diagonalizing a strained 6 x 6 Hamiltonian of

wurtzite symmetry, as shown in Sec. 2.1. Including strain components along the

three directions in the normal coordinate system e,,, €,,, and €., and shear strain
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(only €., for simplicity) gives
By = A+ (Di+ D3)e.. + (Do + Dy)(€ge + Eyy)
—D5(E2e — €4y),
Ey = 1A+ Die..+ Dales, +eyy)
+3 (D3 + Dal€ge + yy) + Ds(€aw — 4y)] + 16, (2.11)
By = §A+ Dices + Dyfegs +yy)

‘l’% [D3€.z + Dy(€xx + €yy) + D5(Eaz — €4y)] — %57

j = \/[A + D3, + Dy(egn + €4y) + D5 (0w — 5yy)]2 +8D32e2_,
where A, is the crystal-field splitting and the spin-orbit splitting has been omit-
ted. Note that the present expressions are different from those in Sec. 2.2, due
to the inclusion of both the uniaxial strain and the shear strain. The eigenstate
pertaining to £ has p, character, and the other two have mixed p, and p, char-

acter®. The energy separation between the topmost two bands at the I" point in

strained In,Ga;_,N layers is:

o

3 1
ABw = 5[A+ Dsess + Dy(Ezs + £4y)] — §D5(5m — Eyy) — 30 (2.12)

As can be seen from Eq. 2.12, anisotropic strain (Ds) and shear strain (Dg)
have opposite effects because Ds is negative®?. A switch in the band ordering may
occur if the shear strain and/or the deformation potential Dg are large enough.

Before we can investigate the effect of strain on the band structure the strain
conditions in the alloy have to be determined. The lattice parameters follow from
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Figure 2.9: Strain components of the (1122) InGaN grown on a GaN substrate in
(a) primed coordinate system related to the layer surface normal and (b) natural
coordinate system associated with the ¢ axis. For more details of the definition of
primed and natural coordinate systems, we refer to Ref. 20.

Vegard’s law: apgan = amn X T+ agan X (1 —2). The lattice mismatch to the GaN
substrate induces composition-dependent compressive in-plane strain. If the In-
GaN layer thickness is below the critical value for misfit-dislocation formation, the
lattice mismatch is accommodated by straining the layer elastically. The strain
components in and out of the ¢ plane, which are needed for the k-p approach,

20 Using

can be determined from the lattice mismatch in the semipolar plane
the elastic constants of Wright?! we obtain the strain components for (1122)
semipolar quantum wells in terms of the normal c-plane coordinate system as
shown in Fig. 2.9. We observe that these pseudomorphic strain conditions lead to

anisotropic strain in the c-plane (e, — €,y # 0), and a large shear-strain compo-

nent €,.,.
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Figure 2.10: (a) Transition energies of (1122) semipolar In,Ga;_,N alloy system
assuming that the epilayer is fully strained by lattice mismatch. (b) Transition
energies of semipolar In,Ga;_,N alloy system assuming that the strain in the
epilayer is partially relaxed by 20% along the [1100] direction. (c) Contour plot of
the energy difference between the topmost two valence bands at In composition
x=0.3.

To evaluate Eq. (2.12) for a given indium composition we linearly interpolate
the deformation potentials of GaN and InN. In Fig. 2.10a we show the transition
energies between the three valence bands and the conduction band, assuming that
the (1122) InGaN layer is pseudomorphically grown on a GaN substrate. Under
these conditions, the two highest valence bands do not cross over and the band
ordering does not switch with increasing In concentration. The value of AF;
and the In concentration at which polarization switching occurs also depend on
the degree of quantum confinement and on the spin-orbit splitting. Since the
spin-orbit splitting in GaN is only 8 meV'%, we expect it does not change our
qualitative results. Effects of quantum confinement are also not included here. In
separate work, in collaboration with C. Roberts, we calculated these quantum-
confinement effects explicity and found them to lead to very small differences

compared to bulk calculations, thus not impacting any of our conclusions!°7.
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Due to the large lattice mismatch between InN and GaN (11%), strains in
alloys with high In content will be large and may be partially relaxed by forming
structural defects (such as dislocations and stacking faults). According to Fig. 2.9,
the magnitude of the strain component along the y direction is larger than along
the x and z directions. It is thus conceivable that the strain component in the y
direction may be partially relaxed in an InGaN layer grown on GaN. In Fig. 2.10c
we plot AFEj, for an Ing3Gag7N alloy as a function of the strain components
along the [1100] (y) and [1123] (projection of c-axis on (1122) plane) directions,
expressed relative to their coherent value obtained from the lattice mismatch
l€0 = (Asubstrate — Qalloy)/Qalloy]. We find that AE;5 becomes negative if the strain
relaxation along [1100] is larger than that along [1123] [Fig. 2.10b]. We conclude
that partial strain relaxation may play a role in polarization switching of semipolar
InGaN grown on GaN substrates.

Partial strain relaxation has indeed been observed in semipolar InGaN sam-
ples'®: The strain component along [1123] was found to experience a higher
degree of relaxation through the formation of dislocations facilitated by the exis-
tence of glide planes (the ¢ plane) and the presence of shear strain. This relaxation
pattern differs from the one that we predict to promote polarization switching
[Fig. 2.10]. However, the process of relaxations through dislocations may cause

an inhomogeneous strain distribution in the InGaN layer, especially at high In

concentrations. The in-c-plane and shear strain variation induces fluctuations of
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the valence-subband separation as a function of position. In some areas, the shear
strain might be large enough in comparison to the in-c-plane strain to push up
the band with |x’) character and hence change the ordering of the topmost two
subbands. In these areas, the |x’) band is higher in energy and occupied by holes
at low excitation power, leading to a change in the dominant polarization. At very
high excitation powers, the area over which the reordering occurs is insufficient
to invert the hole population in the two subbands, and the emission polarization
will not change, thus explaining the observations of Ref. 104. More theoretical
and experimental work is called for to investigate the inhomogeneities of In con-
centrations and strain distributions in (1122) InGaN/GaN QWs, and to establish

their relation to the polarization switching phenomenon.

2.5 Conclusion

In this Chapter we have studied the strain effects on the band structure of
wurtzite AIN, GaN, and InN using a first-principles approach based on hybrid
functional and quasiparticle GoWy methods. We observe nonlinearities in the
strain dependence that should be taken into account in highly strained nitride
materials and alloys. For the linear regime around the experimental lattice pa-
rameters, we present a complete and consistent set of deformation potentials for
the three nitride materials. Together with the Luttinger band parameters, the

deformation potentials constitute essential input for device modeling and allows
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to predict the band positions under realistic strain conditions. By using this set of
deformation potentials, we have predicted the transition energies of InGaN alloys
grown on polar, semipolar, and nonpolar GaN substrates. We obtain an accu-
rate value for the InGaN bowing parameter by calculating the strain effect on the
band gap and fitting to experimental data. We predict a change in valence-band
ordering for a strained InGaN alloy grown on m-plane GaN, which agrees with
experimental observations. We also calculate the change in band structures for
a semipolar (1122) InGaN alloy grown on a GaN substrate but do not observe
the change in band ordering reported in some experiments. We propose that the
partial relaxation of strain and inhomogeneous strain distribution may play a role

in the observed polarization switching phenomenon.
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Chapter 3

The role of defects in absorption

and luminescence in GalN and

AIN

Point defects and impurity atoms strongly affect the electronic properties of ni-
tride materials and the performance of nitride-based optoelectronic devices. First,
the intentional addition of donor and acceptor atoms to semiconductors yields n-
and p-type doped materials, respectively, which are prerequisites for the fabri-
cation of light emitting diodes. Second, defects and impurities are responsible
for carrier compensation. The free-carrier density achieved by doping may be
limited by compensating defects that spontaneously form at high doping concen-

trations. In addition, defects mediate non-radiative recombination and cause loss
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in optoelectronic devices and possibly device degradation in laser devices. These
examples highlight the need to study defects in nitride materials and understand
their effect on device performance. In this chapter, we will focus on providing the

optical signatures of several relevant native defects and defect complexes in GaN

and AIN.

3.1 The role of the nitrogen vacancy in lumines-

cence in Mg-doped GalN

3.1.1 Nitrogen vacancies and complexes in GalN

As GaN-based semiconductor devices are pushed to higher efficiencies, it be-
comes imperative to minimize the impact of defects that are detrimental to the
device performance. In particular, it is crucial to understand the behavior and
grasp control of defects that limit p-type doping by acting as recombination cen-
ters in Mg-doped GaN. It has been suggested that native defects such as nitrogen
vacancies play an important role as compensating centers in p-type GaN?11%9 Re-
cent experiments based on positron annihilation spectroscopy (PAS) indicate the
presence of nitrogen vacancies and their pairing with Mg impurities in Mg-doped
GaN layers!%%110  Since nitrogen vacancies are expected to induce deep levels in
the band gap, they are also likely to affect the luminescence properties of GaN.

Conspicuous broad peaks in the yellow, blue, and red have been observed

85



in the photoluminescence (PL) spectra of GaN layers synthesized under various

111,112,113,114,115,116,117,118

growth conditions Yellow luminescence in n-type GaN

19 and to C substituting on a N site in

has been attributed to Ga vacancies
carbon-containing samples??, but has also been observed in p-GaN'"!18  The
blue luminescence has often been attributed to recombination between a deep
donor and a Mg acceptor!?!. The red PL band, with a peak position around 1.8
eV, has been observed in both p- and n-type GaN 2!, but its origins are unknown.

Based on measurements of optically detected magnetic resonance (ODMR) in
Mg-doped GaN, Bayerl et al. suggested that the red PL originates from recom-

112,113

bination between a shallow donor and a deep acceptor , with the deep level

13 On the other hand, based on a correlation between the

being related to Vx
PAS spectrum, PL and ODMR signals in such material, Zeng et al. concluded
that the red PL originates from a deep donor to a deep acceptor transition, pos-
sibly related to Vx and Mgg, 1. DFT calculations for the electronic properties
of nitrogen vacancies and related complexes in GaN have also been reported?!:122,

However, the severe underestimation of band gaps in DFT precludes a direct

comparison of the calculated defect levels with the observed luminescence peaks.

3.1.2 Computational details

132,84

We again use the hybrid functiona approach, as discussed in Sec. 1.4,

which has also been shown to produce more accurate predictions for energetics
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and electronic structure of defects in semiconductors??

. The mixing parameter
for the Hartree-Fock exchange potential is set to 31% (the original HSE value is
25%) in order to reproduce the experimental band gap of 3.5 eV. The calculated
equilibrium lattice parameters of GaN, a = 3.19 A and ¢ = 5.20 A, agree well with
experimental data (a = 3.189 A and ¢ = 5.185 A at 300 K)'?*. These calculated
lattice parameters are slightly larger than those obtained by HSE calculations
with the original mixing parameter (25%) as shown in Table 1.1. We calculate
the formation energies of Vx, Mga,, and Mgg,-Vn complexes in GaN, discuss all
possible charge states, and determine optical absorption and emission energies
from the calculated configuration-coordinate diagrams. The defects are simulated

using a 96-atom supercell, a cutoff of 300 eV for the plane-wave basis set, and a

2x2x2 k-point mesh for the integrations over the Brillouin zone.

3.1.3 Formation of nitrogen vacancies and complexes in

GaN

The electronic structure of Vi in GaN can be understood as follows. The re-
moval of a N atom results in four Ga dangling bonds that, in the neutral charge
state, are occupied by a total of three electrons. In the near-tetrahedral environ-
ment of the wurtzite structure, these dangling bonds combine into a symmetric
state (s-like symmetry) near midgap, and three almost degenerate states (p-like

symmetry) near the CBM. In the neutral defect the lower state in the gap is oc-
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Figure 3.1: Geometry of (a) the (Mgg,-Vx)*" and (b) the (Mgga-Vx)°? complexes
in GaN.

cupied by two electrons, and the third electron occupies the lowest of the three
states near the CBM. From this picture it emerges that +, 2+, and 3+ charge
states may be obtained by successively removing electrons from the Vy Kohn-
Sham defect states. Similarly, negative charge states can in principle be obtained
by adding electrons, but electron-electron repulsion will push the states upwards,
i.e., closer to the CBM. Atomic relaxations will of course affect the positions of
the Kohn-Sham states; whether a particular charge state is actually thermody-
namically stable thus needs to be determined on the basis of its formation energy.

The Mg, acceptor in neutral charge state, on the other hand, introduces a
state near the VBM that is singly occupied. The association of Vy with Mgg,
will result in an electron being transferred from a Vy state to the Mgga-acceptor

state. The Mgq, will also perturb the position of the vacancy-induced gap states.
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The geometries of the Mgg,-Vn complexes are shown in Fig. 3.1.
A general discussion of formation energies was given in Sec. 1.3; the formation

energies of Vi, Mgaa, and the Mgg,-Vx complex are given by
EN (V) = Ey(VY) — E,(GaN) + ux + gep + A,
Ef(Mgl,) = E;(Mgk,) — E,(GaN) + jiga — piaig + ger + A9, (3.1)
BY[(Mag, V)] = Bil(Msc, )] — B(GaN) — e + pic
+un + ger + A,

where Ey(VY), E:(Mgl,) and Ei[(Mgg,-Vn)?] are the total energies of the su-
percells containing Vy, Mgaa, and the Mgg,-Vn complex in charge state ¢, and
E;(GaN) is the total energy of a perfect crystal in the same supercell.

The N atom removed from the crystal is placed in a reservoir of energy pun,
and the Ga atom that is removed is placed in a reservoir of energy pug,.. The
chemical potentials py and pg, can vary over a range determined by the calculated
GaN formation enthalpy [AH;(GaN) = —1.34 eV], reflecting growth conditions
that can vary from N-rich to Ga-rich. The Mg atom that is added is taken
from a reservoir with energy pne. If we assume the chemical potential of Mg is
limited by the formation of MgzN,, with a formation enthalpy of AH;(MgsN,) =
—4.8 eV, then the upper limit of Mg chemical potential is determined by 3png +
2pun = AHyp(MgsNy). Note that the formation energy of Vy is lower under Ga-
rich conditions. In the case of charged defects, electrons are exchanged with the
reservoir for electrons in the solid, the energy of which is the Fermi level ep,
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Figure 3.2: . Formation energy of the nitrogen vacancy (V3") in zinc-blende GaN
obtained from GGA-PBE calculations. The data in blue are obtained without
correction while those in red are obtained with finite-size correction. The blue
data is best fitted by the function E = a + b/L + ¢/L? which is shown as a blue
dashed line.

referenced to the VBM. In our calculations, finite-size corrections to formation
energies as described in Sec. 1.3 are included.

As shown in Fig. 3.2, the uncorrected formation energy of a nitrogen vacancy
in the 3+ charge state in zinc-blende GaN obtained from GGA-PBE calculations
is dependent on the size of the unit cell. Without correction, the dependence of

formation energy on 1/L (L is the cube root of the volume of the unit cell) is fitted
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very well by E' = a+b/L + ¢/L3. The values converge quite slowly with unit-cell
size. With inclusion of the finite-size correction, the formation energy converges
very quickly to a value around 1.9 eV. This example indicates the importance of
including finite-size corrections in order to obtain reliable formation energies and
transition levels in charged defect systems. For the formation energies of Vy in
GaN obtained in a 96-atom cell with the hybrid functional method, we obtain A?
values 0.13 eV, 0.61, and 1.46 eV for ¢g=+1, 24, and 3+ charge states, respectively.

The formation energies for the nitrogen vacancy and the Mgg,-Vx complex are
shown in Fig. 3.3. Both Mgg,-Vn and Vy have low formation energies and are
stable as donors when the Fermi level is near the VBM. This indicates that these
defects can play an important role as compensating centers in p-GaN.

Figures 3.3a and 3.3b show that Vy is most stable in the 3+ charge state for
Fermi-level positions near the VBM. The thermodynamic level corresponding to
the transition between the 3+ and + states occurs at 0.47 eV above the VBM.
The 2+ charge state is always higher in energy than the + and 3+ charge states,
forming a negative-U center. In n-type GaN, in which e is close to the CBM, the
formation energy of Vy is very high, indicating it is unlikely to form. A transition
between + and neutral charge states occurs at 0.24 eV below the CBM. We find
that the negative charge state is not stable for Fermi-level positions within the
band gap. Note that if the band gap is corrected by a scissors operator (meaning a

) 124

rigid shift of the conduction bands with respect to the valence bands) ***, negative
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Figure 3.3: Formation energies as a function of Fermi level for the nitrogen vacancy
Vi and the Mgg,-Va complex in GaN, under (a) N-rich and (b) Ga-rich conditions.
(c) Binding energies (Ep) as a function of Fermi level. In each region of Fermi
level, we only take into account the defect and complex charge states with lowest
formation energies and their charge states (m, n, p) are listed. The solid lines
indicate processes where the charge neutrality condition is fulfilled, while the
dashed lines indicate processes that require exchange of carriers with the Fermi
level and may involve additional barriers.
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charge states are stabilized.

The negative-U character, in which the 24 charge state is always higher in
energy than the 3+ and + states, is due to large and charge-state dependent
relaxations around Vy. The four nearest-neighbor Ga atoms relax away from the
vacancy by 1.1%, 10.8%, and 21.9% of the equilibrium Ga-N bond length for the
+, 2+, and 3+ charge state, respectively. In the neutral and negative charge
states, the Ga atoms surrounding the vacancy pair up and move inward, with Ga-
Ga distances of 2.96 A within each pair for V¥ and 2.70 A for Vx , significantly
smaller than the Ga-Ga distances around the vacancy in the + charge state (3.23
A).

Since Mg is an acceptor and Vy is a donor in GaN, we expect them to attract
and form a complex. We find the stable charge states of the Mgg.-Vn complex
to be 2+, +, and neutral. The 2+/+ transition level occurs at 0.84 eV above
the VBM, and the +/0 level at 0.89 eV. Therefore the 2+ state is stable in p-
type, while the neutral state is stable in n-type GaN. As shown in Fig. 3.3c as
solid lines, the binding energy (Epg) for the (Mgaga-Vx)? complex with respect
to dissociation into Mgg, and V is 0.94 eV, while that for (Mgg,-Vi)?t with
respect to Mgg, and V& is 1.69 eV. There are two other dissociation processes
that require exchange of carriers with the band edges, and hence, depend on the
Fermi level position: the dissociation of (Mgg,-Vx)?* into Mg, and V33t and the

dissociation of (Mgga-V)?t into Mgg, and Vy. The first requires the release of

93



an electron, and the binding energy thus increases with Fermi level. The second
requires the capture of electrons, and the binding energy decreases with the Fermi-
level position. Note that these two processes may involve additional barriers due
to the necessity for carrier exchange with the bulk.

The local lattice relaxations for the (Mgg,-Vx)? and (Mgga-Va)?" complexes
are illustrated in Fig. 3.1. The three nearest-neighbor Ga atoms are displaced
away from the vacancy by 21% and 9.5% of the equilibrium Ga-N bond length in
the 24+ and + charge states, while in the neutral charge state they relax towards
the vacancy by 1.2%:; the Mg atom relaxes away from the vacancy by 20.1%,

10.0%, and 4.7% in the 24, + and neutral charge states, respectively.

3.1.4 Luminescence of nitrogen vacancies and complexes

in GaN

Given that Vy and Mgg,-Vn are deep centers in GaN, they likely lead to
characteristic absorption and emission peaks. The charge-state-dependent local
lattice relaxations of the different charge states will lead to significant Stokes shifts
and strong vibrational broadening of those peaks. The optical transition energies
are determined from the calculated configuration-coordinate diagrams shown in
Fig. 3.4. The energy difference between minima in the configuration-coordinate di-
agram corresponds to the zero-phonon line, and is equal to the difference between

the ¢/q+1 transition level and the CBM. For the Mgg,-Vx complex we identify
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Figure 3.4: Configuration-coordinate diagrams for the Mgg,-VN complex. (a)
[lustration of the transition between an electron in the CBM (previously excited
from the valence band) and the deep acceptor state related to (Mgga-Vx)*™ that
leads to red luminescence (1.83 eV). (b) The (Mgaa-Va)? to (Mgaa-Va)™* optical
absorption starts at 2.61 eV and peaks at 3.33 eV, while the (Mgg.-Vn)1 to
(Mgga-Vi)? emission peaks at 1.81 eV, in the red region of the spectrum.

two processes by which emission can be observed in PL experiments, depending
on the Fermi level position.

In p-type GaN [Fig. 3.4(a)], where Mg doping is intentional, the Mgg,-Vx
complex is stable in the 24 charge state. During the photoluminescence process,
an electron previously excited from the valence band to the conduction band
can make a transition to the empty defect state of (Mgga-Vn)*T, i. e., (Mgga-
Vn)?T—(Mgga-Va)". The absorption energy in this case is the band-gap energy.
The peak emission energy corresponds to the energy difference between (Mgga-

Vn)?T and (Mgg.-Vi) T in the lattice configuration corresponding to the initial

95



configuration, i.e., that of (Mgag.-Vx)?T. From our calculations, this results in
an emission peak at 1.83 eV, with a relaxation energy of 0.83 eV as shown in
Fig. 3.4(a). Our results thus indicate that Mgg,-Vi is a source of red luminescence
in p-type GaN, explaining the experimental observations of the red PL 4113,

In the case of n-type GaN [Fig. 3.4(b)], in which Mg may be present unin-
tentionally or due to intentional co-doping, the Mgg,-VN complex occurs in the
neutral charge state (Fig. 3.4). An electron can be excited from the defect state
to the conduction band, with a peak absorption energy of 3.33 eV, given by the
energy difference between (Mgg,-Vx)? and (Mgga-Va) ', both in the lattice con-
figuration corresponding to the initial neutral charge state. Emission will occur at
1.81 eV, corresponding to the energy difference between (Mgg,-Vn)T and (Mgga-
Vx)? in the lattice configuration of the positive charge state. Our results thus
indicate that the Mgg,-Vn complex can also lead to broad red luminescence in
n-type GaN 115116,

Finally, we note that isolated Vx can also give rise to photoluminescence. We
focus on p-type GaN, in which isolated Vy are most likely to occur, and stable in
the 3+ charge state (Fig. 3.4). An electron excited to the CBM can recombine with
the empty defect state, resulting in a Vg™ —VZt transition. The corresponding
emission peaks at 2.18 eV, in the yellow region, with a relaxation energy of 0.81
eV. We thus conclude that the isolated Vy center may be a source of yellow

luminescence in p-type GaN, consistent with experimental observations %18,
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3.1.5 Summary

In summary, based on hybrid density functional calculations we have shown
that Mgaga-Vn complexes lead to broad red luminescence in both p- and n-type
GaN. We also find that isolated nitrogen vacancies can give rise to broad emission
peaked at 2.18 eV. Our results provide an explanation for the mechanisms of the

red and yellow luminescence signals that have been observed in Mg-containing

GaN.

3.2 Optical absorption and emission due to na-

tive defects and complexes in AIN

3.2.1 Motivation

There has been great progress in the growth of high-quality bulk AIN crystals
as substrates for deep-UV light-emitting devices!?>126. Still, the UV transparency
of the substrates remains an outstanding issue. Conspicuous optical absorption
bands in the blue and UV range are typically observed, and nearly all AIN crystals
exhibit a yellow or dark amber color due to the presence of defects. It has been
widely recognized that oxygen is the main impurity that contaminates the AIN
crystals, and it has been suggested that the incorporation of oxygen is accom-

panied by the formation of Al vacancies'?”. Recent positron annihilation studies
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suggested that complexes between Al vacancies and oxygen on a nitrogen site
(Var-On) are the dominant form of Vj; in as-grown AIN samples, whereas isolated

Va; were detected in irradiated samples!?®.

In addition, defects on the nitrogen
sublattice (either Oy or Vx) have been observed by electron paramagnetic reso-
nance (EPR)%139  All these defects are expected to introduce defect states in
the band gap of AIN (which is 6.2 eV wide); they may cause sub-band-gap light
absorption that can interfere with the operation of optoelectronic devices. Despite
these initial assignments, an explanation of the various experimental results based
on detailed microscopic mechanisms has yet to emerge.

Broad peaks in blue and UV range have also been observed in the absorp-
tion spectra of AIN layers synthesized under various growth conditions including
metal organic chemical vapor deposition, NHz—source molecular beam epitaxy,
and physical vapor transport. A broad absorption band centered around 2.9 eV is

131,132,133,134
)

frequently observed in as-grown AIN samples containing oxygen and

a correlation between the yellow coloration and this absorption band has been

established 32, A variety of origins has been proposed for this 2.9 eV absorption

135 136

band, including nitrogen vacancies®132 Al interstitials!3®, and Al vacancies®?S.
No reliable physical model has been offered for how these defects give rise to this
absorption band. Several other absorption bands have been observed for which
the origins are also unknown: a peak at ~ 3.4 eV has been observed in irradiated

137,128

AIN samples , another centered around 4.0 eV (whose peak position slightly
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varies from sample to sample), and some other absorption bands in the range
from 4 eV to 5.5 eV 132133 The 3.4 eV absorption band was tentatively attributed
to nitrogen vacancies!3”; however, both Al and N vacancies can be generated by
irradiation, and Al vacancies cannot be ruled out.

In addition to absorption spectra, AIN also exhibits a rich set of lumines-
cence peaks. A luminescence band centered around 3.1—3.3 eV has been fre-

138,139,140

quently observed in oxygen-containing samples Another luminescence

band centered around 2.8 eV was recently observed in AIN samples with oxygen

concentration around 2 x 10® c¢cm™3

; it was tentatively attributed to isolated
Va3, First-principles calculations based on DFT for native defects and related
complexes in AIN have also been reported?!:141:142.143  However, the severe under-
estimation of band gaps in DFT within the standard local density or generalized
gradient approximations precluded a direct comparison of the calculated defect
levels with the observed absorption or emission peaks.

In this Section we address the formation energy, transition levels, and optical
properties of native defects and related complexes using first-principles calcu-
lations with a hybrid functional approach. We focus on Al vacancies (Va;), N
vacancies (Vy), substitutional oxygen impurities (Oy), and complexes between
Al vacancies and oxygen (Va-On). The absorption and emission energies are

extracted from the calculated configuration-coordinate diagrams. Based on our

results we explain the mechanisms behind the absorption and emission bands that
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Figure 3.5: Geometry of the (V3-On)?~ complex. Dashed lines indicate the posi-
tion of the missing N atom.

are observed in the AIN spectrum.

3.2.2 Computationals details

The calculations are based on generalized Kohn-Sham theory!#4*, projector

14589 " and the screened hybrid functional of

augmented wave (PAW) potentials
Heyd, Scuseria, and Ernzerhof (HSE)3** as implemented in the VASP code®.
The mixing parameter for the Hartree-Fock exchange potential is set to 32%,
which reproduces the experimental band gap for AIN. The increase in the mixing
parameter results in a larger band gap of 6.14 eV compared with our earlier HSE
calculations as shown in Table 1.1. The defects are simulated using a 96-atom

supercell, a cutoff of 400 eV for the plane-wave basis set, and a 2x2x2 k-point

mesh for the integrations over the Brillouin zone.
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Figure 3.6: Formation energies as a function of Fermi level for the nitrogen vacancy
VN, aluminum vacancy Vyj, oxygen impurity Oy, and the Vj-On complex, under
(a) N-rich and (b) Al-rich conditions.

3.2.3 Formation of native defects and complexes in AIN

We again follow the general definition of formation energy given in Sec. 1.3.

The formation energy of the Vj-Oyn complex is given by
ET[(VarOn)Y] = Ei[(VarOn)Y] = E(AIN) — 1o + pa1 + pix + ger + A7, (3.2)

where E;[(Va-On)?] is the total energy of the supercell containing a Va-Ox com-
plex in charge state ¢, and F;(AIN) is the total energy of a perfect crystal in the
same supercell.

The Al atom removed from the crystal is placed in a reservoir of energy jia;,
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and the N atom that is removed is placed in a reservoir of energy pun. The chemical
potentials pa; and un are referenced to the energy per atom of Al bulk and Ny
molecules, and can vary over a range determined by the calculated formation
enthalpy of AIN [AH((AIN) = —3.18 eV], reflecting growth conditions all the
way from Al-rich to N-rich. The oxygen atom is taken from a reservoir with
energy (o, referenced to the energy per atom of the Oy molecule. We assume
the chemical potential of oxygen is limited by the formation of Al,O3, with a
calculated formation enthalpy of AH¢(Al;O3) = —16.2 eV. The upper limit of o
is then determined by 241 + 30 = AHf(Aly,O3). Due to the choice of Al,O3 as
the solubility-limiting phase for po, which introduces a dependence on the host
chemical potentials, the formation energy of the complex is different under Al-rich
and N-rich conditions. In the case of charged defects, electrons are exchanged with
the reservoir for electrons in the solid, the energy of which is the Fermi level ep,
referenced to the VBM. The last term in Eq. (3.2), A%, is the correction for charged
defects due to the finite size of the supercell, as described in Sec. 1.3.

When forming an Al vacancy, the removal of the Al atom results in four N
dangling bonds. In the near-tetrahedral environment of the wurtzite structure,
these p-like states are split in a singlet and a triplet state. In the neutral charge
state, these states are occupied by a total of three electrons. By successively
adding electrons to the Kohn-Sham states of the defect, 1—, 2—, and 3— charge

states may be obtained. Addition of electrons to the vacancy results in an outward
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breathing relaxation: in the 3— charge state the three equivalent nitrogen atoms
move outward by 11% of the bond length, while the N atom along the c-axis moves
outward by 16%.

The association of Vj; and Oy, resulting in a Vj)-Ox complex, involves an
electron being transferred from the Oy state to the Vi) state. Since oxygen p
states are lower in energy than nitrogen p states, the defect states will move
closer to the VBM. The local lattice relaxations for the (Vx-Ox)?~ complex are
illustrated in Fig. 3.5. The three nearest-neighbor N atoms are displaced away
from the vacancy by 9.3% and 9.1% of the equilibrium Al-N bond length in the 2—
and 1— charge states; the O atom along the c-axis relaxes away from the vacancy
by 14.1% and 13.9% in the 2— and 1— charge states, respectively.

As shown in Fig. 3.6, the Vi has a low formation energy when the Fermi
level is in the upper part of the band gap, where it is stable in a 3— charge state.
The 2—/3— thermodynamic transition level is located at 3.11 eV above the VBM.
Similarly, the VA-Oyn complex is most stable for ex values high in the gap, with
a charge state of 2—; the —/2— transition level occurs at 2.59 eV above the VBM.
Note that V-On complexes have lower formation energy than isolated vacancies
for most Fermi-level positions within the band gap, under both Al-rich and N-rich
conditions. The binding energy (E,) of the (Va-Ox)?~ complex with respect to
dissociation into OF and V5 is 1.12 eV, indicating that there is indeed a strong

driving force for Al vacancies and oxygen impurities to form complexes.
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Figure 3.7: Thermodynamic transition levels obtained from formation energies of
defects. The conduction and valence bands are denoted by CB and VB.
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3.2.4 Optical signatures of native defects and complexes

in AIN

The kinks in the curves of Fig. 3.6 correspond to thermodynamic transition
levels; these levels are summarized in Fig. 3.7. All of these defects potentially lead
to characteristic absorption and emission peaks. The optical transition energies
are determined from the configuration-coordinate diagrams shown in Fig. 3.8. The
energy difference between minima of the two curves in such diagrams corresponds
to the zero-phonon line, and is equal to the energy difference between the ¢/q+1
transition level (Fig. 3.6) and the CBM (for transitions involving electrons in the
CB) or the VBM (for transitions involving holes in the VB). The local lattice
relaxations are quite different for different charge states and lead to significant
Stokes shifts and strong vibrational broadening of absorption and emission peaks.

In the absence of intentional doping, the Fermi-level is most likely to occur
in the upper part of the band gap, because of the tendency of the material to
incorporate donor-type impurities, particulaly oxygen. When the Fermi level is
above 3.11 eV (in the case of Vi) or above 2.59 eV (for Vi-Oy), the defect states
of both Vi and Vi -Oy are fully occupied. Optical absorption can therefore only
involve transitions from occupied defect states to empty CB states (or shallow
donors). The peak absorption energy corresponds to the energy difference between
V3 as the initial state and V~ fixed in the lattice configuration of V3, as the final

state. This results in an absorption peak at 3.43 eV, with a relaxation energy of
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Figure 3.8: Configuration-coordinate diagrams for Vj;. (a) Transition between an
electron in the deep acceptor state and the CBM. (b) Transition between the deep
acceptor state and a hole in the VBM. (c¢) Schematic of absorption and emission
related to Va.
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0.34 eV as shown in Fig. 3.8a. This peak agrees very well with the absorption peak

137.128  Since nitrogen vacancies

observed at around 3.4 eV in irradiated samples
are also likely to form during irradiation, we also calculate the absorption due to
the nitrogen vacancy. We find that the absorption due to the nitrogen vacancy
does not match the observed absorption at 3.4 eV. We can therefore attribute the
3.4 eV absorption peak to Vj; formed during irradiation.

After excitation has taken place, the electron in the conduction band can
recombine with a hole in the defect state, leading to luminescence. For V2~
this results in an emission peak at 2.73 eV, with a relaxation energy of 0.36 eV
[Fig. 3.8a]. This result explains the observed photoluminescence band centered
around 2.78 eV 136,

Figure 3.9 illustrates the transitions associated with the Vj-Oyn complex. Opti-
cal absorption corresponds to a transition (Va-Ox)*~—(Va-On)~ which gives rise
to an absorption peak at 3.97 eV, with a relaxation energy of 0.36 eV [Fig. 3.9a].
This result thus indicates that V,-Oy is a source of the absorption band around
4.0 eV observed in as-grown AIN bulk crystals containing a large amount of

132,133 The electrons excited into the CB can recombine with the de-

oxygen
fect state, resulting in an emission peak at 3.24 eV, with a relaxation energy
of 0.37 eV [Fig. 3.9a]. We can therefore assign the luminescence band centered

around 3.1—3.3 eV observed in oxygen-containing samples3%13%140 £ g transition

involving an electron in the CB with (V-Ox)!™.
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Figure 3.9: Configuration-coordinate diagrams for V5 -Oy. (a) Transition between
an electron in the deep acceptor state and the CBM. (b) Transition between the
deep acceptor state and a hole in the VBM. (c¢) Schematic of absorption and
emission related to V3 -Ox.
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3.2.5 Summary

In summary, based on hybrid density functional calculations we have shown
that isolated aluminum vacancies lead to an absorption peak at 3.43 eV and an
emission peak at 2.73 eV, providing mechanisms for the absorption signal around
3.4 eV observed in irradiated AIN samples, and luminescence signal around 2.78
eV observed containing relatively low levels of oxygen. Vi-On complexes give rise
to absorption peaked at 3.97 eV and emission peaked at 3.24 eV, explaining the
absorption signal at around 4.0 eV and luminescence band around 3.1—3.3 eV in

oxygen-containing AIN.

3.3 Excitonic effect on optical absorption from

nitrogen vacancies in AIN

3.3.1 Motivation and computational details

The removal of unwanted light absorption in AIN due to defects is critical
to fabricate high performance AIN-based optoelectronic devices. It is hence im-
portant to establish the correlation between specific defects in AIN samples and
optical signatures in absorption spectra. In the previous Section we addressed the
link between defect electronic structure and optical spectra through the use of

configuration-coordinate diagrams. At that level of description, we ignored that
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in semiconductor materials electrons and holes pair up and form excitons dur-
ing optical excitation. From the theoretical point of view, this many-body effect
must be taken into account in studying the optical absorption spectrum wtihin a
more accurate theoretical framework. In this Section, we will show how excitonic
interaction affects the absorption spectrum of defects.

We carry out quasiparticle band structure calculations within the many-body
perturbation theory which takes into account electronic exchange and correla-
tion effects by including the electron self-energy operator in the GW approxi-
mation 46, Subsequently, we calculate the optical spectrum by solving the Bethe-
Salpeter equation (BSE) of correlated electron-hole excitations3"117. As explained
in Sec. 1.4, the BSE approach has become a standard procedure for optical ex-
citations and has already been applied to a number of defect systems including
LiC1'8, SiC'™9 and CaF, .

We use the BerkeleyGW package®>147:151 to calculate the quasiparticle proper-
ties and the optical responses. The package takes as input the Kohn-Sham DFT
eigenvalues and eigenvectors computed with the Quantum Espresso code!'®2. The
local spin-density approximation and norm-conserving Troullier-Martins pseu-
dopotentials are used in the ground state calculations. All structural optimizations
are carried out at the experimental lattice constants of a=3.112 A and ¢=4.982
A. Note that the experimental lattice constants are different from the equilibrium

lattice constants obtained with LDA and HSE (see Table 1.1), which induces

110



a small strain in defect systems. However, the lattice parameters differ by less
than 1%, and the atomic structures obtained at experimental lattice constants
are very similar to the structures obtained by HSE calculations in the previous
Section. For the bulk AIN system, 250 empty bands are included in empty-state
summations when calculating dielectric functions. For the defect system, we em-
ploy a supercell of 96 atoms and the empty-state summations include 2880 empty
bands, corresponding to 120 empty bands for a primitive four-atom unit cell. The
reciprocal-space summations employ 8 k points for the dielectric matrix and the
self-energy operator, and 32 k points for the representation of optical excitations.
When calculating absorption spectra, 18 valence bands and 12 conduction bands

are included, yielding excitation energies converged to about 0.1 eV.

3.3.2 Results for the excitonic effects in optical absorption

We first carry out GW+BSE calculations for bulk AIN material at the exper-
imental lattice constants (a=3.112 A, ¢=4.982 A). Figure 3.10 shows our results
for the dielectric function €;(w) of wurtzite AIN for light polarized parallel to the
c-axis. Without excitonic effects, there are three main peaks in the absorption
spectrum below an excitation energy around 20 eV, which are denoted as Ej,
Es, and Eg, respectively. These features are consistent with previous theoretical

153

results °° calculated in the single-particle scheme. BSE calculations result in sig-

nificant changes in the absorption spectrum. The E; peak is shifted toward lower
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Figure 3.10: (a) Dielectric function of the wurtzite AIN obtained from G,W, and
BSE calculations. (b) Joint density of states of wurtzite AIN calculated from
GoWy quasiparticle band structures and density of excited states obtained from

BSE calculations.
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energies and becomes stronger, indicating the formation of a bound state. The
peaks at energies Eo and Ej are also shifted toward lower energies and become
small shoulders rather than well-defined peaks. Overall, all of these features agree
with a previous theoretical study!®* based on BSE calculations.

Our study of the excitonic effects in optical absorption is focused on the ni-
trogen vacancy (Vy) in AIN. In an AIN crystal, a nitrogen vacancy is formed
by removing a nitrogen atom from the lattice. The dangling bonds of the four
neighboring Al atoms combine to form bonding and antibonding states. These
defect states can interact with both the conduction and valence band and serve
as recombination centers. As shown in the previous Section (Fig. 3.6), Vx is most
stable in the 34 charge state for Fermi-level positions near the VBM, while the
thermodynamic level corresponding to the transition between the 3+ and + states
occurs at 0.89 eV above the VBM. In the 34 charge state, the bonding state is
located above the VBM and is unoccupied. During an optical absorption process,
electrons in the valence band may be excited into this defect state, leaving holes
in the valence band. The electron-hole pairs in such defect systems may form
localized excitons.

In order to study the excitonic effect on optical excitation, we carry out GoWj
calculations to obtain quasiparticle band structures using LDA as a starting point.
Fortunately, the bonding state of Vl\:;”r from LDA is well above the VBM (as shown

in Fig. 3.11a) and its wavefunction is localized and does not mix with valence
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Figure 3.11: (a) Eigenenergies of V' at the T' point from LDA and GoWj calcu-
lations. (b) Energy shift of eigenstates between Gy, and LDA calculations as a
function of LDA eigenenergies.

bands. This validates the use of GyW, calculations in which LDA wavefunctions
are used as approximations of quasiparticle wavefunctions.

As shown in Fig. 3.11a, the Kohn-Sham state al is located at 1.76 eV above
the VBM at the I' point in LDA, while its position relative to the VBM increases
by 1.44 €V due to GoW, corrections. Figure 3.11b shows the energy shift of eigen-
states between GoW, and LDA calculations as a function of LDA eigenenergies.
The GyWj corrections open up the gap and induce different shifts of valence and
conduction bands. These shifts of both valence and conduction bands are close
to linear. Interestingly, the shift of the bonding state of the defect falls on the
same line as the conduction-band states. This may be related with the fact that

the defect state consists of the dangling bonds of neighboring Al atoms and their
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characters are similar to conduction bands in AIN. It indicates that the GoW,
correction will shift the absorption spectrum to a higher energy due to the change
in the quasiparticle excitation energies.

Next we will explore how electron-hole interaction affects absorption energies.
We assume that the Fermi level is very close to the VBM and Vy is stable in the
3+ charge state. In this case, the defect state al is empty above the VBM and
transitions occur from the VBM into this defect state. The joint density of states
calculated from GyW, quasiparticle band structures and the density of excited
states from BSE calculations are shown in Fig. 3.12a. The density of excited
states obtained from BSE calculations with electron-hole interaction is shifted
to lower energies by around 0.3 eV compared with the joint density of states
calculated from the GoW, quasiparticle band structure. A strong peak centered
around 3.7 eV is observed in the dielectric function shown in Fig. 3.12b due to
the transitions from valence bands to the bonding defect state. By considering
the electron-hole interaction, the peak position is changed to 3.1 eV. Obviously
this change is different from the shift in density of states, which means it is not
simply due to the change in excitation energies. Instead, such change comes from
the excitonic effect, which effectively modifies the transition matrix elements and
induces a redistribution in two-particle excitations with stronger excitations at
lower energies.

Detailed information about the spatial properties of the exciton is obtained
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Figure 3.13: Spatial distribution of the electron relative to the hole fixed at the

vacancy center, for the exciton at 2.7 eV excitation energy.
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from the two-particle wavefunction. In order to show such a two-particle wave-
function, we can fix one particle at a certain position and plot the wavefunction
of the other particle. Figure 3.13 shows the resulting distribution of the electron
wavefunction around the hole fixed at the vacancy site. Overall the wavefunction
has s character localized near the vacancy and some p character on the second-
nearest-neighbor N atoms. The quantitative details, however, are very complex.
The electron is localized at the defect within about 4 A, but it also has significant
amplitude on the neighboring atoms. The localization of the electron is caused by
the Coulomb attraction to the hole resulting from the electron-hole interaction,

which is taken into account in the BSE scheme.

3.3.3 Summary

In summary, we have investigated the optical excitation of bulk AIN and the ni-
trogen vacancy in AIN using first-principles many-body perturbation theory. Our
calculations show that both the GyW, correction and the BSE treatment affect the
absorption spectrum. The exciton is strongly localized around the vacancy. We
cannot compare the calculated optical spectrum directly with experiment, since
in real materials atomic and electronic degrees of freedom are coupled and the line
width of optical absorption is significantly affected by vibronic coupling. Further

efforts are needed to address this issue in a many-body interaction framework.
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Chapter 4

Device simulation of

nitride-based LEDs

In this chapter, we study the performance of polar, nonpolar, and semipo-
lar nitride-based LED devices using semi-empirical device simulations. Nitride-
based light-emitting diodes (LEDs) and laser diodes (LDs) grown on nonpolar and
semipolar bulk GaN substrates have been widely studied experimentally and the-

185,156,157.158  Compared to conventional devices grown on the ¢ planes,

oretically
devices on nonpolar and semipolar planes are expected to have higher internal
efficiency due to the reduction or even elimination of internal polarization®’. The
lighting efficiencies of semipolar and nonpolar nitride-based light emitters have

shown superior performance over those c-plane devices. However, there is still

room for improvement. For example, the carrier distribution is not uniform in
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multi-QW structures of LEDs and only a few quantum wells near the p side are
emitting light during device operation. There is clear evidence that this phe-
nomenon is associated with the carrier transport issue. On the other side, the
effects of the polarization field on the performance of semipolar LEDs is still not
clear. We will show that device simulations can help in explaining the difference in

those semipolar and nonpolar devices compared with traditional c-plane devices.

4.1 Droop problem and polarization field

4.1.1 Motivation

As mentioned in the Introduction chapter, the internal quantum efficiency
(IQE) of nitride-based LEDs can be described by the ABC model and the ap-
pearance of the droop issue under high current injection is due to the Auger
recombination (Cn?® term in ABC model). It has been suggested that the values
of the A, B, and C coefficients are affected by the polarization fields'®®. This
seems to provide a promising way to improve the high-current performance of ni-
tride LEDs by increasing the electron-hole wavefunction overlap in quantum wells
through novel device design. Here we report an analysis (performed in collabo-
ration with E. Kioupakis) of electron-hole wavefunction overlap in various QW
structures. We build on the fact %% that the A, B, and C coefficients are all pro-

portional to the square of the overlap F' between the electron (¢.) and hole (1)
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wavefunctions: F' = [ (r)y.(r)dr.

4.1.2 Wavefunction overlap in polar and nonpolar quan-
tum wells

We performed the simulations using the SimuLLED code. The strain and piezo-
electric polarization charges in nonpolar and semipolar heterostructures are cal-
culated with the approach suggested in Ref. 20. The piezoelectric constants for
InN, GaN, AIN are taken from Ref. 161,162,163 while the spontaneous polariza-
tion constants are taken from Ref. 14. We study the operation of nitride LEDs
and elucidate the behavior of the IQE by examining the wavefunction overlap as
a function of the In content and the bias voltage. As shown in Fig. 4.1, in ¢-plane
quantum wells, the polarization fields keep the electron and hole wavefunctions at
opposite ends of the QW both under zero [Fig. 4.1(a)] and finite bias [Fig. 4.1(b)].
Moreover, increasing In concentrations in the QW enhances the strain and piezo-
electric fields and further reduces the overlap (Fig. 4.2), deteriorating the device
efficiency. The nonpolar QW exhibits much better behavior. Under zero bias the
electron and hole wavefunctions are kept apart by the junction field [Fig. 4.1(c)].
This increases the value of all carrier-recombination coefficients (A, B, and C),
which are proportional to the square of the overlap, |F|?.

Since the IQE is a ratio of recombination rates, it is independent of the wave-

function overlap and therefore has the same value both for the polar and the
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Figure 4.1: Calculated electron (¢.) and hole (1,) wavefunctions and conduction
(E.) and valence (F,) band profiles for an In,Ga;_,N QW (z = 0.12), for the
c-plane [(a) and (b)] and the m-plane [(c) and (d)] growth, under zero bias [(a)
and (c)] or a 3.5 V applied voltage [(b) and (d)]. The absence of polarization
fields in the m-plane device increases the electron-hole overlap and improves the
efficiency.
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nonpolar LED for fixed n. However, the radiated power at a given n is higher for
the nonpolar device because the increased overlap enhances the B coefficient. In
other words, for a given injected current density the operating carrier density is
lower in the nonpolar LED (because carriers recombine faster), and this increases
the IQE. This conclusion was previously reached experimentally for polar LEDs
with varying In content and hence varying polarization fields'®®. Our simulation
results verify this picture and explain how the enhanced wavefunction overlap of
nonpolar devices significantly improves the high-power efficiency for all emission
wavelengths [Fig. 4.1(d)].

The simulated IQE versus current density curves (Fig. 4.3) show the improved
efficiency of nonpolar devices. In order to simulate the IQE curves, for the bulk
recombination parameters we use typical values from experiment %! (4y = 5 x 107
s7H By = 2 x 107 em3s7! and Cp = 1073° emOs™1). Theoretically obtained
values for the By and Cj coefficients are in agreement with these measurements '6°
and qualitatively produce the same conclusions. The c-plane device exhibits the
efficiency-droop and green-gap problems under both optical excitation [zero bias,
Fig. 4.3(a)] and electrical injection [3.5 V bias, Fig. 4.3(b)]. On the other hand, the
m-plane device shows efficiency droop that improves with increasing In content
under optical excitation [Fig. 4.3(c)], while for electrical injection [Fig. 4.3(d)]
droop is significantly suppressed and the efficiency is almost independent of the

emission wavelength.
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As the In content increases, the QW confines electrons and holes more effec-
tively and the higher dielectric constant reduces the electric field in the well; these
effects combine to improve the droop behavior at longer wavelengths [Figs. 4.3(c)
and 4.2]. The free carriers generate a counteracting screening field. This field
(estimated to be less than 0.05 V/nm for carrier densities of 10 cm™3) partially
cancels out the junction field (on the order of 0.1 V/nm), increase the carrier over-
lap, and improve the IQE at high carrier densities compared to our unscreened
estimates. Nevertheless, the IQE behavior in Fig. 4.3(c) remains qualitatively
correct. A finite (3.5 V) applied bias creates flat-band conditions [Fig. 4.1(d)] and

the resulting overlaps approach 100% (Fig. 4.2), independent of In content.

4.1.3 Summary

We have presented an analysis of internal quantum efficiency in nitride QW
LEDs that highlights the interplay between polarization fields and recombination
rates. The reduction in polarization fields in nonpolar quantum wells increases
the electron-hole overlap, which increases not only the radiative recombination
rate but also the nonradiative rates, all by the same factor. These changes in
recombination rates give less droop for nonpolar LED devices under device op-
eration condition compared with c-plane devices. Hence the improvements due
to nonpolar or semipolar growth or polarization engineering are attributable to

the ability to operate at lower carrier densities. Device designs that suppress the
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polarization fields in the QWs will alleviate the droop and green-gap problems.
Semipolar and nonpolar growth have already yielded devices with superior perfor-
mance. A different approach to minimize the polarization fields in polar devices
is by engineering the quantum barriers, for example, quaternary AlGalnN or In-
GaN barriers which reduce polarization charges at the QW-barrier interfaces and

enhance the electron-hole overlap in polarization-matched structures.

4.2 Carrier transport and the effect of the bar-

rier modification

4.2.1 Hole transport in multiple-quantum-well structures

In typical nitride-based LEDs, MQW structures are adopted to lower the car-
rier density per QW. However, it has been reported that holes mostly populate
the top QW nearest to the p side, and the resulting uneven hole distribution is
expected to reduce the overall recombination rate for the c-plane LEDs!'%¢. Such
an uneven hole distribution is expected to exist also in semipolar LEDs. So far,
MQW LEDs with emission wavelengths larger than 500 nm and output powers
comparable to those of SQW LEDs have not been demonstrated on semipolar
planes. Improvements in carrier transport in MQW structures are needed to in-
crease the output powers of semipolar LEDs. Recently, a reduction in voltage was

observed when Mg doping was introduced into the middle barrier of the (2021)
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double-quantum-well (DQW) LEDs!%7. This result suggests the existence of car-
rier transport problems in long-wavelength (2021) MQW LEDs and provides a
potential solution to improve the hole injection efficiency by Mg doping in the
barriers. In this Section, we report theoretical simulations on the effects of Mg
doping in the barriers of (2021) DQW LEDs with emission wavelengths in the
green region. This work was performed in collaboration with experimental re-
searchers in the Solid State Lighting and Energy Center, in particular Chia-Yen

Huang, Yuji Zhao, Kenji Fujito, and Daniel Feezell 167,

4.2.2 Experimental spectra of double-quantum-well LEDs

To examine the influence of Mg-doped barriers on the hole transport between
QWs, our experimental collaborators grew dichromatic DQW LEDs with un-
doped or Mg-doped middle barriers by metalorganic chemical vapor deposition
(MOCVD) on free-standing (2021) GaN substrates'®”. The thicknesses of the
QWs and the barriers were estimated to be 3 nm and 10 nm, respectively. Sec-
ondary ion mass spectroscopy (SIMS) confirmed the Mg concentration in the bar-
rier to be 6x10'® cm™3. The p-side QW was grown at 765°C while the n-side QW
was grown at 865°C'. The emission wavelengths for the two QWs were 515—520
nm and 410—420 nm, respectively. After the growth of the active region, a 10 nm
p-type Aly2GaggN electron blocking layer (EBL) was deposited, followed by a 100

nm p-GaN capping layer. Only a single peak in the green region was observed in
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the electroluminescence spectra for the dichromatic double quantum well (2021)
LEDs with undoped barriers, which implied that most of the recombination took
place in the QW near the p side and that the holes mostly populated the top
QW under injection currents up to 100 mA. On the other hand, the emission in
the green region dominated under low current injection in the electroluminescence
spectra for the double quantum well LEDs with Mg-doped barriers (with dopant

—3)167_ " As the injection current was increased, the

concentration of 6x10'® cm
emission in the violet region emerges and the intensity became comparable to
that of the green emission at higher injection levels. Clearly, the emission spectra
suggest the existence of hole transport problems in long-wavelength (2021) DQW

LEDs. These experimental observations suggest a potential solution to improve

the hole injection efficiency in MQW LEDs by Mg doping in barriers.

4.2.3 Effects of Mg doping on the hole distribution in

DQW LEDs

To examine the effects of the Mg doping in the barriers on the band diagram,
device simulations of the LED structures are carried out using the SiLENSe code
developed by the STR Group!®®. The parameters used in our simulations are
the same as in Sec. 4.1. The potential distribution and quasi-Fermi levels are
calculated by solving the Schrodinger-Poisson equations self-consistently. A drift-

diffusion current model is used for the simulation of the device operation under
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Figure 4.4: Simulated band diagrams and hole concentrations of (2021) DQW
green LEDs with (a) undoped and (b) Mg-doped barriers.
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high bias voltage (3.5 V). The strain and polarization effects in the semipolar
InGaN/GaN structures are accounted for.

Figures 4.4a and 4.4b show the simulated band diagrams for the (2021) DQW
green LEDs with and without Mg doping in the middle barrier, respectively. Due
to the inverse polarization in the QWs on the (2021) plane compared to those on
the plane®, an additional energy barrier (AE) is present for carriers traversing
the QWs. With lower effective mass and broader distribution of kinetic energy,
electrons overcome the energy barrier more easily than holes. The injected holes
are scattered by the additional energy barrier caused by internal polarization in
the QW. As shown in Fig. 4.4b, after Mg doping of the barrier, the band bending
in the barrier creates a reduced effective barrier thickness for holes, which enhances
hole transport. Overall, the injection current and hole concentration in both QWs
are both increased after Mg doping.

Together with the experimental observations, the simulations explain the dif-
ficulty in making high-brightness MQW LEDs with long-wavelength emission. As
the number of QWs increases, the electrons are distributed among the wells but
most of the holes populate the QW closest to the p side. This reduces the radiative
efficiency of the remaining QWs. The addition of Mg doping in the middle barrier
enhances hole transport between the QWs and improves the radiative efficiency of
the QW closer to the n side. Considering the trade-off between enhanced carrier

transport and radiative efficiency in each QW, the overall radiative efficiency of
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the active region is increased with an optimized Mg doping profile in the barriers.

4.2.4 Summary

In conclusion, we have presented evidence that hole transport between QWs
is a limiting factor for the performance of long-wavelength LEDs on the (2021)
plane. Simulations confirm that with Mg doping in the middle barrier, the effective
barrier thickness for holes between adjacent QWs is reduced due to the band
bending. The simulation also suggests that the hole concentration in the QWs
and the injection current are increased under the same bias with Mg doping, which
is consistent with the experimental results. These results indicate that improving

hole injection efficiency is key to enhancing the performance of MQW green LEDs.

4.3 Optical spectrum of (2021) and (2021) semipo-

lar LEDs

4.3.1 Experimental observations: dependence of emission
wavelengths on the inclination angle

Semipolar and nonpolar planes have been extensively investigated for the
growth of high-indium-content quantum wells (QWs) in green light-emitting diodes

(LEDs) and laser diodes (LDs)%17%171 " One advantage of nonpolar and semipo-
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lar growth is the elimination or reduction of polarization-related electric fields in
the QWs, which are responsible for the reduced radiative recombination rate and
large blue shift observed in conventional c-plane emitters!®17173 The issues as-
sociated with polarization-related electric fields are exacerbated for higher indium
content QWs.

Semipolar planes have been shown theoretically and experimentally to ex-
hibit superior performance over the c-plane devices. For example, the semipolar
(1122) plane was reported to have binding sites that may accommodate indium
atoms more easily than either the ¢ plane or the m plane!™. Additionally, long-
wavelength yellow LEDs have been demonstrated on this plane!™. However, the
formation of misfit dislocations (MDs) within the active region has been observed
and is known to degrade the device performance!. The semipolar (2021) plane,
which is miscut by 15° toward the ¢ plane from the m plane, has been utilized

177,178 - More recently, several advanta-

to produce high-performance green LEDs
geous features, including high optical polarization ratio, small wavelength shift,
and low efficiency droop, were reported for blue-green (2021) LEDs!™18 and
LDs!8!. In this Section, we will discuss the impacts of the indium composition
and polarization-related electric fields on the emission wavelengths of nonpolar
and semipolar devices. This work was again performed in collaboration with ex-

perimentalists in the Solid State Lighting and Energy Center, in particular Yuji

Zhao, Chia-Yen Huang, Shih-Chieh Huang, Po Shan Hsu, Shinichi Tanaka, Chih-
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Chien Pan, Yoshinobu Kawaguchi, Kenji Fujito, and Daniel Feezell*™.

Recent electroluminescence (EL) measurements on InGaN SQWs grown on
different planes show that, with the same TMI flow and growth temperature,
devices grown on (2021) planes with higher inclination angles from the m plane

™ Fur-

exhibit longer emission wavelengths than those on less-inclined planes?
thermore, although characterized by identical strain conditions?’, the semipolar
(2021) plane (Ga-polar character) consistently exhibits higher indium incorpora-
tion than the semipolar (2021) plane (N-polar character). Similar results were
also observed on the (3031) and (3031) planes!®2. Interestingly, although similar
indium compositions are extracted from x-ray diffraction (XRD) analysis for the
coherent structures on the (2021) plane and the (2021) plane, those on the (2021)

179

plane exhibit longer emission wavelengths Similar results are also observed

when comparing the m plane and the (1122) plane, with (1122) exhibiting longer

emission wavelengths!™.

4.3.2 Simulations: polarization fields and emission wave-
lengths

To clarify these phenomena, we carried out device simulations for blue-green
LED structures using the SILENSe code!®. The parameters used in our simula-
tions are the same as in Sec. 4.1. The potential distributions are calculated by

solving the Poisson equation self-consistently, including the strain and polariza-
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tion effects. The polarization field in the Ing95Gag 75N alloy grown on different
planes and its dependence on the inclination angle respect to the c-axis are shown
in Fig. 1.2. Obviously, the polarization changes dramatically with the inclination
angle and has opposite sign for Ga-polar (e.g., (2021)) and N-polar planes (e.g.,
(2021)).

For ease of interpretation, identical SQW LED structures (with 25% indium
composition) are simulated under a current density of 20 A/cm?. The calculated
band diagrams and peak emission wavelengths for (2021), (2021), (1122) and m-
plane devices are shown in Fig. 4.5(a)—(d). For a given indium composition, the
emission wavelengths of the (2021) and (2021) LEDs are approximately 10—15
nm longer than those of the (1122) and m-plane LEDs. These differences can be
explained by the magnitudes and directions of polarization-related electric fields
in the QWs. For the (2021) and (1122) planes, the polarization-related electric
field in the QWs is in the same direction as the p-n junction built-in electric field,
while for the (2021) plane the polarization-related electric field opposes the p-n
junction built-in electric field. For the m plane, the polarization-related electric
field is zero and only the p-n junction built-in electric field exists in the QWs in
the unbiased case. As a result, distinct potential profiles are obtained in the QWs
of (2021), (2021), (1122) and m-plane devices.

At a low current density (20 A/cm?), InGaN QWs on the (2021) and (1122)

planes exhibit triangular potential profiles, since the polarization-induced electric
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Figure 4.5: Simulated band diagrams and emission wavelengths for the SQW
InGaN (with 0.25 indium composition) blue-green LEDs on the (a) (2021), (b)
(2021), (c) (1122), and (d) m-planes under a current density of 20 mA /cm?.

136



field and the p-n junction built-in electric field are along the same direction.
Conversely, QWs on the (2021) plane exhibit relatively flat potential profiles,
since the polarization-related electric field and the p-n junction built-in electric
field are opposite in direction and nearly equal in magnitude. The m-plane QWs
also exhibit relatively flat potential profiles beyond diode turn-on. For a given
indium composition, this triangular potential profile produces a red shift in the
emission and contributes to the longer emission wavelengths observed on (2021)
and (1122) compared to the m plane and (2021), respectively. However, the
red shift at low current densities in (2021) and (1122) QWs is counteracted at
larger current densities by carrier-induced screening of the electric fields and the
cumulative result is a blue shift of the emission wavelength with increasing current.
Instead, LEDs on (2021) show very little blue shift since in the low current case

the potential profile in QW is already relatively flat.

4.3.3 Summary

In summary, we have carried out device simulations to study the role of polar-
ization fields in the emission wavelength of semipolar and nonpolar LED devices.
We demonstrate that both the indium composition and the magnitude and di-
rection of the polarization-related electric fields in the QWs affect the emission
wavelength. These results are qualitatively explained by the different magnitudes

and directions of polarization-related electric fields in the QWs on the different
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planes, which lead to various degrees of band bending in the QWs. For planes on
which the polarization-related electric field and the p-n junction built-in electric
field are additive, a triangular potential profile results in the QWs and a red shift
in the emission wavelength is obtained. This results in a strong blue shift with
increasing current injection. For some planes on which the polarization-related
electric field and the p-n junction built-in electric field are along opposite direc-
tions, a relatively flat potential profile can be obtained. This leads to a shorter

emission wavelength for a given indium composition but much smaller blue shift.
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Chapter 5

Summary and outlook

With the motivation to explain and assist the experimental development of
high-performance solid state optoelectronic devices, we have employed a set of
computational approaches for the study of nitride materials and devices. A wide
range of applications has been presented, ranging from the basic structural and
electronic properties of the nitride materials to the effects of strain, defects, po-
larization fields, and device design on the optoelectronic device performance. We
have shown that these computational approaches provide powerful explanatory
and predictive computational tools that can assist and guide the experimental
development of efficient solid state optoelectronic devices. With these computa-
tional approaches, we are well-equipped to focus on any remaining unresolved as
well as new questions in this field.

One question relates to the physical properties of InGaN or AlGaN nitride
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alloys with high In or Al compositions. It is usually assumed that the properties
of alloys can be obtained from linear interpolation of those of binary compounds.
For some physical properties of the InGaN or AlGaN alloys, including deformation
potentials and elastic constants, this assumption has not been validated. Further
efforts are needed to clarify this. In addition, there is a need for a physical model
to address the inhomogeneous strain and fluctuations in In or Al compositions in
InGaN or AlGaN alloys, and their effects on the optical properties of nitride-based
light emitters.

Another area that deserves further investigation is the study of the absorp-
tion spectrum due to the defects in nitride materials and the development of a
first-principles approach to enable the direct comparison with experimental data.
Since the electronic and atomic structures are coupled and the line width of opti-
cal absorption is significantly affected by vibronic coupling'®?, a realistic absorp-
tion spectrum for defects cannot be obtained only with GW+BSE calculations.
Further efforts are needed to address this issue within a many-body interaction
framework.

With continued pressure to increase the efficiency of nitride light emitters, it
becomes crucial now to better understand the role of defects and impurities in
the device performance. It is well known that these defects usually induce deep
levels in the gap, and these deep levels can behave as nonradiative recombination

centers and lower the device efficiency at low current. However, such effects have
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not yet been quantified from first principles and need to be assessed in the future.

Finally, we turn to the device modeling of nitride optoelectronic devices. In the
drift-diffusion model, the quantum effect of carrier tunneling between quantum
wells is not taken into account. The lack of such quantum effects in this model is
the probable cause of the discrepancy between theoretical predictions and exper-
imental observations, particularly the difference in turn-on voltage and current.
This issue is currently being studied and several tentative solutions, such as ar-

184 or the inclusion of a modified

tificially decreasing the polarization constants
”quantum potential” ¥ have been proposed to achieve a better agreement with
experiment. A more fundamental solution would be to employ quantum transport
theory using non-equilibrium Green’s functions. Further investigations are needed

to more accurately describe the carrier transport in nitride-based optoelectronic

devices.
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