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GEO 600 is an interferometric gravitational wave detector which, when completed, will employ a
novel, dual-recycled optical scheme allowing its optical response to be tuned over a range of
frequencies. The accurate calibration of the sensitivity of GEO to gravitational waves is a critical
part of preparing GEO data for exchange with other detectors worldwide and for the extraction of
scientific results. The final optical scheme that will be used in GEO will make it necessary to
combine more than one output signal to optimally recover a calibrated strain channel. An on-line
calibration scheme has been developed with a view to covering both the power-recycled and
dual-recycled interferometer configurations of GEO. The recent worldwide coincident science run
(S1) proved an excellent opportunity to test the calibration scheme of GEO in a power-recycled
mode. The ability to track and study the stability of the calibration over long time scales was
invaluable. A number of areas have been highlighted where improvement is necessary, but the
scheme proved successful and produced a continuous redt{intor the entire duration of the S1
science run. Consideration of the errors discussed throughout this article lead to a calibration
accuracy for this science run of around 4% at high frequenci€200 Hz and about 6% for
frequencies between about 50 and 200 Hz. This article presents the on-line calibration scheme that
was developed for, and employed during, the recent S1 science run. The hardware signal injection
is presented in detail followed by the on-line analysis method that allows real-time calibration of this
interferometer configuration. The results of the calibration process are discussed and attention is
drawn to the successes and to the points where improvement can be ma@®03GAmerican
Institute of Physics.[DOI: 10.1063/1.1597959

I. INTRODUCTION two arms are foldedFig. 1). For the S1 science run, GEO
was in an intermediate design configuration with only the
GEO 600 is a gravitational wave observatory near Hanpower-recycling system in place.
nover, Germany, and is a collaboration of UK and German  Astrophysical signals are typically sought in four catego-
institutions. Currently the detector is undergoing the finalfies: from the inspiral of compact objectseutron stars,
stages of hardware installation and will soon enter a phase Qﬂack h0|e$, from sources producing periodic Wav@g_’
continuous operation. When operational, GEO 600 should bﬁulsars, from the stochastic gravitational way&W) back-
one of the most sensitive displacement measuring instruground, and from bursts of short durati@nfew cycles of the
ments in the world, capable of measuring differential dis-yominant signal frequentyAn accurate calibration of the
placements between the two 1200 m long arms of the ordefetector is necessary to interpret these astrophysical signals
10" "°m/\Hz in the frequency range 50 Hz to a few kHz.  and in the case when no individual signals can be identified,
The design of GEO 600 is based on the well knowny, set Jimits on their possible magnitudes. In the power-
Michelson interferometer but with the addition of two recycled configuration of GEO, all the gravitational wave
mirrors:* the power recycling(PR) mirror which will in-information is contained in a single output channel so it is
crease the circulating power in the detector, lowering thgossible to perform astronomical searches on the uncali-
shot-noise limit, and the signal recyclii§R) mirror which  prated detector output and then calibrate the results. When
forms a resonant cavity capable of enhancing signals in ga|-recycling is installed this will no longer be the case.
chosen frequency band. Another noticeable difference ofyytiple signals will need to be combined to produce a cali-
GEO 600 from a basic Michelson interferometer is that the, ated strain channgh(t)] with optimal signal-to-noise ra-
tio. To overcome this difficulty, it was decided within the
3Electronic mail: hewitson@astro.gla.ac.uk GEO collaboration that effort would be focused on produc-
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that can be achieved. The limited bandwidth of the servo
S means that we negd to rec_ord the error-po_mt signal in order
control schematic to recover signal information at frequencies out with the

servo bandwidth. Although for the S1 science run, the detec-
tor noise was sufficiently high that it was possible to measure
the signal at all frequencies in the detection band with high
signal-to-noise ratio, this may not be the case in the future,
particularly when signal-recycling is installed. In that case

we may need to recover the signal from the feedback signal
for frequencies within the bandwidth of the servo in order to

maintain a high enough signal-to-noise ratio during the mea-
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clectronies s surement process. For S1, measuring the size of the Michel-

i) B ) s son error-point signal and determining the characteristics of
A e ey all the elements of the servo loop provides all the informa-
{eror pomt tion necessary to determine the mirror motion that would be

. . ._present without the action of the servo in the detection band.
FI_G. 1. Aschem_atlc qf the Michelson lock f_or GEO 600. The elgctrostanc':rom the recovered displacement signal, we can then calcu-
drive (ESD) applies high frequency correction forces to the mirror. The !
intermediate mass drivdMD) applies low frequency corrections to the late the strainh(t). Observations suggest that the calibration
intermediate mass. In reality the arms are folded in a vertical plane, and argf the feedback actuators remains constant over time. How-
shown here in horizontal plane for convenience. ever, the presence of tidal drifts, temperature fluctuations,

and seismic disturbances can all cause changes in the align-
ing calibrated data streams that could be presented to th@ent of the optics and these misalignments cause the sensi-
different analysis pipelines rather than providing informationtivity of the detector to vary in a time dependent way. The
with which to calibrate any analysis results. The uncalibrategyyerall calibration must therefore be determined on time
data, together with sufficient information to reproduce thegcales much shorter than any of these drift times.
calibration, will be also archived. The production of a cali- During the S1 science run, two photodiodes were used to
brated detector output also provides a clear point of controfgnse the output light of the interferometer: a low-power
over the quality and accuracy of tigt) signal. As will be  quadrant photodiode used in the Michelson servo-loop and
explained below, calibration here means not only the detefie auto-alignment system, and a high-power photodiode to
mination of a fixed factor, but more generally the reconstrucyive a high signal-to-noise ratio measure of the output light.
tion in the time-domain of an underlying detector stimulus|t was from the high-power photodiode that the differential
(mirror displacement or gravitational wave stiefrom sev-  mijrror displacementand ultimately the detected straiwas
eral channels that have different and possibly varying freyerived. Because this photodiode is not part of the Michelson
quency dependencies and signal-to-noise ratios. servo loop, it was necessary to determine the relative gain
During the summer of 2002 GEO 600 took part in apetween it and the in-loop photodiode denokég, in Fig. 4.

coincident science rufS1) with other detectors worldwide. pggoth photodiode outputs were passed through whitening fil-

One of the main science goals of the run was to set Upp&grs and recorded by the data acquisition system.
limits on the GW emission from a variety of astronomical

sources. For this run GEO was operated as a power-recycled
Michelson interferometer; work on the dual-recycled inter-

ferometer started after S1. Ill. CALIBRATION OF GEO 600

An optimally oriented gravitational wave of amplitude
h(t) passing through GEO will give rise to a length change,
GEO relies on a complex control system with manyAL, in each arm given by
feedback paths. To calibrate the power-recycled Michelson
interferometer we need only consider the feedback loop that h(t)=2 AL(t) R
controls the lock of the Michelson. The Michelson feedback L’
loop senses, and minimizes, deviations from the optimal dark
fringe operating point. In order to obtain the required loopwhereL is 1200 m for GEO. Calibration can be viewed as
bandwidth necessary to optimize noise performance and dyhe determination ofAL from the detector output, i.e., the
namic range, a split feedback servo is adogfed. 1). Low  determination of the detector gain, as a function of fre-
frequency feedback signals are applied with a coil and magguency, in volts per meter. We can consider the calibration in
net to an intermediate mass drivéMD) from which the two regimes: a high frequency regime where the Michelson
main (test maspmirror is suspended. High frequency feed- control servo no longer acts> 200 H2 and a low frequency
back signals are applied directly to the test mass via an elecegime where the loop gain of the servo is significant. For
trostatic drive. In each case, the forces are applied from &oth regimes the optical response of the power-recycled
secondary pendulum chain suspended behind the main pektichelson is flat up to~100 kHz. At frequencies well above
dulum chairf. Due to the presence of violin mode resonanceshe unity gain point of the Michelson servo the optical gain
of the suspensions, there is a limit to the amount of loop gairtan be determined simply by displacing the end mirrors a

II. THE MICHELSON LOCKING SCHEME
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FIG. 2. Spectrum of the calibration signal applied to the ESD. The transfeFIG. 3. A Michelson error-point spectrum from GEO taken by averaging
function of the actuator, from applied-volts to induced-displacement, has 4en 1 s data segments.
1/f2 frequency response above the pendulum reson@migieh is around 1

Hz).
2 drive responsdas seen in Fig. ¥ The subscripf denotes

. evaluation at a particular frequency. Each component of Eq.
known amount and then observing the detector output. Fo(rz) was evaluated/measured at 732. 1220 and 1708 Hz
the low frequency gain, the loop-gain of the Michelson S€NV0since these three calibration lines are well above the unity

must also be determined. gain frequency of the Michelson servo, and appear with large
signal-to-noise ratios in the error-poif8NR~50), they each
A. Calibration signal injection provide independent estimates of the optical gain. The three

estimates were combinddach weighted by their individual
signal-to-noise ratigsto give a single value for the optical

ticular frequencies by injecting a calibration signal into the™ X .
electrostatic drive feedback path. The signal was comprise am. we smoot_hed these 1 Hz estimates further using a Han-
ning low-pass filter of length 60 s.

of a forest of spectral peaks produced by differentiating a . o9 :
square wave oscillator such that the induced displacemen}gw Inojvcéc:'t'%%t;gieoggl'grr]?jt'(t);ep;?ilgsbvéfvr\zge;seuﬁdr:n;23
from th_e first four Od(.j harmonics were approximately uni_-l W-Sower r?weasurements was taken to get an estingte of the
form. Higher frequencies were suppressed to avoid Saturatlo'?alative gain between the two photodiades. Again a weighted
of the feedback actuator. As with the data acquisition systerﬁ . ' .
(DAQ) sampling clock, the oscillator was locked to a Ggpgaverage was made of the three est|mate§ and a 60 s Hanning
frequency standard to ensure that power from any particuIalpw'_?ﬁsst\r\;geésliisrﬁgt;% Sgrg?rgst)r;)ttizz rsrs]gltr'gg tz?/gatzl;reet?:rms'

eak would be confined to a single frequency bin in the . . ; o .
gnalysis Figure 2 shows the injecq[ed sig?nal w>r/1ich was reWith their variances, were recorded to disk in the main de-
: tector data stream. In addition, the low-pass filtered gains

corded continuously throughout S1. Figure 3 shows the cali- . . .
bration lines as they appear in a snapshot of the detectdyere also recorded. This provides a continuous record of the

error-point signal. A fundamental frequency of 244 Hz wascalibration scheme performance for the entire S1 run.
chosen so that the calibration lines did not overlap with any
other lines present in the error-point spectrum and becaus:

For S1, mirror motion was induced continuously at par-

high-power

there was relatively little loop gain above 200 Hz. Detector output
0 ’ e v o
. . . driven H Heey P
B. Measuring the optical gain displacement output
We estimated the optical gaiff; (see Fig. 4, of the IMD (V) ctocD
detector, once per second, making the assumption that it is i “ wo
slowly varying parameter. At each calibration peak, the op-
tical gain is given by £5D ) LD
|yf| Hs Hy -
2

Y [xi[Hs,’

Calibration [nput

wherey:; is the calibration peak amplitude measured in the

error-point spectrumx; i_5 th? Ca”braﬂ(_)n peak amp”tu_de FIG. 4. A model of the Michelson lock of GEO showing the two photo-
applied to the electrostatic drives, aHgf is the electrostatic  diodes and the two feedback paths.
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) \@9 i optical gain,H,). The transfer function between the two
f photodiodes is also flat, so the filtEt, is also just a time-

v() J varying gain. FiltersF,--Fs were designed using LISQo
£ A match measured transfer functions for the servo electronics
Fa and the modeled transfer functions of the feedback actuators.
A 3 Since the detector operators may wish to optimize perfor-
mance by varying the electronic gains in the feedback loops,
FIG. 5. The system diagram of the calibration filters. these gains are held in a configuration file which is checked
periodically for updates. Changing the gain of an IIR filter is
C. A detector model simple and requires no redesigning of the filter; the denomi-
nator coefficients can simply be renormalized to give the

. X . i irf Although the f f the feed-
guencies(the optical gaif, we can then calculate the low required gairl.Although the frequency responses of the feed

. . . . back actuators are well modeled, the dc gain factors needed
frequency calibration factor as a function of frequency. Th|sto be measured
is best achieved using a model of the locking servo. A suit- ) -
The necessary stefisot necessarily in the order of ap-

able model is shown schematically in Fig. 4 in which the . . . . ) ;
. . S . . plication) to calibrate the recorded error-point are: dewhiten
gain of the optical cavity is denoted Iy, , the relative gain - ) )
. the recorded error-point; convert the signal from volts to dis-
between the two photodiodes bi., and the two feedback . . . -
placement using the estimated optical gain; correct for the

paths byH2H3 gndH4H5. The Injection point for the cali- loop-gain of the Michelson servo using the detector model;
bration signal is also shown. Determination of all the ele- . ;
and convert from displacement to strain.

ments of this modefthose shown as boxes in Fig. dllows To avoid time-domain discontinuities that would arise if

the loop gain to be calculated at all frequencies where th(\?\/e simplv undated the ontical gaif. - once per second. the
model is valid. The complex closed loop transfer function of Py up P 9aiRy, P '

. . . measured optical gain values were resampled to the sampling
tmhgnst)gsr;ter:]ne{;orr; C(ilentebcéotgxopur;pgsme\éogss) to mirror displace- frequency(lG 384 Hj of the Qetector _data acquisition.sys-
tem using a spline interpolation algorithm. The result is that
_ Hi(jo) each sample of the recorded error point can be multiplied by
- 14+G(jw)’ ) a smoothly changing gain at the same sample rate. Using the
same method, and for the same reason, the relative gain was
also upsampled from 1 to 16 384 Hz. We assumed here that
G=HH[HH;+H4Hs]. (4) the gains are varying smoothly on time scales slower than 2
s so that no aliasing occurs because of the 1 Hz sampling. As
can be seen in Sec. IV, this assumption turned out to be

servo loop are the detectdor optica) gain, H;, and the . A i : o
relative gainH,. . All other elements can be fixed and were |_nval|d sihce some amplitude mod_ulatpn of the calibration
lines can still be seen after the calibration process.

determined prior to the run. We assumed here that the cali- . . . o .
P Since the signal is stored as double precision floating

bration of the electrostatic drivd&SD9 was not changing foint numbers which have a dynamic range of abod.10

Having determined the calibration factor for high fre-

C(jw)

where the open loop gaig(j w), is given by

For this configuration of GEO, the only dynamic parts of the

over time. This assumption was later validated by comparin s necessarv to keep the dvnamic ranae of the sianal well
calibrations of the ESDs from before and after the science’. . sary P ay 9 g :
within this range. We decided to try to keep the dynamic

run. ; e o
range of calibrated strain signal within seven orders of mag-
nitude. Since the detection band of GEO is defined as being
between 50 Hz and a few kHz, it was possible to suppress
To calibrate the detector in real time, the calibrationthe large low-frequency signal due to seismic noise by high-
scheme was implemented in the time domain. This allowegbass filtering the signal above 10 Hz. This was done before
us to use fast infinite impulse resporfi®) filters. Using the  the signal was dewhitened and before the calibration filters
transfer functiofEq. (3)] we can derive a time domain ex- were applied(both processes amplify the low-frequency
pression using IR filtersr o, F1---F5, in place of the fre- components To restrict the dynamic range further, it was
guency domain transfer functiond,., H1---Hs. Thus fora  desirable to suppress the calibration lines as much as pos-
recorded detector outpug,(t), we can determine the time sible. Using the model filter for the ESD, it is possible to
varying mirror displacementj(t), by applying these filters simulate the error-point of the Michelson interferometer con-
in the appropriate combination. The implementation of this istrol servo for the particular frequencies of the calibration
shown as the time-domain system diagram in Fig. 5. Thdines. The simulated error-point can then be ad¢®dsub-
primed filterF; has the same frequency response & 1in  tracted, depending on the phase the recorded error-point
this case, a flat response. The following equation shows thsignal. Each calibration line is then suppressed as much as its
system diagram as an analytic expression: signal-to-noise ratio allows. Figure 2 shows the noise of the
_ , calibration signal to be five orders of magnitude below the
d() =v(O*{F1+ Fro* (F2* Fs+ FaxFo)}, ®) calibration peaks. Since the peaks appear in the error-point
where the asterisk denotes convolution. spectrum with signal-to-noise ratios of between 10 and 50,
Since the optical responsH,, is flat in frequency, the the noise added to the recorded error-point during this pro-
filter F1 is simply a time-varying gairithe inverse of the cess is negligible.

D. Real-time calibration software
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DG caltraion | _[DG callbration Tekan] othe.r ESD. The induced_ displacement was measured by
of IMD of ESD J of the actuator P looking at the compensating signal seen in the feedback to
—) induced mirror the IMD of the same pendulum chain. As the calibration of
response ummm deplacement the IMD was measured previously, it is possible to determine
SfeEly| SRR l : the calibration for this ESD. This experiment was repeated
D*:%'g;:'e Wlm’_'a‘_"ﬂ for the other ESD and the two calibration factors were con-
sistent to within 1%.
,,32‘,,':;,“‘:,;‘;, Mﬂ,ddch;:," Although the response of the ESD is well known at low
domain methods contral servo frequencies, it is also necessary to check the frequency re-
Response of the sponse (1) of the ESD at high frequencies where interac-
optical cavity tions with the(then steel suspension wires were thought to

FIG. 6. Asketch of the chain of dependency that leads to a valid calibrationposlezll}i/nzltg;'tr:ﬁer?;psocasliés of the calibration lines at 732,
) 1220, and 1708 Hz were recorded at 1 Hz. Using the as-
E. The sign of GEO 600 sumed model of the ESD responset?1from force to dis-
The sign of the derivedh(t) signal for S1 was deter- placement, it is possible, for any of the recorded 1 Hz
mined before the run began and was based on the definiticsamples, to predict the value of any calibration peak based
that an increase in the North arm length is considered as an the measured value of any of the other two. A long stretch
positive increase in strain. By tracing the phase of the apef data was chose(R4 h to investigate the validity of the
plied calibration signals through both the Michelson controlESD model. The resulting measurements of the ESD re-
subsystem and through the data acquisition system, we dgponse differ from the 1 model by around 2.5%, this is
duced that there is 180° phase offset between the appliesbnsistent with the errors introduced in the measuring pro-
calibration signaland hence any gravitational wave signal cess(signal-to-noise ratio of the calibration peaksid so we

and the derived(t) signal. conclude that the model is valid.
The frequency response of the interferométiee optical
IV. RESULTS AND VALIDATION gain was assumed to be flat. This response is composed of a

I . . . . .__true optical part, followed by the response of the photodetec-
Validating the calibration scheme is best done in a hier- b P y P P

hical Fi 6 sh the chain of logic that (ior and the rf demodulation system. The main optical re-
archical way. Figure b shows the chain otlogic that was use ponse is that of the interferometer arm, which has a flat
to validate the calibration process.

Starting at the upper-left corner of Fig. 6, the intermedi-freq.mency response be!ow 6 k}élhg first feature is a null at
ate mass actuator was calibrated by fringe counting. Here Wthe inverse light travel time of the interferometer, around 125
Hz). The photodiode and rf system bandwidth were of order

drive the IMD longitudinally with a low frequency signal
(around 100 mHeand observe the fringes measured by the100 kHz, and were measured to have a flat frequency re-

output photodiode with the detector unlocked. By countingSponsfe below 6 k,HZ' o i )
the number of fringes between turning points of the pendu- Smc;e the optllcal gan 1s ﬂ‘f"t n the dgtecﬂon band, and
lum swing, we can determine the number of fringes we gefPy design there is no loop gain in the Michelson servo at
per volt applied. Using the fact that one fringe corresponds t(;he frequencies gf the -cfahbratmn I.|nes, the cgnﬂrmanon of
0.532 um displacement of the mirrai/2), we get the cali- the. ESD model is sufficient to validate the high-frequency
bration of IMD to be~100 um/V. The measurement was calibration. o
repeated many times and the accuracy was determined to be 10 confirm the low-frequency calibration we must look
around 1.5%. closely at the model of the Michelson servo loop. Measure-
This calibration was then confirmed using a frequencyMents of the electronic transfer functions were usedh
method calibrating back through the subsystems of the dé_ISOB) to develop suitable IR filters. The feedback actuators
tector to the piezo of the master laser. During lock, a signah@ve already been discussed above, so the low frequency
was injected into one ESD. This induces an asymmetri€alibration depends only on a valid loop model.
length change in the Michelson cavity which gives rise to a  Before the S1 run, measurements were made of the
length change in the power-recyclif@R) cavity. Varying  closed-loop transfer function of the Michelson servo. For the
the length of the PR cavity induces a change in the resonaf@rticular set of gains at the time of measurement, the model
frequency of the cavity. The frequency change that has to belosed-loop transfer function calculated in the frequency do-
imposed on the laser to keep the cavity on resonance givesmain was compared to the measurements. The optical gain
measure of the change in the cavity resonance frequency, aMé@s not measured at this time but an optical gain around the
hence gives a measure of the length change of the PR cavityominal value can be chosen to give the match shown in
This was done and the result for the IMD calibration agreed-ig. 7.
with the fringe counting method to within 15%. Equations(3) and(4) show the frequency domain repre-
GEO has two electrostatic drives which provides thesentation of the model transfer function while Fig. 5 and Eq.
possibility to calibrate each drive while the detector is(5) show a time-domain representation of the model. The
locked. This is done by locking the detector with only onedifferences between these two representations of the model
ESD and then injecting a very low frequency signal into the(which can be attributed to the inability of time-domain IIR
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Frequency (Hz) 1 FIG. 9. The 732 Hz calibration line.

Ega 1‘)r'\g'cpfz'tisc"u'};fg;tcé‘?sggr:O;af’r;;sggg_ function measured and Calcu'sideb_ands that appear in this plot show the presence of some
amplitude modulation at about 0.6 Hz. This observed fre-
quency of the amplitude modulation is in good agreement

filters to perfectly match the analog equivaleatre shown in  with the dominant known residual pendulum motion pro-

Fig. 8. vided by the systems which damp the pendulum mdédés

The confirmation that the model closely matches thefact that the modulation is still present in the calibraket)
measurements, and that a standard frequency-domain mod@{annel indicates that the gain variations were estimated too
can be closely approximated by the developed time-domaithfrequently to correct for this amplitude modulation. Al-
mOdel, is the last link in the validation chain. The analySiS Ofthough this effect is not too Signiﬁcant, a move towards more
the calibration procedure over long time scales throws Ugrequent gain estimation would reduce the significance of
some other interesting results. Figure 9 shows a highthis effect further.

resolution amplitude spectra of the second calibration line.

On the plot the calibration line is shown as it appears in botq/_ MODEL LIMITATIONS AND CALIBRATION

the recorded detector error-point and in the deri€g sig-  Accuracy

nal. Each spectrum is the result of 1000 s of data split to give

50 Spectra| averages at 0.05 Hz resolution. A Hanning win- The detector model has various limitations that are im-

dow was app||ed in the ana]ysis_ The two curves are lined u[@”Cit to the design. The calibration of GEO is concentrated

approximately by eye to show how they compare. From thén the proposed 50 Hz—-6 kHz detection band of the
plot it can be seen that the suppression of the 732 Hz peak I§strument.

around 20 dB_enough so that the remaining peak does not The lower limit of the calibration is defined as 10 Hz.

dominate the numerical dynamic range of the signal. Tha'his is due to difficulties in designing an IIR filter that
matches the transfer function of the pendulum responses

] _ ) which are thought to have the main pendulum resonance at
Difference between frequency and time domain models around 0.6 Hz. Since the sampling rate of the GEO DAQ
' ! R R : system is 16 384 Hz, it is very difficult to design a stable IIR

i}
o A filter that has poles at 0.6 Hz, so, to avoid any instabilities,
§ the filters that map the pendulum responses are designed to
= have the resonance at 5 Hz. A suitable gain factor is then
g applied to the filters so that the amplitude response above 10
< 5 3 o . ¥ 5 3 & =5

098l iii S S A B Hz matches exactly that of a 0.6 Hz pendulum resonance.

The phase response of the filter deviates from the analog
equivalent at 10 Hz but converges quickly to give approxi-

5 mately the required response before reaching 50 Hz.

The upper frequency limit of the calibration scheme is
set by the hardware antialiasing filters present in the DAQ
S i system to be about 6.5 kHz. It is difficult to correct for this
---- ; ; using IR filters as it is so close to the Nyquist frequency. In

Phase difference (deg)

0
» 5 I R practise this has no significant consequences as no astro-
107 10° nomical searches target these frequencies.
Frequency (Hz) i
In the band 50 Hz to~6 kHz the accuracy of the cali-
FIG. 8. The difference between the calibration function from \uto cal- bration process can best be examined in the low- and high-

culated using the frequency- and time-domain models. frequency regimes. At high frequencies the calibration accu-
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racy is dominated by our ability to measure the optical gainGEO will require a more sophisticated calibration scheme. In
of the detector and is ultimately dominated by the calibrationparticular the optical response of the detector will no longer
of the electrostatic drive. The method for determining the dde flat and will need to be tracked in a frequency dependent
calibration of the ESD relies strongly on the accuracy of theway. The gravitational wave signal will no longer be con-
calibration of the intermediate mass drid#D). For the S1  tained in a single demodulation quadrature of the output pho-
science run, the IMD was calibrated with an accuracy oftodiode, so multiple output signals will need to be calibrated
about 1.5%; the ESD was then calibrated with an accuracy aind combined to give a single calibrated strain channel.
around 2.5% per drive. In the future we aim to determine the calibration with a

At low frequencies, where the Michelson servo domi-fractional error of about 1% by introducing a photon drive
nates, the calibration accuracy also depends on the accuraagtuator into the calibration scheme. This photon drive ac-
with which we measure the relative gain of the two outputtuator will use a laser at a different frequency to that of the
photodiodes. This measurement is made from the calibratiomain interferometer laser to apply a variable radiation force
peaks in both the low- and high-power photodiode signalsto the rear-side of one of the end mirrors; calibration of the
The error in this measurement is dominated by the shot-noisghoton-drive can be achieved with more accuracy than the
of the low-power photodiode. Studies of the estimated varicalibration of the ESDs since the momentum transfer can be
ance of the relative gain measurements show that on timmonitored with high accuracy by measuring the light re-
scales shorter than 1 min the error is about 3%. In additionflected from the mirror. The use of the photon drive also
we must consider the error introduced because of the differallows continuous monitoring of the ESD calibrations.

ences between the time-domain filter responses and their
analog equivalentéup to 49%. 1G. Heinzel, A. Freise, H. Grote, K. A. Strain, J. Hough, and K. Danzmann,
Class. Quantum Gra9 (2002.
2M. V. Plissi, C. I. Torrie, M. E. Husman, N. A. Robertson, K. A. Strain, H.
VI. FUTURE WORK Ward, H. Lick, and J. Hough, Rev. Sci. Instrumi, 2539(2000.

3 ; . . .
; ; ; _ °G. Heinzel, Advanced Optical Techniques for Laser-Interferometric
Further calibration work will need to focus on the prob- 2 .-~ "\ DetectoréVIPQ 243, 1999

|e.m3 and d.eﬁCienCi?S highlighteq in this experimgnt. I!" ad-4steven W. SmithThe Scientist and Engineer’s Guide to Digital Signal
dition, the introduction of the signal-recycling mirror into  ProcessingAnalog Devices
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