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Abstract
We show that the Einstein–Straus model does not give a robust answer to the
problem of the influence of the cosmic expansion on the local physics. This
is done by finding the most general static region embeddable in a Friedmann–
Lemaı̂tre–Robertson–Walker expanding cosmology and showing that the model
must be ‘almost spherically symmetric’. More precisely, we show that the
boundary of the static region must be a 2-sphere at each instant of cosmic time.
The motion of this 2-sphere in spacetime is as follows: its ‘would-be’ centre
(if there were no static region) moves along a path whose projection on any 3-
space of constant cosmic time is a geodesic with respect to the induced 3-metric.
The velocity of this geodesic is determined from the matching. In particular,
this centre must be at rest with respect to the cosmological flow (thus giving
a spherically symmetric model) when any of the standard energy–momentum
tensors inside the static region is imposed.

PACS numbers: 0420J, 0420C, 0440N, 9880

1. Introduction

The problem of the influence of the cosmic expansion on our local physics has received
repeated attention since long ago. Although this effect is generally believed to be either
non-existent or very small (so that it can be ignored for all practical purposes), this issue
does not have yet a satisfactory answer within general relativity. Indeed, ‘no effect on the
local physics’ has been taken to mean that the geometry around us is static and it is a priori
unclear whether this is compatible with a Friedmann–Lemaı̂tre–Robertson–Walter (FLRW)
standard cosmology at larger scales. The first attempt to model this situation is due to
McVittie [1], who presented a metric claimed to represent a point particle in a Friedmann–
Lemaı̂tre background. His conclusion, later extended and improved by Järnefeld [2], was that
the influence of the cosmic expansion was very small indeed. The interpretation of McVittie’s
metric as describing a point particle was disputed later on by Sussman [3] and this question
is still being investigated (see Nolan [4]). Nevertheless, the generally accepted solution to
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the influence of the expansion on the local physics was given by Einstein and Straus, who
showed that the Schwarzschild metric can be matched to an expanding FLRW dust model.
This is the so-called Einstein–Straus (ES) [5], also known as Swiss-cheese, model. However,
this approach is known to have several important limitations. First, the geometry of the cavity
is assumed to be exactly spherically symmetric. This is a very restrictive and little justified
assumption. Studying whether this can be relaxed or not, and to what extent, will be one of our
main aims in this paper. Secondly, the central mass in the static region turns out to be directly
related to the radius of the cavity and also to the background density of the cosmological model.
As discussed by Bonnor [6], this relationship severely restricts the kind of objects to which the
ES model can be applied. In particular, it is not suitable for solar system scales [6]. Thirdly,
the model is known to be unstable under radial perturbations (see Krasiński [7]).

These drawbacks of the ES model have triggered new activity in this topic. In a very
interesting paper, Bonnor [8] studied the effect of the cosmic expansion on the size of the
hydrogen atom. This was done by analysing the Maxwell-field equations in a Friedmann–
Lemaı̂tre cosmology. The conclusion was that the change in size of the hydrogen atom is very
small compared with the size of the atom itself (see also [9] for additional comments on this
paper). In another paper, Bonnor [10] relaxes the constraint between the central mass and the
density of the background by considering the matching between a Schwarzschild metric and a
Lemaı̂tre–Tolman–Bondi model (which is an inhomogeneous, spherically symmetric general-
ization of the dust FLRW cosmology). It turns out that no restriction on the size of the cavity
or on the background density exists in this situation. Furthermore, although the model is again
unstable, the instability time scale is very long, even when compared with cosmic time scales.

All of these models, however, assume spherical symmetry from the outset. So, it is
necessary to analyse what happens when this condition is dropped. The first attempt to
address this issue is due to Senovilla and Vera [11], who found a surprising result, namely
that the cylindrically symmetric analogue to the ES model is impossible, even when the matter
content of the static region is left arbitrary. In other words, a static and cylindrically symmetric
spacetime cannot be matched to a FLRW model across a cylindrically symmetric boundary.
This indicated that, possibly, the condition of spherical symmetry was crucial for the existence
of the ES model. To answer this question in a conclusive way, the existence problem of static
regions (with no further symmetry) embedded in a FLRW background needs to be analysed.
This is the aim of this paper. A first step in this direction was made in [12] where the most
general static and axially symmetric, orthogonally transitive (see, e.g., [13] for a definition),
spacetime satisfying an additional constraint between the cosmic and the static times on the
boundary, was studied. This condition on the times was general enough to include both the ES
model and the cylindrically symmetric model (if this existed). In particular, this condition did
not imply that the rate of cosmic time and the rate of static time are the same on the boundary
(such a condition is violated for the ES model, see [14]). The result obtained in [12] was
that non-spherically symmetric models do exist, but they must have a very special ‘almost
spherically symmetric’ geometry. More precisely, the boundary of the static region has to
be a 2-sphere in the FLRW background whose centre moves along a geodesic in space (i.e.
the projection on any hypersurface of constant cosmic time of the worldline of this centre is
a geodesic of the induced metric). The radius of this sphere is arbitrary but the speed of its
centre is uniquely determined by the radius function and the initial velocity. Furthermore, the
static metric is completely and uniquely determined by the radius function. Its Petrov type is
D and its energy–momentum tensor has the same algebraic type as for a spherically symmetric
spacetime. Moreover, imposing any of the usual matter models inside the static region forces
the whole model to be spherically symmetric. This result indicated rather strongly that non-
spherical models, although possible, are very special and unphysical. However, the fact that
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the static region was assumed to satisfy a priori certain conditions (namely, axial symmetry and
the condition on the times) prevented those results from being conclusive (the restrictions were
mathematically convenient rather than physically motivated). Thus, it would be of interest to
relax those conditions and study static regions in a FLRW background in full generality, with
no assumptions on the geometry of the static region or on the shape of the boundary. This is
the problem we solve in this paper.

By exploiting carefully the matching conditions between two spacetimes and their
geometrical consequences, we prove that the axially symmetric model with coincident times
on the boundary is the most general model describing a static cavity in an expanding standard
cosmological model. We make this statement precise in theorem 1 below, which summarizes
the results of this paper. The conclusion, therefore, is that the spherically symmetric ES model is
exceptional and that the assumption of spherical symmetry is crucial for its existence. Thus, the
ES model cannot give a robust answer to the question of the influence of the cosmic expansion
on the local physics. Consequently, other methods should be used to clarify this question. It is
likely that a correct understanding of this issue can only be achieved after a proper solution of
the so-called averaging problem in general relativity is found. Indeed, the averaging problem
lies at the very heart of the question of how local metrics around astrophysical objects organize
themselves to give rise to a homogeneous and isotropic spacetime at large scales. Although
there have been several attempts to address this difficult problem (see [15] and references
therein), none of them gives a satisfactory answer as yet and much more work is necessary.

The paper is organized as follows. In section 2 we give a brief summary of the matching
conditions across hypersurfaces of arbitrary causal character, which we will need later. We
also recall very briefly a 2 + 1 decomposition of the matching conditions put forward in [12].
In section 3, we concentrate on the restrictions imposed by the matching conditions on the
FLRW region of the spacetime. In section 4 we determine completely the Riemann tensor
of the static region. This is achieved without introducing any specific coordinate system so
that the expressions have a geometrically transparent meaning. Finally, section 5 is devoted
to stating and proving theorem 1, which is the main result of this paper. This theorem gives,
in particular, the explicit form of the static metric in some neighbourhood of the matching
hypersurface. In the appendix we obtain the explicit form of the metric in warped product
spacetimes R × K in certain ‘moving’ coordinate systems. This result is used in the main text
and might also be of independent interest.

2. A brief summary of matching conditions through hypersurfaces of arbitrary causal
character

Gluing two spacetimes2 consists in taking a pair of C2 spacetimes
(
V ±, g±) with C3

boundaries �± and identifying the points and the tangent spaces on these boundaries. Thus, a
diffeomorphism between�+ and�− must exist satisfying the matching conditions, also called
Darmois [16] junction conditions. A formalism valid for hypersurfaces of arbitrary causal
character (even a changing one) was given in [17]. Since we shall use it extensively, let us
summarize it briefly.

As �± are diffeomorphic to each other, there exists an abstract three-dimensional C3

manifold � and two C3 embeddings

�+ : � −→ V +,

�− : � −→ V −,
2 A Cn spacetime is a paracompact, Haussdorf, connected Cn+1 manifold with a Lorentzian metric of class Cn. Our
convention for the signature is {−1, 1, 1, 1}.
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which satisfy �+(�) = �+ and �−(�) = �−. The matching conditions split into two sets.
First, the isometry of �± with their induced metrics, i.e.

��
+(g

+) = ��
−(g

−), (1)

where �� denotes the pull-back of �. The second set requires choosing two C2 vector fields
�l± on �± (called riggings) which are transverse everywhere to the boundaries, with different
relative orientation (i.e. either �l+ points outside V + and �l− points inside V − or vice versa) and
satisfying

��
+ (l+) = ��

− (l−), ��
+

(
l+(�l+)

) = ��
−
(
l−(�l−)

)
, (2)

where l± = g±(�l±, ·). The existence of the riggings �l± is easy to establish when the boundaries
�± are everywhere spacelike or timelike (they can be taken, for instance, as the unit normal
vectors, with the appropriate orientation), but they may not exist when the boundaries have
null points. Once this choice has been made, the second set of matching conditions demands
the equality of the pull-back of the covariant derivative of the rigging 1-forms, i.e.

��
+

(∇+l+
) = ��

−
(∇−l−

)
, (3)

where ∇± is the Levi-Civita covariant derivative of
(
V ±, g±). It can be proven [17] that these

conditions are satisfied for one pair of riggings if and only if they are satisfied by any choice of
riggings. Furthermore, the covariant derivatives in (3) can be substituted by the symmetrized
covariant derivatives without loss of generality.

When the matching conditions are fulfilled, there exists a C0 spacetime (V , g) with the
following properties. The manifold V is the union of V + and V − with the points in the
boundaries identified (we shall abuse the notation and call � the image of the two boundaries
�± in V ). The metric g is piecewise C2 and the Riemann tensor has finite one-side limits on
�. Moreover [17], there exists a symmetric tensor Bαβ , defined on �, such that the one-side
limits of the Riemann tensor on � satisfy

R+
αβλµ = R−

αβλµ + nαnλBβµ − nβnλBαµ − nαnµBβλ + nβnµBαλ, (4)

in any C1 coordinate system covering � (or part thereof). In this expression, R±
αβλµ denotes

the Riemann tensors of (V ±, g±) evaluated on� and nα is a normal 1-form to the hypersurface
�. The tensor Bαβ is defined up the transformation

Bαβ → Bαβ + Xαnβ + Xβnα. (5)

In general, a matching between two spacetimes consists in finding two embeddings �±
satisfying all the conditions above. For problems with a high degree of symmetry, imposing
and solving the matching conditions is, generally, a not-too-difficult problem. When little or
no symmetry is present, the matching conditions become a set of coupled partial differential
equations (PDEs) which is, in general, difficult to solve. A method that sometimes can be
useful to tackle such problems consists in splitting the matching conditions in a 2 + 1 fashion.
The idea is to foliate (�,��

−(g
−))with a set of spacelike 2-surfacesSτ , where τ ∈ R. Then, the

matching conditions impose restrictions on Sτ , called constraint matching conditions, which
are sometimes easier to study than the full set of conditions on �. Very briefly, they consist
in the following (see section II of [12] for details). Let iτ : Sτ −→ � be the inclusion map
of Sτ into �. The compositions �τ,± ≡ �± ◦ iτ define embeddings of Sτ into

(
V ±, g±). By

construction, the images S±
τ ≡ �τ,± (Sτ ) are spacelike 2-surfaces lying on the boundary of

V ±. Let us denote by
(
NS±

τ , S
±
τ , π±

)
the normal bundle to the surface S±

τ , i.e. the bundle
with base S±

τ such that the fibre at any point x ∈ S±
τ is the space of normal 1-forms of S±

τ
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at x. We denote this fibre, which is a two-dimensional Lorentzian vector space, by NxS
±
τ . The

constraint matching conditions consist also of two parts. Firstly, the induced metrics on Sτ
must coincide, i.e.

��
τ,+

(
g+
) = ��

τ,−
(
g−).

Secondly, let x ∈ Sτ be an arbitrary point and consider the fibres ofNS±
τ at the points�τ,±(x),

which we still denote by NxS
±
τ . There must exist a linear and isometric map

f x
τ : NxS

+
τ −→ NxS

−
τ , (6)

with the following property: for any normal 1-form field m to S+
τ (i.e. a section of NS+

τ ), we
denote the second fundamental form of Sτ with respect to m by K+

Sτ
(m) ≡ ��

τ,+ (∇+m).
Using fτ we can map m to a normal 1-form field fτ (m) to S−

τ and calculate the second
fundamental form of Sτ with respect to this normal. These two second fundamental forms are
required to coincide, i.e.

K+
Sτ
(m) = K−

Sτ
(fτ (m)), ∀ sections m : S+

τ → NS+
τ . (7)

3. Consequences of the matching on the FLRW region

After this reminder on matching conditions, let us now study the matching between a FLRW
spacetime and a static spacetime. We start with some definitions which fix our notation and
conventions.

Definition 1. Let (M, gM) be a complete, simply connected, three-dimensional Riemannian
manifold of constant curvature and I ⊂ R be an open interval. A FLRW spacetime (V FL, gFL)

is the manifold V FL = I × M endowed with the metric gFL = −dt2 + a2(t)gM, where the
so-called scale factor a(t) is a positive C3 function on I . Moreover, the following conditions
are required:

(1) The energy density ρ and pressure p of the cosmological flow satisfy ρ � 0, ρ + p �= 0.
(2) The expansion ȧ/a (where a dot denotes d/dt) vanishes nowhere on I .

Remark 1. The energy condition ρ � 0 is used only in proposition 1 in order to exclude some
non-compact boundaries for the static region. Thus, this condition could be replaced by spatial
compactness of the matching hypersurface. Requiring ρ � 0 is preferable as this holds for
most physically reasonable FLRW spacetimes.

Remark 2. The condition ȧ �= 0 is made for simplicity and implies no fundamental restriction.
Any FLRW spacetime which is not static (an uninteresting case) can be split into open disjoint
regions which are either expanding or contracting. The results of this paper apply to each one
of those regions independently.

We will denote by π the canonical projection from V FL into M and by Mt the
hypersurfaces t = constant.

Definition 2. Let (#, g#) be a three-dimensional, connected C3 Riemannian manifold and
I1 ⊂ R an open interval. The static spacetime (V st , gst ) is the manifold V st = I1 × #, with
metric gst = −D2 dT 2 + g#, where D is a positive C3 function on #.

We do not assume, a priori, any specific form for #, g# or D. The static Killing vector ∂T of
this metric will be denoted by �ξ and the time orientation is chosen so that �ξ is future directed.

Our aim is to match these two spacetimes across a common boundary. So, we should
look for two C3 embeddings �+ : � → V st and �− : � → V FL such that �± ≡ �±(�)
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are boundaries of submanifold-with-boundary V + ⊂ V st and V − ⊂ V FL, respectively. Thus,
�± are embedded C3 hypersurfaces without a boundary. The two spacetimes we want to
join are (V +, g+) and (V −, g−), where g+ is the induced static metric and g− is the induced
FLRW metric. Being part of a FLRW spacetime, (V −, g−) obviously admits a privileged,
future-directed, unit, timelike vector field �u defined as the fluid velocity of the cosmological
flow. Let us define a map χ : �− → R which assigns to each x ∈ �− the value of the cosmic
time t at x. Since �− is C3 it follows that χ is also C3. So, the Morse–Sard theorem (see,
e.g., [18]) implies that the set of critical values of χ has measure zero in R. If χ(�−) has zero
measure itself then it follows, using the fact that�− has no boundary, that�− is a collection of
hypersurfaces of constant time. In that case the resulting matched spacetime does not describe
a static region inside a FLRW spacetime. Although this case is not difficult to study, it is
notationally cumbersome to incorporate into our results. In order to exclude this, and similar
cases with the same problem, we put forward the following definition.

Definition 3. A hypersurface �− in a FLRW spacetime will be called generic if and only if the
function χ ≡ t |�− has no local maximum or minimum on �−.

Remark. The geometrical meaning of this definition is that for any point p ∈ �− and for any
neighbourhoodU ⊂ �− ofp there exists a portion ofU into the future ofp and another portion
of U into the past of p. In other words, the hypersurface �− may not appear or disappear in
time, even in a local sense. In particular, hypersurfaces which are tangent to a constant-time
hypersurface Mt0 on some open neighbourhood are excluded. As mentioned above, non-
generic hypersurfaces can be incorporated into our results but only at a high notational cost. In
order to keep the notation reasonably simple we will restrict ourselves to the generic situation.
It must be emphasized that causal hypersurfaces are automatically generic according to our
definition. Thus, the condition of genericity does not imply any loss of generality from the
physical point of view.

For a generic hypersurface, χ(�−) is necessarily open in I . Let us denote by J the set of
regular values of χ . The implicit function theorem implies that, for any τ ∈ J , the pre-image
S−
τ ≡ χ−1(τ ) = Mτ ∩ �− is a two-dimensional C3 embedded submanifold of �−. These

surfaces foliate an open subset �−
0 ⊂ �−. If �− is generic then �−

0 is dense.
We shall now impose the constraint matching conditions on the foliation {S−

τ } of �−
0 . For

all τ ∈ J , we define �s as the unit normal vector of S−
τ which is tangent to the hypersurface

Mτ and pointing inwards in V −. This vector is easily seen to be nowhere tangent to �−
0 .

The following proposition is an important step towards solving our matching problem.

Proposition 1. Let (V , g) be the matching spacetime between a FLRW region (V −, g−) and
a static region (V +, g+) across a connected, generic matching hypersurface �−. Let S−

τ be
the foliation of �−

0 defined above. Then, the following geometric properties hold.

(1) �ξ is orthogonal to each 2-surface S−
τ everywhere.

(2) The hyperbolic angle between �u and �ξ is constant on each connected component of the
2-surface S−

τ .
(3) Each connected component of S−

τ is a 2-sphere with the standard metric and it is an
umbilical submanifold if (V , g). Furthermore, there exists a spherically symmetric
coordinate system {t, r, θ, φ} in (V −, g−) such that this surface corresponds to r =
constant, t = constant.

Remark 1. We assume connectedness of �− for convenience. Since the matching conditions
are of a local nature, this assumption implies no loss of generality. For an arbitrary matching
hypersurface proposition 1 holds for any of its connected components.
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Remark 2. Note that no topological assumptions were made on � except for connectedness.
It is remarkable that spatial compactness follows from the matching conditions.

Remark 3. Conclusion (2) of the proposition means, in particular, that the foliation by cosmic
time and the foliation by the static time agree on the matching hypersurface. This was the
restriction on the times made in [12] and discussed in the introduction. Thus, proposition 1
shows that this condition is not an extra assumption but rather a consequence of the matching.

Remark 4. Conclusion (3) states that each surface S−
τ is a coordinate 2-sphere in some

spherically symmetric coordinate system. These spheres, however, need not be concentric
to each other. In other words, the centre of each S−

τ in the FLRW spacetime is still allowed to
move arbitrarily with cosmic time.

Proof. Here and in the following ( , ) will represent a scalar product with the metric g of the
joined spacetime. Let us fix a regular value τ0 of χ and the corresponding surface S−

τ0
. For

any point p ∈ S−
τ0

consider an open neighbourhood U ⊂ �−
0 of p. Denoting by n the normal

1-form to �−, we know that n(�s) �= 0 everywhere on U (because �s is transverse to �−
0 ). After

restricting U if necessary, we can take a pair of vector fields �eA (A = 1, 2) on U which are
linearly independent at every point and tangent to the foliation {S−

τ }. We can complete {�eA}
to a basis TqV by taking the fluid velocity vector �u and the vector field �s. The Killing vector
�ξ at points in U (remember that we identify �− and �+ after the matching) can be expanded
in this basis to give

�ξ ∣∣
U

= D cosh β �u − D sinh β cosα �s + cA�eA
∣∣
U
, (8)

where D was introduced before and α, β, cA are scalar functions on U . Defining hAB =
(�eA, �eB)|U , the functions cA satisfy cAcBhAB = D2 sinh2 β sin2 α, so that, in particular, cA = 0
if either α or β vanish. Let us introduce the two vector fields on U

�vA
∣∣
U

= [
n
(�s − tanh β cosα �u)]�eA +

hABc
B

D cosh β

[
n(�s)�u − n(�u) �s ]∣∣

U
, (9)

which are tangent to � and orthogonal to �ξ . We now use equation (4), which relates the two
Riemann tensors on the matching hypersurface. The Riemann tensor in the FLRW region is

R−
αβλµ = ρ + p

2

[
uαuλg

−
βµ − uαuµg

−
βλ + uβuµg

−
αλ − uβuλg

−
αµ

]
+
ρ

3

(
g−
αλg

−
βµ − g−

αµg
−
βλ

)
.

The geometry of the static region has not yet been fixed, so its Riemann tensor is still arbitrary.
However, for any static spacetime and any triad of vectors �t1, �t2, �t3 which are orthogonal to �ξ ,
the following identity holds:

R+
αβλµξ

αt
β

1 t
λ
2 t

µ

3 = 0. (10)

Therefore, contracting (4) with ξα, v
β

A, v
λ
B and v

µ

C we obtain

0 = ρ + p

2

(�u, �ξ) [(�u, �vB) (�vA, �vC) − (�u, �vC) (�vA, �vB)
] ∣∣

U
. (11)

Evaluating the scalar products we obtain

0 = −ρ + p

2

(�u, �ξ) [n(�s − tanh β cosα �u )]2 n(�s )
D cosh β

(cBhAC − cChAB)

∣∣∣∣
U

, (12)

where cA ≡ hABc
B . Using ρ + p �= 0 (and recalling that n(�s) �= 0) we conclude that either

n(�s − tanh β cosα �u) = 0 or cBhAC − cChAB = 0. The first case is impossible. Indeed,
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suppose that there exists a point q ∈ U where n(�s − tanh β cosα �u )|q = 0. Then, �vA (9) are
not linearly independent at q, so that it is not surprising that (12) vanishes. Let us, instead,
contract identity (4) with the vectors ξα , tβ1 , tλ2 , tµ1 , where �t1 = RA�eA (RA is any non-zero
solution of RAcA|q = 0) and �t2 = �s − tanh β cosα �u, which is orthogonal to �ξ at q by
construction. The result is

0 = ρ + p

2

(�u, �ξ)(RARBhAB) tanh β cosα
∣∣∣
q
.

It follows that tanh β cosα|q = 0 and therefore n(�s)|q = 0, which is impossible in U .
Thus, equation (12) implies cBhAC − cChAB |U = 0, which is equivalent to cA|U = 0.

Hence conclusion (1) of the proposition follows from (8), which becomes

�ξ ∣∣
U

= D cosh β �u − D sinh β�s|U . (13)

To prove the other results, let us denote by �K the second fundamental form vector (see,
e.g., [19]) of the surface S−

τ0
embedded in (V , g). The constraint matching conditions imply

that this vector is well defined on S−
τ0

(i.e. it is independent of whether it is evaluated from V −

or from V +). From conclusion (1) we have that ξ ≡ g(�ξ, ·) is a normal 1-form to S−
τ0

. The

second fundamental form �K(ξ) vanishes in the static region (and hence in the FLRW region)
as a consequence of the Killing equations ∇+

αξβ + ∇+
βξα = 0. Evaluating this expression from

V − we obtain, after using (13), �K (u) − tanh β �K (s) = 0. The second fundamental form
�K(u) of S−

τ0
in the FLRW region is easy to obtain and reads �K (u) |S−

τ0
= (ȧ/a)h|S−

τ0
, where

h|S−
τ0

is the induced metric on S−
τ0

. Since ȧ is nowhere zero by assumption (see definition 1),
we conclude that β is nowhere zero on S−

τ0
and also that

�K∣∣
S−
τ0

= ȧ

a
(�u + coth β�s) h

∣∣∣∣
S−
τ0

, (14)

which shows, in particular, that S−
τ0

is umbilical in the FLRW region (and hence in (V , g)).
Now invoking the Gauss equation (see, e.g., [19]), we obtain

R
(2)
ABCD(τ0) =

(
ρ

3
+
ȧ2

a2

1

sinh2 β

)
(hAChBD − hADhBC)

∣∣∣∣
S−
τ0

, (15)

where R(2)
ABCD(τ0) is the Riemann tensor of the induced metric of S−

τ0
. Recalling that ρ � 0,

it follows that S−
τ0

has positive constant curvature. Thus, it is locally isometric to a 2-sphere
with the standard metric. In particular, β is constant along each connected component of S−

τ0
.

This proves conclusion (2) of the proposition. In order to show (3) we use the following well
known result (see, e.g., [20]).

A connected, complete and orientable surface of positive constant curvature is
isometric to S2 (the 2-sphere with standard metric).

We only need to check that S−
τ0

is orientable and complete. Completeness follows from
the fact that S−

τ0
is a closed subset of Mτ0 , which is a complete space. Orientability can be

proven as follows. V FL is an oriented space and therefore �− (which is the boundary of the
submanifold-with-boundary V −) is a three-dimensional submanifold of V FL with a canonical
orientation (see, e.g., theorem 5.3.36 of [21]). Consider the subset {p ∈ �−;χ(p) � τ0}. This
is a submanifold-with-boundary of � with boundary S−

τ0
. Applying theorem 5.3.36 of [21]

once again, we conclude that S−
τ0

is orientable, as claimed. So, each connected component of
S−
τ0

is isometric to a 2-sphere.
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It only remains to obtain the coordinate form of S−
τ0

. Mτ is an umbilical hypersurface in
(V FL, gFL). Consequently, S−

τ0
is also umbilical in Mτ0 . Using the fact that Mτ0 is isometric

to R
3, S3 or H

3 (with the standard metric), a well known result (see, e.g., theorem 20, chapter 7
in [22]) states that each connected component of S−

τ0
must be an r = constant surface in some

spherical coordinate system for Mτ0 . This proves conclusion (3) of the proposition. �
Proposition 1 shows that the matching hypersurface �− corresponds to a collection of

2-spheres moving on spacetime and with arbitrarily changing radius. Moreover, these 2-
spheres cannot merge. Indeed, if two 2-spheres merge touching each other at one point, then
the hypersurface �− would cease to be C3. Alternatively, two 2-spheres might merge at all
points simultaneously. This would imply that χ has either a maximum or a minimum. This
is excluded by our condition that �− should be generic. Note that this argument shows, in
particular, that no saddle points of χ may exist. Thus the following corollary holds:

Corollary 1. Let �− be the hypersurface in proposition 1. Then χ has no critical points, i.e.
{S−

τ } defines a foliation on the whole of �−.

Note, in particular, that when �− is connected then each element of the foliation {S−
τ } is

connected as well. Another obvious consequence of corollary 1 is that �−
0 = �−.

In proposition 1 only the constraint matching conditions were used. In order to analyse
the remaining conditions, let us define �m as a vector field tangent to �− and orthogonal to the
foliation {S−

τ } of �−. Since all points in �− are regular, we have (�u, �m) �= 0 everywhere.
This allows us to fix �m uniquely by requiring ( �m, �u)|�− = −1. By definition, �m is a C2 vector
field which can be decomposed as

�m|�− = �u + µ�s |�− , (16)

where µ is a C2 scalar function on �−. The normal 1-form n can be decomposed as
n|�− = µu + s|�− , where u = gFL(�u, ·) and s = gFL(�s, ·). We also define �w as

�w|�− = −D sinh β �u + D cosh β �s|�− . (17)

The following simple lemma has interesting geometrical consequences.

Lemma 1. The static Killing vector �ξ is nowhere tangent to �.

Proof. Fix a point p ∈ �− and consider the open neighbourhoodU of p used in proposition 1.
Contracting identity (4) with ξα , eβA, wλ, eµB and using R+

αβλµξ
αe

β

Aw
λe

µ

C = 0 (which holds

because �w is orthogonal to �ξ ), we obtain

n
(�ξ)n( �w)BβµeβAeµB

∣∣
U

= ρ + p

2
D2 sinh β cosh βhAB

∣∣∣
U
. (18)

The tensor Bαβ is at least C0 on U and tanh β is nowhere zero on U (from proposition 1).
Therefore, we must have n(�ξ)|U �= 0 and the lemma follows. �

This result tells us that the matching hypersurface cannot be locally static anywhere. This
will be used later in order to determine the geometry of the static region. A more technical,
but useful, consequence of lemma 1 is that �ξ defines a rigging vector on �. This will simplify
our calculations considerably. Indeed, although the matching conditions are independent of
the choice of rigging, the complexity of the calculations may depend on which rigging is used.

Recalling that only the symmetric part of (3) needs to be considered, the Killing equations
for �ξ and expression (13) imply

��
−
[∇−

(α

(
D cosh βuγ )

)− ∇−
(α

(
D sinh βsγ )

) ] = 0. (19)
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This expression is remarkable because, except for the scalar function D, only quantities from
the FLRW region are involved. To analyse it further we need the covariant derivatives of u

and of s. The first one is trivial, ∇−
α uβ = (ȧ/a)(g−

αβ + uαuβ), and the second one is given in
the following lemma.

Lemma 2. The covariant derivative of s reads

∇αsβ
∣∣
�− = ȧ

a
uβsα +

ȧ

a
coth β hABeAαeBβ + hAB �eA(µ)eBβuα

∣∣∣∣
�−

.

Proof. Take p ∈ �− and choose the neighbourhood U of p we have been using throughout.
Since �s is unit, orthogonal to �u and expression (14) holds, we easily find

∇αsβ
∣∣
U

= ȧ

a
(uβsα + coth β hABeAαeBβ) + vβuα + bβsα

∣∣∣∣
U

, (20)

where �v and �b are vectors tangent to {S−
τ }. Taking into account that �s |S−

τ
is invariant under the

isometry group SO(3) acting on S−
τ , we conclude that �b = 0. So, we only need to determine

�v. To do that, recall that the normal 1-form n reads n = µu + s. Since n is integrable,
it must satisfy n ∧ dn = 0. Using du = 0 and expression (20) this equation becomes
s ∧ u ∧ (dµ − v) |U = 0. This implies dµ = v + r1u + r2s, and hence (�v, �eA) |U = �eA(µ),
which proves the lemma. �

We can now impose the matching condition (19).

Lemma 3. The matching condition (19) is satisfied on �− if and only if the following two
conditions hold:

(1) there exists a nowhere-vanishing function < on �− which is constant on each 2-sphere
S−
τ such that D|�− = <−1(cosh β + µ sinh β)|�− ;

(2) the quantity Z ≡ µ/a satisfies the following partial differential equation on �−:

�m(Z) = ȧZ2

tanh β
+ Z

[
<̇

<
− 2 cosh3 β

sinh β
�m(tanh β)

]
+

<̇

<a tanh β
− 2

a
�m(β). (21)

Proof. Let us contract (19) with eαAm
β and mαmβ , and use lemma 2 (the contraction with eαAe

β

B

is identically satisfied because the constraint matching conditions have already been imposed).
The first of these contractions gives

(1 + µ tanh β) �eA(D) = D tanh β �eA(µ). (22)

Let us define < ≡ (cosh β + µ sinh β)/D on �−. From the fact that n ( �w) �= 0 everywhere
(see the proof of lemma 1), we find (1 + µ tanh β) �= 0 on �−. Hence < cannot vanish.
Substituting D in terms of < in (22) we obtain �eA(<)|�− = 0, which proves the first part of
the lemma. To arrive at (21) we contract (19) with mαmβ . After a short calculation we obtain

�m(D) = 1

<
(sinh β + µ cosh β)

[
ȧ

a
µ − �m(β)

]
. (23)

Inserting the expression for D in terms of < and the redefinition µ = Za we readily obtain
(21). �

The next task is trying to solve the PDE (21). To that end a suitable coordinate system
in the FLRW region has to be introduced. We know that �− is foliated by a collection of
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2-surfaces. Since �− is C3, the centre of each one of these surfaces moves along some C3

path σ1 : I2 ⊂ R → V FL, where I2 is an open subinterval of I . Using the fact that �m is
future directed, it follows that gFL (σ̇1, �u) < 0 and hence we can project σ1 onto the M factor
of V FL = I × M to define a C3 map σ : I2 → M. We now use the fact that M is a
maximally symmetric space and hence homogeneous. Let G be the isometry group of M,
and fix a point p = σ(t0) for some t0 ∈ I2. From the homogeneity of M, there exists, for
each t ∈ I2, an element γ̃ (t) ∈ G which maps p into σ(t). Let us define γ (t) ≡ γ̃ (t + t0)

and choose γ (0) = e, where e is the identity of G. Given that the isotropy group of G is
non-trivial, there are still many possible choices for γ (t). We can fix it uniquely as follows.
Since M is a symmetric space, the Lie algebra of G admits a canonical decomposition (see,
e.g., [23]) g = h ⊕ l, where h is the isotropy algebra at p and l is the subspace of the so-called
transvections at p. For each t satisfying t + t0 ∈ I2, consider the map Ut(λ) ≡ γ (t + λ)γ−1(t)

which is aC3 curve inG passing through e. Its tangent vector at the identity defines an element
of g. Only the component in l moves the point σ(t) (the component in h corresponds to the
isotropy group at σ(t)). Using this fact, it is not difficult to prove that γ (t) can be uniquely
fixed by demanding that the tangent vector of Ut(λ) at λ = 0 has vanishing component in h.
We assume this choice from now on. Then, a coordinate system in the FRLW region adapted
to the matching hypersurface can be constructed as follows. Take a spherically symmetric
coordinate system {r, θ, φ} of M centred at p. The line-element of M takes the standard form
ds2 = dr2 + A2 (r, ε)

(
dθ2 + sin2 θ dφ2

)
, where

A(r, ε) =




sin r if ε = 1,

r if ε = 0,

sinh r if ε = −1.

(24)

Given any t satisfying t + t0 ∈ I2 we define a unique spherically symmetric coordinate system
of Mt centred at σ(t) as follows. The coordinate values of a point q ∈ Mt are taken to be
the same as the spherically symmetric coordinates {r, θ, φ} of the point γ−1(t)(π(q)) (recall
that π is the canonical projection of V FL into M). The fourth coordinate of q is just the value
of the cosmic time at q. In the appendix we describe how to obtain the FLRW metric in this
coordinate system. The result is

ds2 = −dt2 + a2(t)
[(

dr + ηrt dt
)2

+ A2(r, ε)
((

dθ + ηθt dt
)2

+ sin2 θ
(
dφ + η

φ
t dt

)2)]
, (25)

where �ηt = hi(t)�ηi (i = 1, 2, 3), hi(t) areC3 real functions on I2, satisfying h2(t0) = h3(t0) =
0 and �ηi are the transvection Killing vector fields

�η1 = cos θ
∂

∂r
− A,r

A
sin θ

∂

∂θ
,

�η2 = sin θ cosφ
∂

∂r
+
A,r

A

(
cos θ cosφ

∂

∂θ
− sin φ

sin θ

∂

∂φ

)
,

�η3 = sin θ sin φ
∂

∂r
+
A,r

A

(
cos θ sin φ

∂

∂θ
+

cosφ

sin θ

∂

∂φ

)
.

(26)

In this coordinate system, each connected component of�− takes the simple form r−r(t) = 0
where r(t) is a C3 non-negative real function. The 2-sphere S−

τ is defined just by t = τ and
r = r(τ ). Using (15) and the fact that ρ = (

ȧ2 + ε
)
/a2 we can easily obtain an explicit

formula for β(t), namely,

tanh β|S−
t

= ε1
Aȧ

A,r

∣∣∣∣
r=r(t)

, (27)
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where ε1 = ±1. This sign depends on whether �s points radially outwards or inwards in the
sphere S−

t . Recall that �s was defined to point inwards inV −. So, ε1 determines which one of the
two open sets in V FL separated by�− is chosen to perform the matching with the static region.
Specifically, ε1 = +1 corresponds to V − = {r � r(t)} and ε1 = −1 to V − = {r � r(t)}. The
explicit expressions for �u, �s and �m in the coordinate system (25) are easily obtained to be

�s = ε1
1

a

∂

∂r
, �u = ∂

∂t
−
(
ηrt

∂

∂r
+ η̂θt

∂

∂θ
+ η̂

φ
t

∂

∂φ

)
, �m = �u + ε1a

(
ṙ + ηrt

) �s, (28)

where η̂it ≡ ηit |r=r(t). Thus, we have Z = µ/a = ε1(ṙ + ηrt ) (no hat is needed on ηrt because
this object does not depend on r). We can now impose the partial differential equation (21).
Inserting the expression for Z above, this equation becomes

ḣiηri = hihj

(
η̂θi

∂

∂θ
ηrj + η̂

φ

i

∂

∂φ
ηrj +

(
A,r

A

∣∣∣∣
r=r(t)

)
ηri η

r
j

)
+ X1(t)h

iηri + X2(t), (29)

where X1 and X2 are

X1 = 2ε1ȧṙ

tanh β
+
<̇

<
− 2 cosh β

sinh β
β̇,

X2 = −r̈ +
ε1ȧṙ

2

tanh β
+
<̇

<

(
ṙ +

ε1

a tanh β

)
− 2

(
ε1

a
+

ṙ

tanh β

)
β̇.

(30)

Using the Killing equations for �ηi it is not difficult to rewrite equation (29) in the following,
more elegant form:

2ḣiηri + hihjA2∂r
(
A−2

(�ηi, �ηj
))∣∣

r=r(t)
= 2X1h

iηri + 2X2.

Furthermore, using the explicit expressions (26), the following relation holds
∂r
[
A−2

(�ηi, �ηj
)] = −2A,rA

−3δij , so that the equation takes the form

ḣiηri = hihj δij

(
A,r

A

∣∣∣∣
r=r(t)

)
+ X1h

iηri + X2.

Since {ηri , 1} are functionally independent of �− we obtain ḣi = X1h
i , i = 1, 2, 3. From the

initial conditions h2(t0) = 0 and h3(t0) = 0 and the uniqueness of the solution we conclude
that h2(t) = h3(t) = 0, so that only the function f (t) ≡ h1(t) remains. Thus �ηt = f (t)�η1

and the line-element becomes

ds2 = −dt2 + a2(t)
[
(dr + f (t) cos θ dt)2 +

(
A(r, ε) dθ − f (t)A,r(r, ε) sin θ dt

)2

+A2(r, ε) sin2 θ dφ2
]
. (31)

The functions f (t) and <(t) solve the ordinary differential equations

ḟ = X1f, f 2 A,r

A

∣∣∣∣
r=r(t)

+ X2 = 0, (32)

withX1 andX2 given in (30). Thus (see the appendix), the motion of the centre of the 2-spheres
is parallel to the axis of symmetry defined by cos θ = 0. Consequently, the curve σ(t) is a
geodesic of M (not necessarily affinely parametrized) and its speed is σ̇ (t) = f (t). Note that
this is not the velocity of the worldline of the centre of the sphere in V FL. The tangent vector �v
of this curve satisfies gFL(�v, �v) = a2(t)f 2(t)−1, which may be timelike (if |f (t)| < 1/a(t)),
null (if |f (t)| = 1/a(t)) or spacelike (if |f (t)| > 1/a(t)). Thus the motion of the centre of
the static region can perfectly well be superluminal. This might have interesting applications
in relation with the warp drive travel put forward by Alcubierre in [24], but this will not be
analysed here any further.



On the uniqueness of the Einstein–Straus model 3657

4. Geometry of the static region

Up to now, the static geometry has not been specified at all. In all our results above,
we assumed that the joined spacetime (V , g) exists and we found consequences on the
matching hypersurface in the FLRW side. In this section, we concentrate on the static region.
Specifically, we determine completely the full Riemann tensor of the static region in some
neighbourhood of the matching hypersurface. This will be done without introducing any
coordinate system. Instead, we use a geometrically preferred tetrad. This gives geometrically
more transparent expressions. In the next section where we state and prove theorem 1 we shall
also obtain the explicit form of the static metric in suitably defined coordinates.

Recall that V + is a submanifold-with-boundary of V st = I1 × # and that the Killing
vector �ξ is tangent to the I1 ⊂ R factor. Define G : V st → # as the canonical projection
along the orbits of the Killing vector �ξ . In lemma 1 we proved that �ξ is nowhere tangent
to �+. This means that the restriction of G on �+ is a diffeomorphism between �+ and
G(�+) ⊂ #. In particular, any orthonormal basis at a point p ∈ �+, can be uniquely extended
to an orthonormal tetrad along the orbit of the static Killing passing through p. Hence, an
orthonormal tetrad at �+ induces an orthonormal tetrad on U ≡ I1 × G(�+). We choose the
tetrad on �+ as follows. Since each connected component of �+ is foliated by 2-spheres, we
can take {�eA} to be a pair of orthonormal vector fields tangent to each S−

τ . They are defined
everywhere except for a pair of antipodal points (a north and a south pole) where one of them
diverges and the other one vanishes. As usual, we exclude the north and south poles from our
discussion (to cover them we would need to use two patches on each 2-sphere, but since this
is standard it will not be discussed further). On �− we also introduced the vector field �w (17),
which is orthogonal to {Sτ }, orthogonal to �ξ and with norm ( �w, �w) = −(�ξ, �ξ ) = D2. Thus,
an orthonormal tetrad for every point in �+ is constructed by taking �e0 = D−1�ξ , �e1 = D−1 �w
and �eA. Its dual frame is denoted by {θα}. This tetrad can be extended to U ⊂ V st by Lie
transport along �ξ . The following proposition gives the Riemann tensor of the static region in
terms of this tetrad.

Proposition 2. Assume that the static spacetime (V st , gst ) can be matched to a FLRW
spacetime through a generic boundary. Then, the metric gst restricted to the neighbourhood
U defined above has the following properties.

(1) The energy–momentum tensor T st of gst reads

T st = ρst θ0 ⊗ θ0 + pst
r θ

1 ⊗ θ1 + pst
t

(
θ2 ⊗ θ2 + θ3 ⊗ θ3

)
,

where the scalars ρst , pst
r and pst

t are

ρst = ρµ − p tanh β

µ + tanh β
, pst

r = p − ρµ tanh β

1 + µ tanh β
,

pst
t = 3p − ρ

6
+

tanh β
(
2hAB �eA(µ)�eB(µ) − (ρ + p)

(
µ2 − 1

))
2 (µ + tanh β) (1 + µ tanh β)

+

[
−β̈ +

<̇

<

(
ȧ

a

1

tanh β
+ β̇

)
− 2β̇

ȧ

a

(
1 +

µ

tanh β

)

+µ

(
ä

a
+ µ

ȧ2

a2 tanh β

)][
cosh2 β (µ + tanh β) (1 + µ tanh β)

]−1
,

and ρ ≡ 3(ȧ2 + ε)/a2 and p ≡ (−2aä − ȧ2 − ε)/a2 are the density and pressure of the
FLRW spacetime.
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(2) The Petrov type of gst is D, the double principal null directions are �e0 ± �e1 and the only
non-vanishing Weyl spin coefficient in the null basis canonically associated with {�eα} is

H2 = 1

6

[
p − pst

t −
(
µ2 − 1

)
(ρ + p) tanh β

(1 + µ tanh β) (µ + tanh β)

]
.

Remark. The Riemann tensor of the static region has many of the properties of a Riemann
tensor in a spherically symmetric spacetime. First, �+ is foliated by 2-spheres and the tetrad
{θα} is adapted to this foliation. Furthermore, the energy–momentum tensor is diagonal in
this tetrad and the two eigenvalues corresponding to the directions tangent to the spheres
coincide. Moreover, the Petrov type is D and the principal null-directions are orthogonal to
the 2-spheres. Thus, the static geometry is very close to spherically symmetric (although not
exactly spherically symmetric in general, as we shall see).

Proof. The basic idea is to use equation (4). However, this gives not enough information and
it must be complemented with some other expression. We use the following identity (which
follows easily from ∇+

α∇+
βξδ = ξγR+

γαβδ) valid in any spacetime with a static Killing vector
with norm ξαξα = −D2:

∇+
α∇+

βD
2 − 2∇+

αξ
µ∇+

µξβ = 2ξµξνR+
µανβ. (33)

Let us start with expression (4). The only component of this identity which we did not analyse
yet is the contraction with ξα , wβ , eλA and wµ. After a calculation we obtain

Bαλ

[
n( �w)ξα − n(�ξ)wα

]
eλA

∣∣∣
�+

= 0.

The vector field in brackets is nowhere zero on �+, orthogonal to the 2-spheres S−
τ and tangent

to the hypersurface �+. So, Bαλm
αeλA = 0 follows. Combining this result with (18) and

recalling that n(�ξ) and n( �w) are nowhere zero, we easily obtain

Bαβ

∣∣
�+ = ρ + p

2

D2 sinh β cosh β

n(�ξ)n( �w) eAαeB βh
AB + Qmαmβ + Kαnβ + Kβnα,

∣∣∣∣
�+

(34)

where Q and Kα are unknown functions on �+. Since Bαβ is defined up to the transformation
(5), we can put Kα = 0 without loss of generality. So, only Q remains to be evaluated. We
now invoke identity (33). Contracting it with mα , mβ we obtain

2ξµmαξνmβR+
µανβ = 2D �m( �m(D)) + 2D2(mα∇+

αe
µ

0 )(m
β∇+

βe0µ) − 2D
(∇+

�m �m)β ∇+
βD
∣∣
�+ .

(35)

The first two terms on the right-hand side involve only tangent derivatives to �+ and can,
therefore, be evaluated. Only the third term requires further analysis. We can evaluate it from
the FLRW side of V . Using (16) and lemma 2 we obtain

∇−
�m �m∣∣

�− =
(
µ
ȧ

a
+ �m(µ)

)
�s + µ2 �u − µ�eA(µ)hAB �eB

∣∣∣∣
�−

. (36)

This vector is, in general, transverse to �. Nevertheless, we only need to know its action on
D, which is constant along �ξ . So, we decompose �s and �u on � in terms of �m and �ξ to obtain

�s = cosh β �m − D−1�ξ
µ cosh β + sinh β

, �u = sinh β �m + µD−1�ξ
µ cosh β + sinh β

.
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Inserting this expressions into (36) and using �ξ(D) = 0 we can then evaluate (35). After a
somewhat long calculation we find

R+
µανβξ

µmαξνmβ = D (µ cosh β + sinh β)

<

[
sinh β cosh β�eA(µ)�eB(µ)hAB +

ȧ

a
�m(µ)

+µ

(
ä

a
− ȧ2

a2

)
− β̈ − <̇

<

(
µ
ȧ

a
− β̇

)]∣∣∣∣
�+

,

which allows us to determine Q and therefore the full static Riemann tensor on �+. Being the
tetrad {θα} Lie-constant along �ξ , the resulting expression for R+

µανβ is valid in the whole of
U . Splitting the Riemann tensor into the Weyl tensor and the Einstein tensor Gαβ and using
Einstein’s equations Gαβ = Tαβ the expressions given in the proposition follow. �

5. Main theorem

We are now in the position of stating and proving our main theorem.

Theorem 1. Let (V FL, gFL) be a FLRW spacetime and (V st , gst ) be a static spacetime, as
defined at the beginning of section 3. Let (V −, g−) be an open submanifold of (V FL, gFL)

with C3 connected boundary �− and (V +, g+) an open submanifold of (V st , gst ) with C3

connected boundary �+. Assume that �− is generic (according to definition 3).
Then, a C0 spacetime (V , g) can be constructed by gluing V + and V − across their

boundaries if and only if the following conditions are satisfied.

(1) In the coordinate system in which the FLRW metric takes the form (31), the boundary
�− of V − is defined by the embedding {t, θ, φ} → {t, r = r(t), θ, φ}, where r(t) is
a non-negative C3 function. The submanifold V − is defined by {ε1r � ε1r(t)}, where
ε1 = ±1.

(2) There exists a coordinate system {T , t, θ, φ} in an open neighbourhood U of �+ in V −

such that the static metric takes the form

ds2 = − (cosh β + µ sinh β)2

<2
dT 2 + (µ cosh β + sinh β)2 dt2

+a2(t)A2(r(t), ε)

[(
dθ − f (t)

Ar

A

∣∣∣∣
r=r(t)

sin θ dt

)2

+ sin2 θ dφ2

]
, (37)

where A(r) is defined in (24), µ ≡ ε1a (ṙ + f (t) cos θ), β(t) is given by (27) and f (t),
<(t) solve the ODE system (32).

(3) The boundary �+ is defined in the {T , t, θ, φ} coordinate system by the embedding
{t, θ, φ} → {T = T (t), t, θ, φ}, where T (t) satisfies Ṫ (t) = <(t).

Remark. If the boundaries �± are allowed to have several connected components, then the
conditions of the theorem must apply to each one of these connected components. In particular,
it follows that two static regions cannot merge and still remain static. Note that this must also
hold for two Einstein–Straus vacuoles.

Proof. The necessary part of the theorem has already been proven, except for the explicit form
of the metric in the static region. Let us consider the open neighbourhood U = I1 × G(�)

introduced at the beginning of section 4. � and hence G(�) are foliated by 2-spheres {S−
t }.

Let q be a point on U . Since � and G(�) are diffeomorphic, there is a unique p ∈ � such that
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G(q) = G(p). Furthermore, there exists a unique value tp such that p ∈ S−
tp

. Let θp, φp be
the spherical coordinates of p as seen from the FLRW coordinate system (31). Assign to the
point q the values Tq (static time), tp, θp, φp. It is easy to see that {T , t, θ, φ} thus constructed
is a well defined coordinate system in U . In this coordinate system the static metric takes the
form

ds2 = −D2 dT 2 + C2 dt2 + a2(t)A2(r(t), ε)
[
(dθ + H dt)2 + sin2 θ (dφ + V dt)2], (38)

where D, C, H and V are unknown functions of (t, θ, φ) and we used the fact that the surfaces
T = constant, t = constant are 2-spheres of radius a(t)A(r(t), ε). By construction, the
matching hypersurface �+ is defined by T = T (t) where T (t) is a C3 function. Imposing the
equality of the first fundamental on � evaluated from the static side and from the FLRW side
(see (31)), we find

C2 − D2Ṫ 2 = −1 + a2(t) (ṙ + f (t) cos(θ))2 ,

H = −f sin(θ)
A,r

A

∣∣∣∣
r=r(t)

,

V = 0.

(39)

In order to determine C we use (13) and (16) and lemma 3 to obtain

g( �m, �ξ)|� = −D2<. (40)

Since �m is tangent to�, orthogonal to the foliation by 2-spheres and satisfyinggFL(�u, �m) = −1
(or, equivalently, �m(t) = 1), it follows that �m = Ṫ ∂T + ∂t − H∂θ in the coordinate system
{T , t, θ, φ} for the static region U . Evaluating the scalar product of �m with �ξ = ∂T and using
(40) we conclude Ṫ = <. The expression for C now follows from (39), the result being
C2 = (µ cosh β + sinh β)2. This shows that the static metric on U takes the form (37).

In order to prove the sufficient part of the theorem we only need to check that the matching
conditions (1) and (3) are satisfied by the metrics and the hypersurfaces in the theorem. The
riggings can be taken to be �l+ = ∂T in the static region and

�l− = cosh β + µ sinh β

<

[
cosh β

(
∂t − f cos θ∂r + f

A,r

A

∣∣∣∣
r=r(t)

sin θ∂θ

)
− sinh β

a
∂r

]

in the FLRW region (in the coordinates where the metric takes the form (31)). The result
follows after a straightforward, if somewhat long, calculation. �

The ES model is obviously contained in theorem 1. It corresponds to the case in which
f (t) = 0 (so that the static region and its boundary are spherically symmetric) and ṙ = 0,
p = 0 (so that the static region is a vacuum). Furthermore, for most reasonable energy–
momentum tensors in the static region, proposition 2 forces the static metric and its boundary
to be spherically symmetric (see [12] for a detailed discussion). Thus, this theorem implies, in
particular, that spherical symmetry is a crucial ingredient in the Einstein–Straus model. Hence,
this model is not robust and cannot give a satisfactory answer to the problem of the influence
of the cosmic expansion in local physics.
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Appendix

Let (V, g̃) be a warped product V = R×K such that (K, g) has an isometry groupG of positive
dimension. The warped product metric is g̃ = −dt2 +a2(t)g, where a(t) is a positive function.
Let us denote by ϕ : G → Diff(K) the realization of G as a diffeomorphism group of K and
write ϕh = ϕ(h), ∀h ∈ G. Let γ : R → G be a smooth path satisfying γ (0) = e, where
e is the identity of G. Fix a point p ∈ K and take a sufficiently small open neighbourhood
Up ⊂ K of p and a coordinate system x : Up → R

m. Choose an open interval 0 ∈ I0 ⊂ R

and an open neighbourhood Wp ⊂ Up satisfying ϕ−1
γ (t)(Wp) ⊂ Up, ∀ t ∈ I0. It follows that the

map xt : Wp → R
m defined by xt = x ◦ϕ−1

γ (t) is a coordinate system in Wp. Obviously, (t, xt )
is a coordinate system on I0 × Wp ⊂ V . Our aim is to find the explicit form of the metric g̃
in the coordinate system (t, xt ). We first determine the coordinate transformation. For t ∈ I0,
define the function

x ◦ ϕγ (t) ◦ x−1 : x
(
ϕ−1
γ (t)(Wp)

) ⊂ R
m → x(Wp) ⊂ R

m

yβ → �α(t, y) ≡ (
x ◦ ϕγ (t) ◦ x−1(y)

)α
,

which clearly satisfies �α(0, y) = yα . The functions �α(t, y) define the coordinate
transformation from the coordinates (t, xt ) into the coordinates (t, x). Let the line-element in
(t, xα) coordinates be written as

ds2 = −dt2 + a2(t)gαβ(x
µ) dxα dxβ. (A1)

Since ϕt is an isometry of K the following identity holds:

gµν(y) = gαβ(�(t, y))
∂�α(t, y)

∂yµ

∂�β(t, y)

∂yν
. (A2)

Using this expression, the metric in the coordinates (t, xt ) becomes easily

ds2 = −dt2 + a2(t)

[
gµν(y) dyµ dyν + 2gαβ(�(t, y))

∂�α(t, y)

∂yµ

∂�β(t, y)

∂t
dyµ dt

+gαβ(�(t, y))
∂�α(t, y)

∂t

∂�β(t, y)

∂t
dt2

]
, (A3)

where gαβ are the same functions as in (A1). In order to elaborate this expression further, we
need to find ∂t�

α(t, y). Let us define Ut(λ) ≡ γ (t + λ)γ−1(t), which is, for each t , a smooth
curve in G satisfying Ut(0) = e. Its tangent vector at the identity,

U ′(t) = dUt(λ)

dλ

∣∣∣∣
λ=0

,

is (for each t) an element of the Lie algebra g ofG. Using the differential of ϕ : G → Diff(K),
we can associate to U ′(t) a Killing vector field �νt on K. From the definition of Killing vector
field we have

d
(
x ◦ φUt (λ) ◦ x−1(y)

)α
dλ

∣∣∣∣∣
λ=0

= ναt (y), (A4)

where, by definition, ναt (y) are the components of �νt in the coordinate system x evaluated at
the coordinate values y. Using the group properties, it is straightforward to show that

∂�α(t, y)

∂t
= ναt (�(t, y)).
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Let us now define the function Hα(t, z) as the inverse of �(t, y)α with respect to the variables
yα . Inserting

δαµ = ∂Hα(t, z)

∂zβ

∣∣∣∣
z=�(t,y)

∂�β(t, y)

∂yµ
,

into (A3) and using (A4) we find, after taking into account (A2)

ds2 = −dt2 + a2(t)gµν(y)

(
dyµ + νσt (�(t, y))

∂Hµ(t, z)

∂zσ

∣∣∣∣
z=�(t,y)

dt

)

×
(

dyν + ν
ρ
t (�(t, y))

∂Hν(t, z)

∂zρ

∣∣∣∣
z=�(t,y)

dt

)
,

which can be written more transparently by using the definition of a differential map,

ds2 = −dt2 + a2(t)gµν(y)
(
dyµ +

[
�−1

γ (t) �

(�νt)]µ(y) dt
)(

dyν +
[
�−1

γ (t) �

(�νt)]ν(y) dt
)
,

where the � denotes a differential map and where
[
�−1

γ (t) �

(�νt)]ν(y) are the components of the
vector in brackets in the coordinate system x and evaluated at the coordinate values y. The
differential map of an isometry is well known to map Killing vector fields into Killing vector
fields. Thus �ηt ≡ �−1

γ (t) � (�νt ) is a Killing vector field of K for each t . Summarizing, the metric
can be written as

ds2 = −dt2 + a2(t)gµν(y)
(
dyµ + η

µ
t (y) dt

) (
dyν + ηνt (y) dt

)
, (A5)

where gµν(y) are the metric components of g in the coordinate system x, evaluated at the
values y and, for each t ∈ I0 ⊂ R, ηνt (y) are the components of a Killing vector of K written
in the original coordinates x and taken at the coordinate value y.

The case considered in the main text corresponds to K = M, i.e. a space of constant
curvature. In section 3 we defined a curve σ : I2 → M which described the spatial projection
of the motion of the centre of the 2-spheres foliating the matching hypersurface �− and we
fixed a point p = σ(t0). Consider the tangent vector σ̇ (t0) and choose a spherically symmetric
coordinate {r, θ, φ} system in M centred at p such that σ̇ (t0) is parallel to the axis θ = 0
(this is well defined even when σ̇ (t0) = �0). Taking x to be this spherical coordinate system,
the coordinates defined in section 3 adapted to the matching hypersurface correspond to the
coordinates (t, xt ) considered in this appendix. Furthermore, the path γ (t) was chosen such
that the tangent vector U ′(t) has only components in the transvection vectors of ϕγ (t)(p). This
implies, from the properties of symmetric spaces, that �ηt defined above is a transvection vector
at p. A basis of transvection vectors at p is the coordinate system x is given by (26). Hence
�ηt = hi(t)�ηi follows readily. Finally, h2(t0) = 0 and h3(t0) = 0 is a consequence of having
adapted the spherical coordinate system x to the direction of σ̇ (t0). Under these conditions
(25) is obtained directly from (A5).
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