H,

A
s

ELSEVIER Nuclear Physics B 583 (2000) 381-410 _—
www.elsevier.nl/locate/npe

Fundamental strings in B-Dg brane systems

Jurg Frohlict*1, Olivier Grandjea®2, Andreas RecknagéP,
Volker Schomeru&*

& |nstitut fur Theoretische Physik, ETH-HOnggerberg, CH-8093 Zirich, Switzerland
b Department of Mathematics, Harvard University, Cambridge, MA 02138, USA
€ Max-Planck-Institut fir Gravitationsphysik Albert-Einstein-Institut, Am Miihlenberg 1,
D-14476 Golm, Germany
d 1. Institut fur Theoretische Physik, Universitat Hamburg, Luruper Chaussee 149,
D-22761 Hamburg, Germany

Received 28 January 2000; accepted 20 April 2000

Abstract

We study conformal field theory correlation functions relevant for string diagrams with open
strings that stretch between several parallel branes of different dimensions. In the framework of
conformal field theory, they involve boundary condition changing twist fields which intertwine
between Neumann and Dirichlet conditions. A Knizhnik—Zamolodchikov-like differential equation
for correlators of such boundary twist fields and ordinary string vertex operators is derived, and
explicit integral formulas for its solutions are provided.2000 Elsevier Science B.V. All rights
reserved.

PACS:11.25.-w; 11.25.Hf; 02.60.Lj; 11.10.Kk

1. Introduction

D-branes [30] have become the most important ingredient of the new picture of string
theory that has emerged in recent years. They have shaped a new understanding of non-
perturbative effects in string theory and of low-energy effective theories associated with
string theories. In the latter context, systems of many branes are of particular importance,
since they provide a natural way to include non-abelian gauge theories into string theory
[40]. Systems of several branes of different dimensions, most notably of D1- and D5-
branes, play a major role in proposals of how to derive the Bekenstein—Hawking entropy of
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black holes from string theory [27,39]. More recently, stacks of branes and antibranes have
been reconsidered in connection witlKatheoretic classification of branes [41], based on
results concerning tachyon condensation in [37].

Some qualitative features of such systems can be uncovered within a target space
approach. But, e.g., the process of brane—antibrane annihilation in the last-mentioned
application, or the properties of near-extremal black holes involve the analysis of non-
BPS states for which the world-sheet approach is better suited, since it does not critically
depend on supersymmetry. Computation of CFT correlation functions is indispensable if
one wants to deal with problems like Hawking radiation off D1-D5-systems, or for a clean
discussion of bound state formation [23].

The world-sheet formulation of string sectors with branes is well known in string theory,
although mainly in connection with flat targets. The general setup involves boundary
conformal field theory as introduced and developed by Cardy [8—10] and first exploited for
string theory by Sagnotti [34]. CFT on surfaces with boundaries exhibits a very interesting
internal structure and finds interesting applications beyond string theory: for many s-wave
dominated scattering processes, the universal behaviour is described by a boundary CFT
in two dimensions, irrespective of the dimensionality of the original system. The most
famous problem that could be tackled with boundary CFT methods is the Kondo effect in
condensed matter physics [1].

In string theory, methods of boundary CFT are not only valuable in the study of
situations without the BPS-property, but also to uncover non-classical features like
unexpected moduli [33,37] and non-commutative geometry; see, e.g., [3,15,16,35,36] and
references therein. Moreover, they allow one to analyze D-branes in non-geometric string
compactifications such as Gepner models [6,13,24,29,32,38].

In this paper, we ask how to compute CFT correlators describing string amplitudes of
arbitrary closed and open string vertex operators in the presence of multiple flat branes
in RP. The open strings involved stretch between twvomore different branes, which
may havedifferent dimensiondt appears that no systematic method for the computation
of those string diagrams, which contribute to scattering processes in higher orders of the
string coupling constant, is available in the literature. See, however, [25] for some sample
computations of scattering amplitudes in the presence of a pair of branes.

The world-sheet description requires surfaces with several boundary components. We
restrict our attention to diagrams without internal closed string loops so that we can map the
world-sheet to the disk or to the upper half-plane, but with different boundary conditions
assigned to consecutive intervals on the boundary; see Fig. 1. We focus on parallel branes
here; thus we can reduce our analysis to a one-dimensional target. ResiRt3 fuith
D > 1 follow by taking tensor products. The boundary state fprlarane involveg + 1
Neumann and — p — 1 Dirichlet boundary states of single free bosons.

The interesting transitions between boundary conditions in a one-dimensional target are
those from Neumann to Dirichlet or vice versa. They are mediated by boundary fields of a
special type, namely boundary condition chandimigt fields

Conformal boundary conditions which preserve the chiral alg&braf the theory are
parametrized by certain automorphissof ¥V, together with the amplitudes of one-
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Fig. 1. The upper half-plane with a sequence of Neumann (solid intervals) and Dirichlet (dashed
intervals) boundary conditions along the real line. The dots between Neumann and Dirichlet intervals
mark insertions of boundary condition changing twist fields, while crosses on the boundary or in
the interior refer to insertions of ordinary open respectively closed string vertex operators. Such a
world-sheet diagram can be understood as Hawking radiation (closed string states) from a system of
branes (multiple changes of boundary conditions) with simultaneous inner excitations (open string
states).

point functions [32]. IV is the U(1) current algebra? can act astid on the currents,

and the 1-point functions determine the location of a brane. If the boundary condition is
constant along the boundary, arbitrarypoint functions can be expressed in terms of the
usual conformal blocks ofV; see, e.g., [8,19,32].

If the gluing conditions described by an automorphi@nof ¥ remain constant along
the boundary the computation of correlation functions is not, in principle, a difficult
problem. Otherwise, the simple Ward identities for the symmetry alg@biare broken,
and one has to find new methods to construct the “twisted chiral blocks” involving a
new type of boundary condition changing operators which correspond to twisted rather
than ordinary representations @¥. It is the aim of this article to develop a convenient
formalism for computing such correlation functions in the case of a flat target space.

The plan of this paper is as follows: in the next section, we look at correlation functions
which contain just one insertion of a boundary twist field. We shall provide a complete
operator construction of the boundary CFT, from which one can derive correlators with
an arbitrary number of closed string vertex operators inserted in the bulk. When there are
more than two twist fields on the boundary, such techniques are no longer available. Our
strategy is then to derive Ward identities for the correlation functions. They will lead us to
Knizhnik—Zamolodchikov-like differential equations which describe the effect of moving
insertion points for bulk and boundary fields in terms of a flat connection. We explain this
idea in Section 3 and exploit it in the fourth section to give explicit integral formulas for the
correlators. While some of the technical steps in setting up the Knizhnik—Zamolodchikov
equations are rather involved, parts of our final results can be related to electrostatics.
Section 5 comments on possible generalizations and applications.

2. Operator formalism for a single twist field insertion

As a simple example, we consider open strings propagating freely in the Rargsth
Dirichlet boundary conditions imposed at one end of the string and Neumann boundary
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conditions at the other. We thus have to deal with a free bosonicXiéldo) defined for
space variables € [0, 7] and subject to

#X(t,0=0, 9,X(t,7)=0

for all + € R. Mapping the strip to the upper half-plafiéby z = exp(t + io), X(z,2)
satisfies Dirichlet boundary conditions foE R..g and Neumann boundary conditions for
z€R_o:

X(z,7) =X, forz=7>0, (0—3)X(z,7) =0, forz=7z<O. (1)

Our task is to compute correlation functions in this bosonic theory which involves two
insertions of twist fields on the boundary (see [12] for an early treatment of that problem).
Conformal symmetry allows us to place these boundary condition changing operators at
x1 =0 andxy = co.

We propose to construct operatotgz, z) satisfying (1), as well as open and closed
string vertex operators, and then to derive differential equations on the correlation functions
from the algebraic properties of these operators and from the symmetries of the theory.
First, we have to determine the space our fields are to act on.

2.1. The spectrum of boundary twist fields

The space in question is spanned by excited states of open strings stretching between
a Neumann and a Dirichlet boundary condition — hence the name “boundary condition
changing operators” for the boundary fields uniquely associated to these states. There is
a relatively simple technique to determine the spectrum of boundary condition changing
operators that intertwine between two constant conformal boundary condiiipas
(£21, 1) and Bz = (£22, a2) in some boundary CFT. The state space of this boundary
theory is denoted by+1>. Because of the state-field correspondence, the spectrum of
boundary condition changing operators is described through the partition function of the
boundary theory,

7 _ HH) (H) _ C

12(¢) =Tryy, q ,  whereH =Lo— 2
By an interchange of space and time coordinates (“world-sheet duality”), the open string
1-loop diagram underlying 12> may be viewed as a closed string tree diagram, i.e.,

Z12(@) = (B1lg*" " |B2),  whereH ") =1 + L — =,
whereg = exp(—2ri/7) is related to the variable = exp(2rit) as usual. The closed
strings propagate between theundary state$B;) = |«;) o, associated with the boundary
conditions B;. They allow to transfer boundary conditions from the upper half-plane
(where the Hamiltonian i/ !)) into a CFT on the full plane (with Hamiltoniad (),
see [9,26].

The boundary states implementing Dirichlet and Neumann conditions along the whole
boundary are of course well known, see, e.g., [7].&,(;5?, &,(,P) be two commuting sets
of oscillator modes (in the plane CFT) with standard commutation relations. The ground
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stategk) of their Fock spaces are labeled by the momenitunR. Neumann and Dirichlet
boundary states are given by

|N>__exp{ Z a(P) (P)} 0).

n>l

|D(Xp)) = dke’kxo exp{z (P) (P)} k). @

n>1

where x € R, as in (1), denotes the location of the “D-brane”, ix@ D (xo)) = Xo| D (Xo))
for the center of mass coordinate
If we build the boundary statép) for a p-brane inR” as a tensor product giv)
(p + 1 times) and|D(x6)) (i=p+2,...,D) from Eq. (2), the partition function
Z ,p(gq) counts boundary fields that do not change the boundary condition. They describe
excitations of open strings attached to thdorane. These open string vertices have the
forme,,,....., dXH 1 - .- d X X with certain Lorentz tensots,, .., and with momentum
k parallel to the Neumann directions. The case- 1 (where the polarizatios,, is
transversal) contains the massless modes: gauge fields living on the brane world-volume.
The partition function of the theory with Neumann boundary conditions on one side and
Dirichlet on the other follows from the boundary states as explained above,

ZND(q) = o ¢ MNP = (NG9 2| D(x0))

— i (O|€7 Zsil %anénéllof 2671623?:1 %aﬂné—m |O) (3)

V2

Orthonormality of the Fock ground states implies that only the contribution from the
vacuum sector survives in the second line. In particulayp is independent of the
parameter . Computation of the vacuum expectation value above is straightforward. The
result can be written as

(0.¢]
Zno(@) = V8] (1-q" %) Zq“(”_?)z 4)

1 n(q)
Our main conclusion concerns the conformal weights of the boundary fields that can induce
a transition between Dirichlet and Neumann type boundary conditions. The lowest weight
that appears i& = 16 Above this value, the spectrum of conformal weights has half-
integer spacings. The boundary condition changing operator with conformal weight
1—16 corresponding to the lowest-energy state in the whole sectof{np will be called
o(x).

We will also refer too(x) as a “twist field” since the sum of irreducible Virasoro
characters in (4) can alternatively be regarded as the character of a twisled U
representation. The absence of a vacuum state and the half-integer energy grading are
symptoms for the fact that the jump from Neumann to Dirichlet destroys the sinfgje U
Ward identities that are present in a boundary CFT with constant Neumann or Dirichlet
condition all along the boundary. See [21] for general results about twist fields and partition
functions in boundary conformal field theory.
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It will be our main concern in the following to find “substitutes” for the broken Ward
identities, namely twisted Knizhnik—Zamolodchikov equations.

2.2. Construction of the basic fields

In order to construct a field (z, z) obeying the boundary conditions (1) &= Hnp,
we introduce a set of oscillator modeslabelled by half-integers € Z + % (We drop the
superscript) for operators of the upper half-plane theory.) They are supposed to obey
the relations

lar, as] =rdy —s, a, =d—y.

Creation operators., r < 0, generate the Fock spagéout of the ground state ), which
is annihilated by modes, with indexr > 0. All the fields we shall consider act on this
state spacé{. It is simple to verify that the decompositiof(z, 7) = X (z) — X (Z) of the
bosonic field yields the desired properties if
. ar _ S - . ar __
X)) = —z = —z "
(2) Xo+lZ pudip X (@) ’Z 2z
reZ—i—% reZ-i—%
To make the square root well defined, we have to introduce a branch cut in the plane, which
extends fromx = 0 to —oco. Once the bosonic field is known, we obtain chiral currents as

J(@)=idX (= ) az '}
rEZ‘F:*zL

J@:=idX@D== )y az "
r€Z+%

Finally, the components (z) and T (z) of the stress energy tensor are given by

T —Iim} J(w)J ;
(Z)_w—>22< (w) (Z)_(w—z)z)’

and likewise for7T' (7). SinceT and T are quadratic in/ and J, they satisfy the usual
boundary conditior?'(z) = 7' () all along the real line Inp = 0. By the usual arguments
[8] this implies that the modes

d d _
Lyi= / 42 i) / A2 iz

27 27
Cy c-

obey commutation relations of the Virasoro algebra with central chatg#é. HereC, —

C_ is a closed oriented contour surrounding the origin, with contained in the upper
half-plane andC_ contained in the lower half-plane. The commutation relation between
L, anda, is easily checked to be of the form

[Ly,ar]= —rdp+r.

It is convenient to introduce two generating fieldandJ by the formal sums

T(w) = Zan_”_z, J(w) = Z a,w "L

neZ reZ+%



J. Frohlich et al. / Nuclear Physics B 583 (2000) 381-410 387

One may think ofT as being defined on the entire complex plane Witlr) = 7' (w) in the
upper half-plane, Inv > 0, andT(w) = T (w), for all w with Imw < 0. The generating
field J naturally lives on the two-fold branched cover of the complex plane defined by
w? = w. By introducing the branch cut from= 0 to —oo we have specified a coordinate
patch on this surface with the local coordinate being denoted.dy this chartJ(w) =
J(w) forImw > 0 andJ(w) = —J (w) for Imw < 0.

The commutation relations for the modgs, a, with the bosonic fieldX (z, z) can be

expressed in terms afandJ as follows

[Tw), X (2, )] =0X (2, )8z — w) + X (2, D)S(Z — w),

[Iw), X(z, )] =i6(z — w) +i8(z — w),
where

1 z\" 1 2\
S(z—w) == =) == =
=2 (5) =1 X (3)
nez reZ+%

We state two simple consequences of these formulas that shall be important below. We split
J andT into two partsi(w) = J= (w) + J<(w) andT(w) = T~ (w) + T~ (w) such that

Jo(w) := Z a,w "L To(w) := Z Low "2,

r=1/2 n>-1

In the next subsection, we will use the commutation relations between the singular parts

T.,J- of the generating fields, J and the bosonic fiel& (z, 2):

i

p 1/2
[3-(w), X (2)] = _<E> ;

w—7z

1
[T-(w), X(2)] = —— 3. X (2). (5)
w—2z

Moreover, we will need the following lemma, a proof of which is given in Appendix A.

Lemma 1. One may rewrite the generating fieldw) in terms of the objects. (w) and
J-(w), namely

1 11
T(w) = E(‘J<(w)‘](w) + \](w)\]>(w)) + 1_6? (6)

2.3. Bulk and boundary primary fields

Our nextaim is to construct primary bulk and boundary fields. Here, the latter term refers
to open string vertex operators which can be inserte® anor R.. o without changing the
boundary condition. They are in one-to-one correspondence to statgspior Hnn, not
to states ir{np. We will see that bulk fields can be regarded as products of such boundary
fields¥y(z). Therefore we discuss these “chiral fields” first — admitting arbitrary complex
insertion points, not just € dH. The fields¥y(z) are labeled by a real parameter g and
enjoy the properties
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[T(w), ¥g(2)] = 0:¥g(2)8 (x — w) + h¥g(2)9;8(z — w),
[J(w), ¥y(2)] = g¥y(2)8 (z — w).

We have used the definition of the forndafunction specified above arid= %gz. For the
commutators of tha .. (w), J- (w) with the fields¥y(x), this implies

1 h
[T- ), ¥y(2)] = w—_zazwg(z) + mwg(z), (7)

Y2 g
[J>(w)7 lI/g(Z)] = <E> w——ZlI/g(Z)' (8)

Lemma 2. The unique solutiofup to normalization¥y(z) to the requirement§r), (8)is
given by

AN
1 . .
(IIQ(Z) = (§> Zih elgx<(z) elgx>(2)’

where

. ar _
X = —z "
>(2) ’Z 2
r>0
and X (z) = X(2) — X-(2). Note that¥y(z) is normal-ordered, i.e., the annihilators
ar,r > 0, appear to the right of the creation operators.

A proof can be found in Appendix A.
Our next aim is to describe the U(1)-primary bulk fielfig(z, z). By definition, they
obey the following commutation relations with respecifoandT-.,

B 1 _ h _
[T-(w), pglz. 2] = w—_za¢g(z, )+ mﬁbg(a 9] 9
1 - _ h _
+ w—_zﬁ(f)g(z, )+ m(bg(z, 2),
1/2 -\ 1/2
[9- (). ¢g(z.2)] = <i> D po(2.7) — (i) D gz, 2). (10)
w w—z w w—7z

Note that each term from Egs. (7), (8) appears a second timezwitsing replaced by

the variablez. One can easily work out commutation relations between the full generating
elements (w), J(w) and the bulk primary fieldgg(z, z). Itis obvious from our discussion

of boundary fields that bulk fieldgg(z,z) can be written as products of chiral vertex
operators,

$g(z2,2) = ¥g(2)¥—g(2).

The formulas we have reviewed here would enable us to perform a direct computation
of arbitrary correlations function&(z) for bulk-fields ¢g(z, z) with two twist fieldso
inserted att = 0 andx = oo,

G(@) = (ol¢p1(z1,21) -~ P (zn, Zn)lo),
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where

Dv(zv,Zv) = ¢g, (Zv, Zv)-

The calculations would proceed by moving all annihilation operators to the right until they
act on the ground state’). The same techniques would apply if there are extra boundary
fields¥y(x) inserted in addition to the bulk field%(z, ). Since we will develop another,
more generally applicable approach to the computation of correlation functions below, we
do not enter details here.

Before we conclude this subsection, we would like to debutk-boundary operator
product expansiong/hich allow to expand our bulk fieldgg(z, z) in terms of boundary
operators [10]. The essential idea is that, in the presence of a boundary, bulk fields split into
products of chiral vertex operators inserted at points which are obtained from each other
by reflection at the real axis and with opposite charges (“method of image charges”). In
order to obtain concrete formulas, we first rewrite the bulk figlglg, z) = Yg(z)¥_4(2)
in terms ofX.. (z,2) = X> (z) — X> (@) andX (z,2) = X< (2) — X< (2),

.\ 2h =\ 2h
- l - — «/Z‘i‘ \/E iagX 7) igX-(z,2)
(Z,Z) — (_) (ZZ) h( _> elg ~(2,2) elg -2,z . 11
& 2 NN -

We have used the expression in Lemma 2 and then normal-ordered the right-hand side with
the help of the BCH formula, which leads to the additiogal- and+/z-dependent factor.

Lemma 3 (bulk-boundary OPE)For arguments, = x + iy close to the boundary, i.e.,
y > Osmall, the operatorgy(z, z) can be expanded in a series involving boundary primary
fields, with leading asymptotics

Pg(z,2) ~ Wl’ forx > 0,
¢g(z,7) ~ y?"Woy(x), forx <O,

wherel is the identity field.

Proof. Let us begin with the case> 0 in which,/z — /Z — 0 asy becomes very small.

.\ 2h - /=N 2h

Z—Z

.\ 2h 21
~ (L x 2 g 11:i1
2 iy yZh '

We have also used that_(x, x) = xo and X- (x,x) = 0 for x > 0, which is a direct
consequence of the Dirichlet boundary condition.

If x <0 andy tends to zero, the sunyz + +/Z vanishes and we can estimate the
behaviour ofpy(z, z) according to

N -3 2h o i
¢ (Z, z) — (_) (Zz)—h< - _> eng<(Z.,Z) eng>(Z,Z)
d 2 z+7-2Jz2
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N o (9N aigx_o 2igx. ) _ 21
~ = x4 L eth<xeth>x= "Uoo(x). 0O

Observe that boundary condition changing operators themselves do not arise from the
bulk-boundary OPE of bulk fields. Let us finally note that operator product expansions for
bulk fields or for boundary fields can be worked out with the same techniques. Those for
bulk fields¢g(z, z) of course agree with the usual OPE of primary fields in the bulk.

2.4. Correlation functions and the Knizhnik—Zamolodchikov equation

This subsection contains the main result of this section, namely a derivation of
the Knizhnik—Zamolodchikov equation for correlation functions of bulk and boundary
primaries in the presence of a transition from Dirichlet to Neumann boundary conditions
at the origin. Let us look more closely at correlation functions containigiral fields
Yy(2),

F@):=(o|¥a(z1) - u(zn)lo), whered, (z,) := ¥g, (zv).

Before we start, let us state two elementary formulas for the action @b), T- (w) on
the ground statgr):

1 1
T>(w)lo) = (Wha + ELI)W), (12)
Lw)o)= > aloyw =0, (13)
r>1/2

whereh,, is the conformal weight of the state). We will recover the equatioh, = 1—16
in a moment. The objecdt | dual to|o) obeys the relation& |J-(w) = 0= (0| T (w).

A first differential equation is obtained by inserting the generating figld) into the
correlation function:

(@T(w)¥1(z1) - - ¥n(zn)lo) = (0 |T> (w)¥1(21) - - - Wn(zn) o)

RS 1 hy ho
a Z<w—zu U+(w—zu)2)+ﬁ

v=1

R 1
X F(Z)“FE(qu/l(ZI)"'lIIn(Zn)L71|O->'

Here, we have commutéd. (w) through the field¥, (z,) until it acts on the ground state
|o) so that we can use formula (12).

Now we want to compute the same correlation function with the help of the affine
Sugawara construction, i.e., by exploiting Eq. (6):

(0| T(w)¥P1(z1) - - - W (zn) o)

1
= §<0|J>(w)J>(w)l1’1(Z1) cW(za)lo)

1
(o |W1(z1) - W (2
T WA LEIGY (zn)lo)
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1 2y 12 v !
= EZ <—) w—2, (o‘|J>(w)l1/1(Zl)~~l1/n(zn)|0‘> 16w 2F(Z)

. 1. NZSZa" v -
_|:22 ” (w—zv)(w—zﬂ)+16w2]F(Z)'

Comparison with our first formula for the insertion ©fw) yields & From the

residue atw = 0 we get

U:]_

(0 1¥1(z0) - Yz Lo1]o) = Z g;gg FE).
Javin

Finally, from the residue ab = z,, we obtain

aZUF(z)_[—— Zﬁ ——— }F(E). (14)

oy v 2
This is the Knizhnik—Zamolodchikov equatiome were after. Note that the terms in
square brackets determine a flat connection, as in the ordinary Knizhnik—Zamolodchikov
equation.
We can solve (14) by a simple coordinate transformation. In fact, if we introduce
coordinates:, = ,/z, and the functionf, (u1, ..., u,) = [T, ut* F@2,...,u?), then the
system (14) of first order differential equations becomes

gvgu 9vOu
u Fu seeesUn) =1 — -
O, Fu(u1 Uy) ( zuv—i-Z[ ”v"‘”uD

,u;év
X Fy(u, ..., up). (15)

This equation is formally identical to the usual Knizhnik—Zamolodchikov equation with
2n fields of charge<g, inserted at the point&u,. The solution to (15) is given by

n gng
—02/2 Uy —u ’
Fu(ul,...,un)zlc-l |uig”/ | | < i M) . (16)
lie Uy + Uy

1<v<pu<gn

The free parameter can be determined from the boundary condition of the bosonic field
X on the positive real line, i.ex, = « (Xo) depends on the positior »f the D-brane.

3. Twisted Knizhnik—Zamolodchikov equation for multiple transitions

In the following, we studyr-point functions of a free bosonic field theory on the
half-plane with several insertions of twist operators placed along the boundary. In the
corresponding string diagrams, open strings stretch between three or more branes of
various dimensions.

As long as only one DN-jump occurs, a simple Hilbert space formulation of the
boundary CFT is available, and we can solve, in principle, for correlation functions by
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purely algebraic techniques, as indicated in the last section. In the presence of many
boundary condition changing twist fields, it may be simpler to resort to OPE methods and to
the theory of complex functions on higher genus Riemann surfaces, and this is the approach
we pursue in the present section. We begin with a very brief review of relevant input
from the theory of hyperelliptic surfaces. We then discuss Ward identities in the second
subsection. The latter allow us to derive a system of linear first order differential equations
for the correlation functions similar to the Knizhnik—Zamolodchikov equations. Note that
free bosons on higher genus surfaces without boundaries (i.e., higher loop diagrams of
closed strings propagating in a flat target) have been studied in great detail in [4,31].

3.1. Hyperelliptic surfaces

Our aim is to investigate a scenario in which a bosonic fiéld, 7) is defined on the
upper half-plane with boundary conditions switching between Dirichlet and Neumann
at 29 + 2 pointsx;,i = 1,...,2g + 2, on the boundary. Without loss of generality, we
shall assume thaty, > = co =: xo. To be more precise, we impose Dirichlet boundary
conditions in the interval$x;, x;+1[ for i odd and Neumann boundary conditions along
the rest of the boundary, i.e.,

X(z,2)=x¢ forz=7e Dy :=Txa—1, x2[
and
0yX(z,2)=0, forz=2ze Ng:=lxp—2 x2-1[.

The variabley is defined through = x + iy, andk =1, ..., g+ 1. In terms of the chiral
currents/ (z) =idX (z,z) andJ (z) =id X (z, 7), these conditions become

J(x)=—J(x), forxe Dy,
and
J(x)=J(x), forxeNy.

As in the previous section, it is convenient to work with a single fiethat contains all
information about the two chiral currenfsandJ. Such a field necessarily lives on a two-
fold branched cover of the complex-plane, namely on thhyperelliptic surface M, of
genusg which is described by the equation

2g+1
o’ =Pw) =[] w-x).

i=1
Introducing branch cuts along the intervali = [x2r—2, x2¢—1], we obtain a particular
coordinate patch of this surface with local coordinatén this chartJ(w) satisfies)(w) =
J(w) for Imw > 0 andJ(w) = —J(w) for Imw < 0. The Virasoro field' obeys the
gluing conditionT (x) = T (x), all along the boundary, since it is quadratic in the currents.
Consequently, the generating fidi¢w) is defined on the complex-plane and coincides
with T (respectivelyT') on the upper (respectively lower) half-plane.
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Fig. 2. The curvey; run counterclockwise around the Neumann cuts on the real line. The dgrves
run clockwise and close on the second sheet through Neumann intervals.

The coordinatev on the complex plane lifts to a meromorphic function of degree 2, also
denoted byw, on the hyperelliptic surfac& . This function defines a two-fold covering of
the sphere branched ovey 2 2 pointsQys, ..., Q2442, Wherew(Q;) = x;. A basis for the
space of holomorphic 1-forms ¥ is then given by

k—1
d
a)k:zu fork=1,...,9.

JPW)

It will be convenient to work with a canonical homology bagis, yx} on M chosen as in
Fig. 2. We denote by2;; the period of the 1-form; along the cycle, i.e.,

o %’ %‘wlldw
=Pw=0 ——.
~ P(w
Yk Yk W)

The basis of holomorphic 1-form§;;}, dual to the canonical homology basig, 7} is
defined by the equation

?géfz =di.
Vi

In particular, we have the relation

9
w = Z L1 &1
=1

and the matrix?2 is invertible. Theperiod matrixt is given by

Tkl 1= ?g &,

Vi

and it is known to be symmetric and to have positive definite imaginary part. The surface
M has an anti-holomorphic involution induced by complex conjugation on the complex
plane. In terms of the functions andw = /P (w), it can be written as

(w, w) = (W, ®).
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This involution will be used to extend the theory from the upper half-plane to the lower
half-plane while taking care of the boundary conditions on the real axis. There is a second
holomorphic involution that interchanges the two sheet®aind that can be written as

(w, w) > (w, —w).

This involution is used when passing from the sphere with cuts to its ddver
3.2. The Ward identities

To begin with, we introduce the correlations that we plan to investigate below. Besides
the primary bulk fieldspg(z, 2) := exp(igX (z, z)), they involve 2 + 2 boundary twist
fields inserted at the points, which induce changes between Dirichlet and Neumann
boundary conditions. From our discussion in the previous section we know that there is
an infinite number of boundary condition changing operators that we could insert. But it
is sufficient to study the fields (x) of conformal weighth = 1—16, since all others can be
obtained out o (x) by OPE with chiral fields. Thus, our discussion deals with correlators
of the form

G(Z, %) =(¢1(21,20) - P (2n, Zn)0 (x1) - - 0 (x2g41)), (17)

where we use the notatiop, = ¢g,, and where the boundary fieltl(xz412) = o (c0)
is absorbed in the notatioi--) = (o] ---]0), with |0) denoting the vacuum state. We
could insert further boundary fieldgy(z). Their interpretation depends on whether they
are inserted in an interval with Dirichlet or Neumann boundary conditions. In the former
case, they could induce jumps in the Dirichlet parametér’a‘. they are associated with
open strings stretching between branes at different positions. A boundary op&yatpr
inserted in one of the Neumann intervals, on the other hand, creates an open string which
has both ends on the same brane (an euclidean 1-brane, in our case) and moves with some
definite momentum along its world-volume.

As far as Ward identities are concerned, correlation functions of such boundary fields are
actually more fundamental, since one may split the bulk figigls, z) into a product of
Yy(z) and¥_g(z). For this reason, most of our investigations below involve the correlation
functions

F(Z,%) = (¥1(z1) -+ W (20)0 (x1) - - - 0 (x2g41)), (18)

from which the correlator& (z, x) can be reconstructed.

Our analysis will make essential use of the Mittag—Leffler theorem, and hence it is based
on the study of singularities in correlation functions. The latter are encoded in the operator
product expansions between chiral fields and the bulk and boundary fields appearing in
(17), (18). For the Virasoro fiel@ one has the standard expansions:

hg 1
T(w)¥q(2) [(w — .2 + — sz|l1/g(z), (29)
hy 1
T(w)o (x) ~ [ + axj|0-(x)- (20)
X

(w—x)2  w-—
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Here and in the following, the symbel means “equal up to terms which are regular as

w — z”. According to the rulepg(z, 2) ~ Y4(z)¥—g(2), the operator product expansions

of T with ¢4 contain further terms in which is replaced byz (note thathg = i_g).
These formulas may be compared with Egs. (9) and (12) in Section 2. For our correlation
functions, Egs. (19), (20) imply

(Tw)W1(z1) - W (2n)o (x1) - -~ 0 (x2g41))

(et
N —1 (w_zv)z w— 2y 02y

2g+1

he 1 0
" ; <(w-x,~)2 + w — X; Bx,):|F(Z x). (22)

The situation is more subtle for the currdiatv), which we recall is only well-defined on
a surface of genug More precisely,)(w) dw is a meromorphic 1-form on a hyperelliptic
surface. For the operator product expansio(af) with the field¥y(z), we shall use

g VP
JPw) w—
Indeed, the right hand side has a first order pole at z with residue g and is regular
otherwise. Eq. (22) generalizes formula (10) in Section 2.2. To determine the operator
product expansion betweeh and the twist fieldo (x), we observe that the leading
contribution

J(w)¥y(z) dw ~

lI/g( z)dw (22)

Jw)o (x) ~ (w—x) T hor(x) + ...

must involve a fieldr of conformal weight:; = h, + 1/2 + Z. Otherwise, the expansion
would not be consistent with the periodicity propertiesJoflose to the branch point
at w = x. Among the boundary condition changing operators, there is one field with
conformal weight:, = % + 1—16 which gives rise to the most singular contribution diverging
with (w — x) /2, cf. the spectrum (4) computed above.

After multiplication of the previous equation wiithw, we are supposed to study the
right-hand side in the local coordinaje= ./w — x. The outcome is rather simple: the
form (w — x)~Y2dw = 2d¢ on the right-hand side is regularét= 0 so that we conclude

J(w)o (x)dw ~ 0, (23)

i.e., the singular part of the operator product expansion betwaendw and the twist
field o (x) vanishes.

As we will see, the following important formula is a consequence of these operator
product expansions:

(J)va(z1) - W (zn)o (x1) - - 'cr(ng+1))

P(zy G Hw]
[me—zv Z JP(w) }F(“)v (24)
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where
ak(z,})—zgkl ( XO_ngB (Zv)>
v=1
k k+1

and the parametelzskxo =Xy are obtained from the values of the bosonic field at
the boundary.

To derive the formula (24) we exploit the fact that a meromorphic 1-form on a compact
Riemann surface is determined by its principal part up to some holomorphic 1-from.
Operator product expansions, on the other hand, contain all information about the principal

part. Hence, from Egs. (22), (23) we conclude that
(J(w)llll(m) W (2n)o (x1) -+ 0 (x2g41))

Z \/P(Zv) G q)+2ﬁk(z ,Xywk=1
«/P( w — v P(w)

Note that the insertion points, and x; parametrize a whole family of meromorphic

1-forms, and the coefficient8; may depend on them. Actually, we can determine this
dependence completely. To this end we integrate the above equation along g loop
which surrounds the intervgiko;, x2¢+1], @s shown in Fig. 2. On the right-hand side of
our equation, this integral may be expressed in terms of the m@texd

k _ v P(2)
B"(z) = %«/Tw dw.

Xo

(25)

(26)

Note that the matrix element®; and the functionsB*(z) depend on the insertion
pointsx;. With these conventions we find

n g
fdw(r.h.s. of (25)= Y 0B @) FG.H) + . 2ubr

Vi v=1 =1

Next, let us analyze the integral over the left-hand side of Eq. (25). By a deformation,
we can make the integration contoyr symmetric under a reflectiop — y along the

real line. Now, we may spli into two partsy,”, y,~ with the property Imy,” > 0 and

Imy;~ <0, sothat each piece lies entirely in one of the half-planes. With these conventions,
our contour can be written as a compositjgn= y;~ o y,~ which obeysy,= = —y. If we

recall, in addition, that the field coincides with/ on the upper and witk-J on the lower
half-plane we deduce

fJ(w)dw:/J(w)der/f(w)dw

>

Yk yk> Vi

:i/dX(w, W) =i (x§— x5 ™).
Vk>
In the penultimate step, we have expressed the currents through the bosonic bgld
J(w) =idX (w,w) andJ (w) =idX (w, w). The contour integral over the differentiak
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is finally determined by the values a&f at the boundary. For the integration over the left-
hand side of (25), this result implies that

ygdwa.h.s. of (25) =i (x§ — xg ") F(Z, %) =1 i A*XoF 2. ).
Vk

Putting all this together, we arrive at the following formula for the funciip(t, x):

g n
BrE.X) =) Qk‘,l(iA’Xo -3 ng’(zv)> FG.%)
=1 v=1
= ap(Z, X)F(Z,X).
The functionsy, introduced here depend on the insertion poipts;, the charges,gand
the values 8 of the bosonic field at the boundary. Additional information, e.g., on the
unknown functionF (zZ, X), is not needed. This concludes our derivation of Eq. (24).

3.3. The twisted Knizhnik—Zamolodchikov equations

We now start to exploit formula (24) together with the Sugawara construction of
the energy-momentum tensdrto compute the effect of inserting the fieldinto our
correlation functions. If we include one extra fielg(x) into Eq. (24), differentiate with
respect ta: and set g= 0, we obtain as a consequencelaf) = éau Yg(u)lg=o

(W) I@)W1(z1) -+ W (zn)o (x1) - - - 0 (x2g11))

_ i 9v0u VP (zy) VP(zp)
VPW)/P(w) w—2zy u—2z,

v,u=1
o (Z, X)w VP(zy) apoqwk—1yl—1
_l’_
,;ZIWW w2, Hzlmm
1 d (+/P(u) B B ..
TP du( 2 Bl 1>}F<z,x>.

At this stage we can subtract the tergi(i — «)2, multiply by a factor 32 and perform
the limitu — w. A short and elementary computation gives
(Tw)¥1(z1) -+ Wi (200 (x1) - - 0 (x2g41))
_ [; 90 VPE) VPG | gh g G Dut g, P

2 Byl Pw) w—2z, w—2zy, P(w) w— 2y

k=1v=1

1 g k+1—-2 P 1 1 g Q*lBl /. k—1
L1 oo W _  P(w) 1 Z Xl (w)'w FG.9).
2 Pt} P(w) 4. /P(w) 2 Himt  P(w)

The same correlator has been computed in Eq. (21) directly with the help of operator
product expansions between the Virasoro fieldnd ¥y, o from (19), (20). Comparison
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of the residues ab = z, in the two different expressions gives theeomponents of the
Knizhnik—Zamolodchikov equations:

> o vV P(z) 9uOu gvo‘kZ S5 5
0, F = — F
L F(Z, %)= [,; PG 2 — 2 Z — xl Wiaenl (z, X).

If we restrict to the case of two twist field insertions, i.¢+= 0, the last term vanishes.
Puttingx1 = 0 and hence® (w) = w, formula (14) is recovered.

Computation of the residues at= x; yields a formula for the derivative of with
respect to the positiom; of twist fields. Using that

VP (w)
S (4%) BZx,—x]

VESH
and
g Qo lBl(w)/ k—1 g 1 x
Res. Y BWIW T - /_
e§t<2 Vv P(w) Z K 2 & —x; a8
k,1=1 k,l=1 v
we obtain
2
. 1 VPG,
axl-F(z,x>=[2 —— (Zg ) +Za G 0x; 1)
nj;éi(-xl_-x]) =1 Xi — 2y =1
1 1 1 g k 1
1 isan de |FG.%). (27)
Sj#i'xi_'xj 4](12::1 \/P(s (s_ :|

To conclude this section, we come back to the original correlaigtsx) of bulk-fields
¢g(z,z) and boundary twist fields (x;). The differential equations they obey will be
formulated with the help of the following functions:

1 [JPW) «/P( g ; -
wo(z,w)—m[z_w } klzl = 2,1 (B (w) — B'(w)),
29+1
1 P
ro(2) = —3 - © JH(B'@) - B'(@),

2 =lz—x, P(z) 7—72Z P 1«/P(

1l Xo.

=
oa(z) =
3

Taking into account the equatigi(z, z) = ¥y(z)¥_g(z), we conclude that the correlation
functionsG(z, ¥) must satisfy the following set of first order linear differential equations:

with the connection matrice$,, Az, andA, being defined by
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Az, =) G0Gu@0(zu, ) + Goro(2) +i9,04(z), (29)
HFV
Az, = nggqu(Zm Z,u) +9ﬁ)»0(1v) +ig,0a(zv), (30)
HFY
1 n 2
Ay, = 5 le_(x —Xi) (Zguwo(x, Zv) + iUA(x))
! v=1
GH () 1 4 55 k-t
_ _Z Q — L JE. 31
8Hi(xi) 4,;_:1 v P TreE - &
T Vi

We have introduced the functid; (x;) := ]'[j#i (x; — x;). Note that the term in brackets
has a simple pole at = x; which we cancel by the extra factor— x; before performing
the limit. Egs. (28) through (31) constitute the main result of this section.

4. Construction of correlation functions

It remains to reconstruct the correlation functign&, x) from the system of linear first
order differential equations that we obtained in the previous section. Integration of the
equations is, in principle, straightforward, but it leaves one constant factor undetermined.
The latter is found explicitly in terms of the boundary conditions. Moreover, we shall
manage to express the correlatorg, ¥) in terms of rather elementary building blocks.

4.1. Integration of the-connection

To begin with, we simplify our problem by fixing the insertion points of the boundary
twist fieldso (x;) and considering only the dependenc&gfz) = G(Z, X) on the positions
(zv, Zv) Of bulk fields. This means that we have to integrate #f@nnectionA, dz, +
Az, dz, defined in Egs. (29), (30). The result will be written with the help of two functions
Go(z, w) andSp(w) which are given by

Z

Go(z, w) :=2Re/ wo(€, w) dE, (32)

X

Z
So(z) := IiLn [2 Re/ ro(§)dé —log(v — v) —Re IogP(v)]. (33)
v X )

Here, the poink is chosen to lie in the Dirichlet-intervaty, xo[ . The integrand in Eq. (32)
is regular on the real axis and hence the integral is well defined. One can easily see that
its value neither depends on the starting pairt]x1, x2[ nor on the choice of the curve
y from x to z. In contrast, the integraniy (&) in our definition of Sp(z) has a simple
pole on the real axis. This is the reason why we subtract the divergent tefm-og)
before taking the limiv — x. The contribution- Re logP (v) is added to render the whole
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function independent of the integration contour and, in particular, of the startingoint
More details on the definition ofp(z) and a discussion of its properties can be found in
Appendix B.

The two functions we have just defined possess a number of abstract properties that
characterize them uniquely. First of all, it is not difficult to see tgtz, w) is simply a
Green's function on the upper half-plane, i.e., it obeys

A,Go(z,w) =4n8(z —w), forlmz>0

and the boundary conditions
Go(z,w)=0, forze D;, LGo(z, w)=0, forzeN;.
dlmz
A standard computation shows th@p(z, w) is symmetric in its argumentg;o(z, w) =
Go(w, z).
The functionSp(z), on the other hand, is harmonic throughout the whole upper half-
plane, i.e.A;So(z) = 0. It diverges at the boundary with a leading singularity of the form

- D;
So(z) ~Floglz —z| +---, for Reze{Nf. (34)
1
We are now in a position to integrate the differential equations (29), (30) for the correlators
of bulk fields¢g(z, z). The result is given by

logG;(2) = / (A, d&, + Az, dE)) + A(W)

1 n
:é Z gvguGO(szZu)

v,u=1
VFEL
n n i g+1 3
2 v i
v — ,2)dE. 35
+Uzlg”SO(Z)+U214” ;/XOaumgGO@ 2) d& (35)
= = 1= Di

In the first line we have chosen some arbitrary curve in the configuration space of
particles in the upper half-plane starting at poiats with Imw, > 0. The integration
“constant” A(w) depends on the choice of the starting point and has to be fixed such that
the resulting function loG; (7) satisfies the desired boundary conditions. In passing to the
second line, we have extended the integratiomte= x on the boundary and inserted the
definitions (32), (33) of the functionSo and Sp. Then we use the auxiliary formula

g+1 1
%-k

1 ;0 _ I 0 —1 4l 1
;E/XOalmsGO(z’é)ds_ZRe,;/WQ” Arods o
1= Di —X

To prove this formula one should notice that the function on the l.h.s. of the equation is
harmonic in the upper half-plane, that it satisfies Neumann boundary conditions along
the intervalsN; and that it approaches the constant valu@éor z € Dy. By explicit
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computation, one can establish the same behaviour for the function on the r.h.s. Since these
properties are sufficient to determine the functions uniquely, the desired equation follows.
We employ it to bring the third term of Eq. (35) into a form that allows the most explicit
control of the boundary behaviour and hence is quite appropriate for fixing the remaining
A(x).

4.2. Integration of the:-connection

Before we address the integration of the full connection (29)—(31) below, we investigate
another simplified situation in which there are no bulk fields present. Consequently, the
chargesy, in Eqg. (27) can be set to zero, and we are confronted with the problem of
solving the following equation foZ o (x) := G (X):

g 2
2H;3;logZA(X) = (Z Qk—llmlxoxlf‘—l)

k=1
1 & k_lH,'
= Z %xl—dg’
2.4 VPE)E —x)

where H; denotes the functiol/; = ]_[,.# (x; — x;) as before, andA = {Alxg}. These

differential equations were solved by Zamolodchikov in [42]. Here we simply quote the
final result:

2g+1
ZaG®) = [] (i —xj) M8 det V2(2) /") Z A¥xo Aot
i>j k=1

4.3. The correlation function§ (z, X)

The results of the previous two subsections can be combined into explicit expressions
for the correlatorsG (z, X) of bulk fields¢g(z, z) and boundary twist fields (x). To see
this we note that solutions of the differential equations (28) can be found by integrating
the connection 1-formi,,, dw, + Az, dw, + Ag, d&; along an arbitrary curve (1) =
(yz(1), yz (1)), t €[0, 1], that ends at the poiriE, x) in the (2n + 2¢g+ 1)-dimensional real
configuration space.

With some care (see the first subsection) we can start the integration with all insertion
points being on the real axis. Furthermore, we may chgosech that all twist-fields are
moved to their final position at beforewe begin moving the bulk fields into their desired
locations.

In more mathematical terms this means thatonsists of two party = y@ o y®
with a[y @ (r €0, ]) =0 anda[y 2)(t € [ 1]) = 0. Aslong as < 1 , the bulk fields are
located at pomtsz),, =y, (1) belongmg to the first Dirichlet mtervalDl =]x1, x2[. This
implies wo(x, y,(¢t)) = 0 for ¢ € [0, 2] so that one term in our expression (31) foy,
drops out. Hence, we are precisely in the situation considered in the previous subsection,
and the integration of our connection 1-form oyein the intervals € [0, %] givesZ A (x).
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When we continue the integrationte= 1, we add the expression for l6z;:(Z) computed
in Eq. (35). After some rewriting, the following result for the correlations functias, x)
is obtained:

GGE,X)=Za(¥) exp(Z gfso(zu)> exp(Z igdg Y (u)) : (36)
v=1 v=1

Here,qﬁ)((g_l) (zv) denotes the potential that is creatediby 1 charges g at pointsz,, # z,

in the presence of the boundary with mixed boundary conditions,

1
P @) =5 / d*wGo(zy, w) Y Gud(w — z,)

Imw>0 uFv
1 & FE
- XL Go(€, z,) dE.
= b CotE. 20
=Lxp 1

It is quite instructive to interpret each of the three factors in our final expression for the
correlation functionG(z, X¥) directly within conformal field theory. For the moment, let
us specify the number of bulk fields iGi by some extra superscript, i.e., we shall write
Gz, %) =G™(zZ,X). Now consider the object
1 G(”)(Z, ;)
P =i log<eXp(9250(Zu))G(”l) @, f))’
wherez’ denotes the set of — 1 bulk coordinates,,, 1 # v. It is easy to determine the

behaviour of® (z,,) as a function of the bulk coordinate from the bulk and bulk-boundary
operator product expansions of the fiefgdgz,, z,), cf. Section 2.3:

Az, D(zy) =21 Z 0ud(zy — zp),

HFY
. il
®(zy) =Xy, forz, e D, —P(z,) =0, forzeN;.
dlmz,
These properties characterize the functog, ) uniquely, and by standard formulas from

electrostatics we obtain thdt(z,) = dﬁ)ﬂ’g_l) (zy). An iteration of this construction along

with GO (X) = Z,(¥) leads to our product formula (36) for the correlation function
G(z, X).

The three factors can be interpreted as followfsi(x) is a “partition function”
corresponding to some line charge distribution provided by the twist fields alone; the term

n
Y g V()
v=1

is the electrostatic potential corresponding to a configuration pbint particles with
chargesy, ..., g, located at the pointsy, ..., z, and line charges distributions along the
Dirichlet intervals. The term

n
Z gESO(Zv)
v=1
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can be interpreted as a renormalized electrostatic self-energy of the point particles located
atzi, ...,z

4.4. Path integral approach and extensions

Before we conclude, let us briefly sketch how the theory can be formulated in the
path integral approach. This is important for the following two reasons: first, as long as
one is only interested in free bosons, the path integral approach is a powerful alternative
to our analysis above involving Knizhnik—Zamolodchikov connections. The path integral
formulation allows for a more direct computation of the correlation functions (but it does
not easily extend to non-abelian group targets.) Secondly, using path integrals we will be
able to describe rather easily possible extensions of our analysis to compact targets and to
D-branes with B-fields.

To begin with, we consider once more the familiar situation of a non-compact
1-dimensional target and Dirichlet paramete@sWe denote byG the Green'’s function
of the Laplacian on the upper half-plane,

A,G(z,w) =68z —w),
subject to the boundary conditions

G(x,w)=0, forxeD,
9yG(x,w)=0, forxeN.

The Gaussian measure with covariadcand mean 0 is denoted Iy, and we use for
the corresponding random variable. With the help of the Dirichlet param%temﬂefine
a real-valued functiof on the upper half-plane by

Ag =0,
Elp, =X, &Iy, =0, i=1,...,9+1

The effect of the Dirichlet parameters is incorporated through a shift of the random variable
x by & which gives us the bosonic field = x + &. It appears when we construct the basic
fields of the theory, namely the vertex operators

0g(z,7) = ' 9X@D:
In this framework we could recover the correlation functions above by integrating products
of fields¢4(z, 7) using the Gaussian measure.

When the free bosoX takes values in a circlé?, the boundary conditions depend
both on Dirichlet parameter%xand on Neumann parameters denoted{pyl'yle Neumann
parameters determine the Dirichlet parameters of the T-dual theory and can be thought of as
the strength of constant Wilson lines turned on along a Neumann direction. In Section 3, we
have worked in a local chart with the Neumann intervals cut out. Information on Neumann
parameters is, therefore, lost unless we take a second chart into account which has cuts
along the Dirichlet intervals. As above, we can derive Knizhnik—Zamolodchikov equations
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for each chart; the full correlation functions of the compactified theory are to be built up
from the respective solutions in such a way that the boundary conditions are met.

The path integral computation of correlators is rather easy to adjust to the compactified
situation: if we set Neumann parameters to zero and restrict attention to theyfjetds),
we can use precisely the same formulas as above.

In order to incorporate non-vanishing Neumann paramef@mmyi to compute more

general correlators for fieldas;%(z, 7) with (g, g) taken from an even, self-dual Lorentzian
lattice, we introduce a real-valued functigron the upper half-plane defined by

An=0,
v, =Yo  dnlp, =0, i=1....9+1
Then, we set
wgz(w) = gG/(wa Z) + n(w)a
where G’ denotes the Green’s function of the Laplacian on the upper half-plane with
interchanged Dirichlet and Neumann boundary conditions, i.e.,
AG (w,2) =8(w — 2),
9,G'(x,z)=0, forxe D,
G'(x,z)=0, forxeN.
We now introduce thelisorder operatory (z, z) satisfying
Dy(z,2)F[dX] = F[dX + xdwy],
for any functionalF. The left- respectively right-moving chiral vertex operators can then
be written as
Vg(2) = 0g/2(2. D) Dg2(2.2),  V3(2) = pg/2(z. ) D—g2(2, 2);
see also [17] for more details and for an application to soliton quantization in 2-dimensional
theories. The basic fields of the compactified theory are products
(2. 2) = Yy (),
where(g, g) lies in some even, self-dual Lorentzian lattice. For another approach to the
rational compactified boson, the reader is referred to [22].

Another extension would involve the appearancéeffelds on our D-branes. This has
attracted some interest recently, because of its relation with non-commutative geometry,
see, e.g., [3,15,16,35,36] and references therein. Non-trivial B-fields can only exist if one
of our branes is at least 2-dimensional. For simplicity, we shall focus on a pair pf arfidl
a DO-brane. The field strength on thegfrane will be denoted bg. In terms of boundary
conditions for a multi-component free bosonic field, the situation is described as follows

X1,00=0 and 8,X%(r,7)=BX"(t,m), fora,b=1,...,p.

The spectrum of the associated boundary condition changing operators and the Green’s
functions in the presence of two twist fields have been discussed at various places (see,
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e.g., [11,36]). Our techniques from Sections 3 and 4 allow to extend such investigations to
the case of multiple twist insertions. Instead of giving the details here, we simply state how
one has to adjust the path integral computation to the new scenario. This is rather easy:
all it requires is to replace the functian above by some matrix valued Green'’s function
Gp= (G%”). The latter is a Green’s function for the Laplacigy on the upper half-plane

(1, denotes the-dimensional identity matrix), subject to the boundary conditions

G (x,w)=0, forxeD,
dyGY(x,w)=iB 9, G (x,w), forxeN.

With the help of this function, the calculation of correlators proceeds as before.

5. Outlook

We have succeeded in decomposing the complete bulk and boundary correlators in the
presence of DN-transitions into functions with rather natural interpretations — both from
the point of view of electrostatics and from the CFT perspective. This is useful for carrying
out the remaining step in the computation of string amplitudes, namely the integration over
insertion points of fields on the world-sheet. The calculation of such string amplitudes
gives effective actions involving a hyper-multipletvhich comes with the twist fields. To
leading order, the bosonic part of these actions can be found in [14,25,27]. Multiple twist
insertions allow to compute higher order corrections.

When we turn on aB-field, the string amplitudes may be described through field
theories on some non-commutative space. It was suggested in [36] that these theories are
related to some model on an ordinary commutative space through a complicated non-linear
transformation. This statement can be checked order by order in the effective description.
After the appropriate (but straightforward) extension to non-vanisiBnafields, the
considerations presented above may be used to perform a similar analysis for theories
which contain a hyper-multiplet.

Keeping the bulk insertions fixed, the sequence of correlators with arbitrarily many twist
field insertions can be viewed as building blocks of the perturbation series of a relevant
perturbation by the twist field. This “tachyon condensation” is responsible, e.g., for the
formation of DO-D2 bound states, as discussed in [23]. Upon integrating over twist field
insertion points in the one-point functios, (x) exp{gSo(z)}, one would arrive at one-
point functions which characterize the boundary theory after tachyon condensation. Sen’s
approach [37] and the results of [33] allow one to circumvent the relevant boundary flow
and to replace it by a combination of marginal bulk and boundary deformations. However,
some questions as to the equivalence of both procedures remain open, and it might be useful
to have an independent check of these methods. The correlation functions constructed here
provide a starting point.

For applications to superstring theory, it is mandatory to extend our analysis to free
fermions. This does not pose serious problems, since systems of an even number of
fermions can be bosonized.
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Problems of the type of our free boson problem are encountered in general boundary
CFT as soon as the “parent” CFT on the plane admits different boundary conditions. For
some general results on the rational case, see [20—22]. The spectrum of boundary condition
changing operators can be derived as in Section 2, once boundary states for the “constant”
boundary conditions are known. Again, the computation of correlators becomes non-trivial
if boundary conditions with different gluing automorphisms are combined. In non-abelian
WZW models, which constitute and important generalization of the free boson case, the
Sugawara construction can be exploited in a similar fashion as for the free boson and
leads to twisted, non-abelian Knizhnik—Zamolodchikov equations. The partition functions
counting BCCOs imon-abelian boundary WZW models are linear combinations of the
twining characters investigated in [18] (see also [5] and references therein). Apart from the
models with affine Lie algebra symmetry, there is the rather large class of so-called “quasi-
rational CFTs” [28] on the plane for which generalizations of Knizhnik—Zamolodchikov
equations exist even without a Sugawara form for the energy-momentum tensor [2]. It
might be interesting to see how such structures extend to boundary CFT.
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Appendix A. Proofs of Lemma 1 and Lemma 2

Proof of Lemma 1. We start from the usual expression fbin terms ofJ and rewrite it
until we can perform the limitvy — wo.

J(w1)I(w2) — m

1
(w1 — wp)?
$(w1/w2)Y2 + L(wo /w2 — 1
(w2 — w1)? '
We can now perform the limitv; — w2 =: w to recover the generating fielt{w) from
the last formula

= J-(w1)I(w2) + I(w2)I= (w1) + [I= (w1), Iw2) | —

=J(w1)I(w2) + I(w2)I= (w1) +

1 1
T(w) = §(J<(w)a(w) +I(w)J= (w)) + 607



J. Frohlich et al. / Nuclear Physics B 583 (2000) 381-410 407

where we used

i e e -2 1
u—1  2(1—wu)?2 8

Proof of Lemma 2. The derivation of the commutation relation with (w) is straightfor-
ward. So, let us turn directly to the calculation of the commutator Witfw). Recall that
h=g?/2. Then,

[T~ (w), ¥(2)]

N
— <é) ([T>(w)’ (10X <(]i0X~) 4 (iOX<I[T_ (), eigx>(z>])

( :gX<(Z) ng (W), X< ()] = h[X<(x), [X<(x), T= (w)]]

+ig[T-(w), X= ()] + h[ X (2), [X=(2), T>(w)]]>eigX>(z)

h
_< (19X (zg T- (), X(z)]+h< 2, W S

r,s<0n>-1
r,s>0n>—1
=<L) i9X<(2) _93 X@+h( Y w2 2, L))o
2Z w= n>1 wz
1 /i\" . . 1 1
— B i9X<(2) ,i9X~(2) nl = — — g
w—z<2z> -(e e )+ w2 wr 9(2)

—ia‘l’()-i-iﬁ‘l’()-i-h( r 1 )‘1’()
T e T e w—22 z(w—2) gl

1
=——09.¥(2) + Yy(2).
w—z

h
(w—z)?
In the process of this computation we have inserted the commutation relation between
Ly, a, and Eq. (5). The rest involves only standard algebraic manipulatians.

Appendix B. The function Sy(z)
In this appendix we want to explain a number of properties of the funsgor) that is

introduced in Section 4.1. To show that the limit Jim, exists, we insert the definition of
Ao(§) into Eq. (33). After splitting off all non-singular terms iy we obtain:

So(z) = J@x [2 Re/ ro(&)dE —log(v — v) — Re IogP(v)]

v
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V—>X

= lim [—2 Re % d& —log(v — v) + reng]

= lim [log(v — 9) — log(z — 2) — log(v — 9) + red) _ ]

Since the singularity from the integral cancels against the terg le@), the limit can be
taken.

Our second aim is to understand ti§atz) = Sj (z) does not depend on the choicexof
Let us displacer by some small amount € R such thatx + «a is still in the Dirichlet
interval D1. Comparison of} (z) and Sy ™ (z) gives

S§(2) — S5 (2)
— v+a
= Ii_r)n 2 Ref ro(&)dé — RelogP (v) + RelogP (v + a):|

- v

r vta g1
=Ilim|-2Re d&¢ +Relog————
= 2 g dEReloa

1/2 P@ +a):|

r 2g+1
. P(v+a)
= lim —Rez (Iog(v+a—x,~)—|og(v—x,~))+Re|ogw} =0

V—>X iz1
In passing to the second line we omitted all terms in the integrand which vanishavhen
comes close to the real axis.

Finally, we investigate the behaviour §§(z) at the boundary. Basically, one repeats
the analysis we have sketched above in our discussion @f.limif the end-point; of
our integration approaches one of the Dirichlet intervals, this leads to the singularity
—log|z — Z|. In the argument one needs that the quotigiR(z)/P(Z) in front of the
singular term 1(z — 7) satisfies lim_, «/P(z)/P(z) = 1 for x € Dy. This is no longer
true whenz is sent to the real axis in one of the Neumann intervls In fact, upon
moving x from a Neumann into a Dirichlet interval, the polynomiadx) changes sign,
causing the quotienP(z)/P(z) to surround the origin of the complex plane once. After
taking the square root we conclude thatlimy «/P(z)/P(z) = —1 for x € Ny and hence
So(x) ~log|z — z| near the Neumann intervals.
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