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When the raw output of a gravitational wave detector is correlated with the matched filter of a
coalescing binary wave form the filtered output shows a periodic behavior—it rings at a certain frequen-
cy. This phenomenon could be worrisome since the signal peak in the filtered output might be reduced if
it falls in the “trough” of the sinusoid. In this paper we address this question and present a detailed ex-
amination of the ringing which is caused by the effective narrow banding by the matched filter of detec-
tor noise. We first solve the problem for an idealized “box” filter and show that the ringing frequency is
roughly the central frequency of the box if the box is not too wide. For an idealized coalescing binary
filter we show that the expected value of this frequency is 1.27 f; where f; is the seismic noise cutoff of
the detector. The ringing implies that there is some redundancy in the filtered ouput. Also the auto-
correlation function of the filtered output resembles the sinc function, and hence adjacent sample points
are correlated, i.e., the filtered output is colored. These two phenomena are related and have a bearing
on the setting up of thresholds and also suggest that we resample the filtered output at a coarser rate.
We investigate the problem of thresholds when the filtered output is colored and obtain relations be-
tween the false alarm probabilities and threshold levels. Finally we suggest optimal sampling rates so
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that the resampled filtered output is uncorrelated.

PACS number(s): 04.80.Nn, 04.30.Db, 06.50.Dc, 97.80.—d

I. INTRODUCTION

The detection of gravitational waves has been an out-
standing problem in experimental physics for over three
decades now. Starting from the pioneering experiments
of Weber using a bar detector [1], there has been a lot of
effort in building detectors of higher sensitivity (see [2]
for a 1987 review of the bar detector program). In recent
years, several groups around the globe have been plan-
ning to build long base line laser interferometric gravita-
tional wave detectors [3-6], prototypes of which already
exist in Germany, Great Britain, and USA. Because of
their inherent broadband nature, interferometric detec-
tors can be used to follow the changing frequency of the
gravitational waves emitted during the in spiral of com-
pact binary systems during the final stages of their evolu-
tion. The rate of such coalescences is estimated to be
about three per year out to a distance of 100-200 Mpc
7.

Because of their extragalactic origin the amplitude of
these signals is, in general, expected to be too low for
them to be seen directly in the time series. However,
these sources are relatively simple systems, so the nature
of the gravitational wave emitted during the inspiral can
be predicted with fair reliability. The wave form is called
a chirp for obvious reasons. With the wave form given, it
is possible to extract the signal out of the detector noise
by the use of a data analysis technique called matched
filtering. This technique consists of correlating the out-
put of a detector with a filter which, in the Fourier
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domain and when the noise is stationary, is nothing but
the Fourier transform of the expected signal inversely
weighted by the noise power spectral density. The noise
power spectral density rises sharply at low frequencies
and could be virtually taken to be infinite below a certain
frequency f, called the seismic cutoff, below which the
noise rises like a steep wall. Therefore, the detector noise
provides the lower band limit to the matched filter. Also
the coalescing binary signal decays as f ~ /¢ providing an
effective upper band limit to the matched filter. Thus the
matched filter effectively narrow bands the output. When
the parameters of the filter exactly match with those of
the signal we have what is called a matched filter. It is
well known in the theory of hypothesis testing that of all
the linear filters a matched filter performs the best in ex-
tracting a given signal buried in noisy data [8].

In this paper we address two related problems which
occur because the filter effectively narrow bands the out-
put. They are as follows.

(a) The ringing of the filtered output. When the data
are passed through a matched filter of the coalescing
binary signal, the filtered output ¢ (), where ¢ is the time
lag, shows a nearly sinusoidal behavior [9]. It looks like a
relatively high-amplitude sinusoid superposed with ran-
dom noise. In the first part of this paper we explain the
ringing with the help of a geometrical analysis of a simple
narrow band filter. The geometrical formalism is set up
in Sec. II while in Sec. III we deal with the ringing prob-
lem. In the first part of Sec. III we examine the case of a
box filter—a filter which is bandwidth limited but having
the same magnitude for all its Fourier components. This
case is easier to deal with and affords invaluable insight
into the problem. In the second part of Sec. III we con-
sider the case of the chirp filter.

2390 ©1994 The American Physical Society



50 FILTERING COALESCING BINARY SIGNALS: ISSUES...

(b) The filtered output is colored. Schutz [10] has shown
that the autocorrelation function a (7)=(c (t)c(t+7)) of
a narrow band filter resembles a sinc function with a
characteristic damping time which he calls the “decorre-
lation time.” Samples separated by time lags greater than
the decorrelation time are expected to be uncorrelated.
This observation raises two issues: one concerning false
alarm probabilities and thresholds and the other is what
we term as optimal sampling. So far treatments on
coalescing binary detection problems have for the sake of
simplicity ignored the covariances in the filtered output
[9,11] for setting up thresholds for detection. However,
as Schutz has pointed out there are covariances in the
filtered output and the problem should be faced squarely.
Finn [12] has suggested using the joint probability density
function for the sampled output which is a natural gen-
eralization. But this ignores correlations between succes-
sive points. The filtered output is narrow banded with a
sharp lower cutoff f; and a smooth but relatively rapid
upper cutoff decaying as f ~7/°.

The narrow-banded nature of the filter implies that the
filtered output is not only correlated in the statistical
sense but is actually algebraically (in fact linearly) depen-
dent. This can be readily understood in terms of a “box”
filter of N > 2k points containing k positive (and symme-
trically placed about zero frequency, k negative) Fourier
components of height unity and the rest of the N —2k
components zero. If this filter is applied to a data seg-
ment containing N points, the filtered output consists of
N points out of which only 2k of them are linearly in-
dependent. Thus the joint probability density function
for the sampled filtered output is 2k dimensional. We
may either choose any of the 2k out of the N filtered out-
put points as linearly independent sets, or we may formu-
late this problem by going over to the Fourier space and
treat the 2k Fourier components of the box as our linear-
ly independent set of variables We choose the latter op-
tion. Our probability density function is defined on the
subspace of the Fourier space corresponding to the band-
width of the filter. Also, we can associate the number of
degrees of freedom for the points in the filtered output
and in the case of the box filter defined above it is just 2k.
For the matched filter of the coalescing binary with a
sharp lower cutoff and a smoothly decaying upper cutoff
we are able to define an effective box filter. The number
of Fourier components in the effective box are the num-
ber of degrees of freedom in the filtered output and the
probability density function can be defined over the
Fourier components constituting the effective box. For
the matched filter considered, the number of degrees of
freedom of the filtered output is less than the number of
points in the filtered output.

Since the effective number of degrees of freedom is less
than the number of points in the sampled filtered output
it should be possible to resample the filtered output more
coarsely and still retain the relevant information. In fact,
the Nyquist theorem [8] essentially pertains to this issue.
The colored filtered output signifies redundant informa-
tion and it should be possible to sample the output more
coarsely without loss of information pertaining to detec-
tion. Finding an optimal sampling rate has implications
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for storage space and subsequent processing speed. In
Sec. IV we address these two problems and compute
thresholds as functions of false alarm probabilities and
finally propose an optimal sampling rate. As in Sec. III
we first examine the problem for the box filter before at-
tacking the problem for the coalescing binary filter.

II. NOISE, PROBABILITY DISTRIBUTIONS,
AND FALSE ALARM PROBABILITIES

In this section we prepare the ground by setting up a
geometrical framework which helps us in understanding
and investigating the problems of ringing and thresholds.
To appreciate the ringing phenomenon the geometrical
viewpoint is especially helpful. We subdivide this section
into three subsections: in Sec. II A we set up the geome-
trical framework, in Sec. II B we discuss noise and in Sec.
III C we review the relevant material on false alarm prob-
abilities.

A. Geometrical framework

We adopt the definitions, notations, and conventions of
Ref. [13] for the Fourier transform, the discrete Fourier
transform (DFT), and the inverse Fourier transform. We
have used the program of Ref. [13] to perform simula-
tions which we will come to later in the text.

Consider a raw output data segment o(¢), 0<t=<T
where the data segment lasts T seconds and consists of
noise and perhaps a signal. Assuming a constant sam-
pling rate with sampling interval A, the number of points
N in the data segment is given by N=T/A. The sampled
output is the real time series o, =o0(kA),
k=0,1,...,N—1. We now look upon 0, as components
of a vector 0=o, €, where e, are unit vectors with com-
ponents 8;,, n=0,1,..., N —1. They form an orthonor-
mal basis for the sampled outputs which span the N-
dimensional Euclidean space RY. Thus, oER". We
have used the summation convention of summation over
repeated indices. This will be so unless otherwise indicat-
ed.

But since our analysis is going to involve Fourier trans-
forms we may regard o also as an element of GV, the N-
dimensional complex space, in which the imaginary part
of each o, is zero. We assume the usual scalar product
on @": namely, for any z, weE @V,

z-w=zw} , 2.1)

where the asterisk denotes the operation of complex con-
jugation. For z;, w, real the scalar product reduces to
the usual Euclidean one on &Y.

A Fourier transform can be regarded as a change in
basis of @"; we transform between the bases e, to f, by
the relations

fn T € 5, € =Bkn f,, > (2.2a)

a,, =1/N exp(—2wink /N) ,
(2.2b)
Bi, =exp(2mink /N) ,

where 0<k=<N—1, —N/2<n<N/2—1. These trans-
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formations connect the time domain components of o to
its Fourier ones. We regard the vector o to be unchanged
while its components undergo a transformation under a
change of basis, i.e., this is a passive transformation. We
write 0=o0,¢; =0, f,, then the components transform as

0, =Buox » (2.3a)

o, =ayu0, . (2.3b)

The transformations defined above are for the DFT in-
stead of the Fourier transform since we find that con-
venient to use in the analysis that follows. The Fourier-
transform components are related to the DFT com-
ponents by 5, ~0, A.

We note that a,; and 3, are symmetric complex ma-
trices which are inverses of each other. Therefore the or-
der of indices in the above formulas is irrelevant. We
state the following properties for the matrices which we
will use later:

ankBkm =8nm ’

1
Nanka:m = —ﬁﬁnkBZm :Snm ’

Bn,1+p :BnIBnp .

The above relations show that N'/%a,, and N ~!/’B8,, are
unitary matrices. The unitarity property is just another
statement of Parseval’s theorem. From Egs. (2.2) the
orthogonality properties of the basis vectors may be de-
duced. Thus,

1
ek-61=5k1 N fm’f::_smn . (2.5)
N
For a given data segment, o is a fixed vector. We assume
additive noise which means that o is a sum of the noise

vector n and the signal vector s:

o=n+s. (2.6)

Thus o is comprised of two parts; the noise which is a
random vector and the signal which for the coalescing
binary case is deterministic. (This may not be the case in
general, for example, the stochastic background of gravi-
tational radiation due to cosmic strings.) The noise n is
distributed according to some probability distribution
function. The signal, on the other hand, may depend on
several parameters. In this paper the signal is that of the
coalescing binary for which we make the simplest possi-
ble assumptions. We assume the Newtonian wave form
with two point masses spiralling around each other in a
circular orbit, emitting gravitational radiation according
to the quadrupole formula. With these assumptions the
signal then depends on two parameters. We discuss the
wave form in the next section.

In the matched filtering technique, the statistic is the
correlation ¢ between the raw output and the matched
filter. In the limit of continuous sampling, for the filter
q (1), the correlation is given by

cn)= [ 7 o(tig(t+r)dt
:f_w 5(f)q*(f)827rif‘rdf ,

S. V. DHURANDHAR AND B. F. SCHUTZ

30

where 7 is the time lag which has been introduced to ad-
just for the arbitrary arrival time of the signal. For a sig-
nal which arrives at ¢ =t, the correlation will have a peak
at 7=—t,. The correlation can be calculated with the
help of the fast Fourier transform (FFT) with relatively
few operations.

In the discrete picture equation (2.7) goes over to

NR-1
Sy 0,0, exp(2mimn /N)

(2.8)

Here Q, is the DFT of ¢(t). The above sum can be inter-
preted as follows: For each time lag m A we calculate the
scalar product between the vector o and the time
translated filter vector q,=NQ,a,,,f,. The family q,
m=0,1,...,N —1 represents the filter translated by
various instants mA. Thus, Eq. (2.8) can be compactly
written as

Cm :o.qm ’ (298)
with q,, given by
q,=N0,a,,, f,=0,exp[ —2mimn /N]f, . (2.9b)

B. Noise and matched filters

In the frequency range of 100 Hz to a few kHz the
detector noise is dominated by the photon counting noise.
If we restrict ourselves to this range of frequencies then
we can make the following assumptions about the charac-
ter of the noise. (A detailed discussion of the noise in the
present prototypes can be found in [10].)

(i) At each instant of time #;, the noise n, =n(t;) is a
random variable with zero mean,; i.e., (nk »=0. The an-
gular brackets denote an ensemble average.

(ii) In general, the noise could be colored:

(ngny ) =dy - (2.10a)

If ¢,; =const X §,; then the noise is said to be white.

(iii) The noise is stationary. This implies that ¢,, de-
pends only on |k—I|=p say, ie., ¢;+,=K,, where
now the array K, contains information about the color of
the noise. The so-called one-sided power spectral density
usually denoted by S, (f) is then up to a numerical factor
just the DFT K, of K,. In terms of the DFT of n;, we

have

(N,N})=NK,5,, . (2.10b)

(iv) The seismic vibrations cause the noise in an inter-
ferometric detector to rise steeply below a certain fre-
quency f,. We thus assume that S,(f)=o for f=f,.
In the present prototype detectors f; is between 200 and
400 Hz. In future interferometric detectors it is expected
to be around 40 Hz initially and in advanced detectors it
will be lowered to about 10 Hz by using special seismic
isolation techniques [3,14]. We choose f,=100 Hz
whenever numerical computations about the chirp are in-
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volved, but we retain f; as a free parameter in much of
our discussion. We define n,=[f,T] where the square
brackets denote the integer part of the quantity within
the brackets. Therefore, K, = o, n <n,. Also we assume
that the power spectral density is constant for frequencies
above f,; i.e., we set K, =02, n > n,. This assumption is
not unjustified if the power spectrum is more or less flat
above the seismic cutoff. However, for the chirp, the
filter decays as f /¢ for f > f, effectively cutting off the
higher frequencies. Therefore, if the power spectral den-
sity is flat within the effective bandwidth of the filter the
white noise assumption is approximately valid.

(v) Finally, we assume that the noise can be described
by a Gaussian distribution function. If we assume this
property in the time domain, since the Fourier transform
only involves a linear operation, the Fourier components
of the noise also follow a Gaussian distribution.

The matched filter q is given by the equation

Sk =5; » (2.11a)

where s=s, e, =S, f, is the signal. This matrix equation
can be solved for q to yield

9 =HiSi » (2.11b)

where p; is the inverse of the matrix ¢;,;. When the
noise is stationary Eq. (2.11b) is a convolution and it can
be solved with the help of Fourier transforms. Thus,

(2.12)

For convenience we choose 0 =1. The matched filter is
then just the signal chopped off at frequencies less than
fs. Thus,

S,, Inlzn,,

Q.= 0, |nl<n,. (2.13)

With this filter, the expression for the correlation reduces
to

N2-1
Cm=% S 0,0, exp(2mimn/N)+c.c. , (2.14)

where c.c. denotes the complex conjugate. The variance
of C,, can be computed more easily if the output contains
noise exclusively. Since we have assumed the mean of the
noise to be zero, (0, )=(N,)=0. Thus, C,, which is a
linear function of N, has mean zero. The variance of
each C,, is then given by

(C)=-23 S(N,N}3}0,
N° 7% »

Xexp(2mwimn /N —2mimp /N) ,
9 N2=1
10,1 .

(2.15)

The Gaussian nature of the noise allows us to write the
joint probability density function for the raw output. If
the raw output consists exclusively of noise then the
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p0(0)=|LCt&|—exp(—%p,-ko,~ok) . (2.16)

(277_)N/2

The mean of 0=0 when there is no signal present. How-
ever, if the raw output contains a signal s then the mean
of the distribution gets shifted to s and the corresponding
joint probability density function is given by

| detul'”?

pilo)= (2 N2

We remark here that the nature of the noise may not
remain Gaussian for large values of the standard devia-
tion as the data analysis of the Glasgow prototype detec-
tor has shown [15,16]. In that case this analysis will have
to be redone.

exp[ —1pg(o;—s; Mo —s,)] . (2.17)

C. False alarm probabilities

The problem of detection of a signal as distinct from
estimation of its parameters consists of determining
whether or not a signal is present in the data. This prob-
lem is statistical in nature because of the noise which is a
random variable. The noise can conspire to appear as a
signal and hence noise prevents us from definitely pre-
dicting the presence or absence of a signal. Therefore, a
claim for detection must be accompanied by a probability
that a signal is present in the data and is not just an in-
stance of noise. Because of the stochastic nature of the
noise the experimenter is confronted with the problem of
testing a statistical hypothesis. He or she must decide on
the basis of the output o which of the hypotheses, signal
absent (Hj,) or signal present (H,) is true. She or he
must adopt a strategy that assigns a definite choice of ei-
ther H, or H, based on the output o. This amounts to
partitioning the sample space into two disjoint subsets
say R, and R, so that if oER; we say H, is true, for
i=0,1. The experimenter will occasionally err in making
a decision but the aim here is to minimize the chance of
an error or more precisely to minimize the cost incurred
in erring. For details see [8].

When the hypothesis H, is extremely rare (as in our
case) the principal factor in the cost turns out to be the
number of times H is incorrectly chosen in some given
number of trials. The ratio of such incorrectly construed
detections or false alarms to the total number of trials is
called the false alarm probability. The relevant criterion
here is the Neyman-Pearson one which fixes the false
alarm probability the experimenter can afford while max-
imizing the so-called detection probability, which we
define below. In terms of the probability density func-
tions p, and p, the false alarm probability Pr and the
detection probability P, are given by

Pp= [, poto)d™,
PD=fR1p1(o)dNo .

The Neyman-Pearson criterion leads to the condition on
the likelihood ratio:

(2.18a)

(2.18b)

A(o)=p,(0)/pyl0) . (2.19)
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This ratio determines the choice between the two hy-
potheses. A=A, defines a hypersurface in the sample
space &7, the decision surface which separates R, from
R,. Thus if A is less than A, decide on H,, otherwise
H,. A,is called the threshold.

From Egs. (2.16) and (2.17) we have

ll’lA(o)zl.LikSiOk - %,uiks,-sk . (2.20)
Since p; s;s; is just a constant we may use the statistic
xS0, instead of A to decide between the hypotheses.
But this statistic is just the correlation, the scalar product
between the output and the filter [Eq. (2.11b)]. For arbi-
trary arrival time we must consider the entire family of
filters q,, which yields the filtered output as the statistics
C,, for each time lag mA.

The problem now reduces to comparing C,, with a
threshold n which is determined by the false alarm prob-
ability. We should therefore decide on the false alarm
probability we can afford and then compute 7. The false
alarm probability we can afford depends on the expected
event rate of signals. For compact coalescing binaries
consisting of neutron stars or blackholes, the event rate is
expected to be about 3 per year out to 200 Mpc [7]. The
Laser Interferometric Gravitational Wave Observatory
(LIGO) in its advanced stage could have a range up to 1
Gpc and hence the event rate could be as large as one per
day. In this case one false alarm per month of data
would probably be acceptable. But for lower sensitivity a
false alarm rate of one per year might be required. How-
ever, there is little difference in these thresholds for data
sampled in the kHz range.

Given a data segment we have to deal with an N-
component random vector with components C,,. As
mentioned before there are covariances between the vari-
ous components and hence the problem of fixing the
threshold for a given false alarm probability is quite com-
plex. But in our case the problem becomes even more
complex since the filtered output is narrow band and
spans a subspace of RY. The joint probability density
function is defined over this subspace. It turns out that
to obtain false alarm probabilities for given thresholds
one must integrate the probability density function over
awkward volumes in this subspace. We address this ques-
tion in Sec. IV.

III. THE RINGING OF THE CORRELATION

A. The chirp wave form and the matched filter

We consider the wave form given by Peters and
Mathews [17]. In the transverse traceless (TT) gauge the
gravitational wave emitted by a coalescing binary system
is described in terms of the two polarizations usually
denoted by A , (¢) and h «(t). The noise-free response of
the detector is a linear combination of the two polariza-
tion amplitudes with coefficients depending on the orien-
tation of the detector relative to the direction of propaga-
tion of the wave [11,18—20]. The effect of an arbitrary
relative orientation of the detector and the plane of the
orbit of the binary is only to alter the amplitude and the
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phase of the signal at the site of the detector without
affecting its time dependence. Therefore, for construct-
ing the matched filter, it is enough to consider, say, the
+ polarization. The wave form from such a system of
total mass M and reduced mass u located at a distance r
is given by

h(t)=h_ (1)

=Na(t) 'cos (3.1)

2n [ fhdr + @ |

The quantities appearing in the above equation are
defined as follows.

t, and ® are, respectively, the time of arrival and the
phase of the signal when the instantaneous gravitational
wave frequency of the signal reaches some fiducial fre-
quency, say f.

(1) M=(u’M?"> is called the chirp mass; the
Newtonian wave form depends only on this parameter in-
stead of the two individual masses of the stars.

(2) € is the time taken for the two stars to theoretically
coalesce starting from a time when the instantaneous fre-
quency is f:

—5/3 —8/3

/s
100 Hz

M

MO

£=3.00 sec . (3.2)

The coalescence time & serves as a parameter to charac-
terize the wave instead of the chirp mass J1.

(3) a(2) is the time-dependent normalized distance be-
tween the stars [normalized to a (¢,)=1]:
1/4
t—t,

§

(4) f(t) is the instantaneous gravitational wave fre-
quency given by

f(O=falt) 3.

1— (3.3)

a(t)=

(3.4)

(5) NV is a constant.

In specifying a matched filter, in addition to the power
spectral density of the noise we need the Fourier trans-
form of the signal. In the stationary phase approxima-
tion, the positive frequency components of the Fourier
transform of Eq. (2.1) are given by [11,21]

RH=[7 h(nexpmifodt=NVEA(f), (3.5a)
where

_ 2 172 f —7/6

H(f)= 3?; JTS exp[ —iv()], (3.5b)
t/l(f)=—27rfta+27rfS§a(f)+<D+~§ ,

—5/3
e 5| f _s S
al(f) 5‘8 3 7 1

Since £ (1) is real, the negative frequency components can
be found by using the relation A (—f)=h *(f). The quan-
tity H(f) is chosen to have unit normalization, i.e.,
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©\ T V2] f =
fos |ANIMdf=1. (3.6)
The lower limit in the integral is taken to be f; and not
zero since, as discussed earlier, the detector response has
a lower-frequency cutoff.
The matched filter is then defined through its Fourier
transform as follows:

A, |f121,,
2=, Ifl<f,,

where A is a normalization constant. This filter narrow
bands the filtered output in the low- as well as the high-
frequency regimes. At low frequencies the filter is in fact
zero. On the other hand, for |f|>f, it decays as
|£177/¢. This narrow banding produces rather intriguing
and interesting effects when one inverse Fourier trans-
forms into the time domain. The filtered output so ob-
tained rings in a quasiperiodic manner.

(3.7)

B. The ringing of the correlation

We start with a numerical example of ringing which
immediately gives a clear idea of the phenomenon. Fig-
ure 1 shows an example of ringing. We have taken the
raw output to be white noise, correlated it to a chirp filter
with parameters £=3.0 sec and ®=0. The seismic cutoff
is fixed at f,=100 Hz. The data segment consists of
N=8192 points sampled at 2.5 kHz. We observe from
the figure that for a time lag interval of about 0.5 sec
there are about 6 cycles. It is in general true that the

1T

L e A S Sy S|

T T T T T

c(T)

P S IS P S

2 2.01 2.02 2.03 2.04

T in sec

FIG. 1. The figure displays the ringing of the correlation
when the chirp filter is correlated with white noise. The corre-
lation c is plotted as a function of time lag T between 2 and 2.05
sec. The seismic cutoff frequency is taken to be 100 Hz. The
correlation shows six or seven cycles which implies a ringing
frequency between 120 to 140 Hz.
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filtered output or the correlation rings at about 1.25 times
the seismic cutoff frequency and does not depend on the
parameters defining the chirp namely £ or ®. We observe
that the filtered output is not, of course, a perfect
sinusoid but appears to be a sinusoid with noise super-
posed on top of it. The phenomenon is not only intrigu-
ing but worrying. For suppose a signal arrived exactly
during the trough of the sinusoid it could get “lost” in
the trough and go undetected. The other side of the coin
is that the signal could ride on top of a crest and thus get
“pushed” up. In this way weak signals would have a
chance of being detected.

In the following subsection we first discuss an idealized
problem or a toy model which is simpler to analyze in
practice but contains the essence of the true problem.
We consider the filter when it is a “box.”

C. The box filter

The domain of definition is the Fourier space. We
define the box filter in terms of its DFT components as

~ 1, no<ln|<ny+k—1,
2:= lo, otherwise . (3.8)
The procedure to obtain the filtered output is then identi-
cal to that of the chirp filter. We assume that the raw
output is white noise in the time domain. We then corre-
late the raw output with the box filter and obtain the
filtered output. If the raw output contains in addition a
signal, the filtered output of the matched filter will exhib-
it a peak at the appropriate time lag corresponding to the
arrival of the signal. The filtered output will be a super-
position of the filtered output of the noise and the peak,
the filtered output of the signal. The ringing therefore
pertains to the noise and hence in order not to unneces-
sarily complicate matters we assume that the raw output
consists of noise only. Since we want the filtered output
to be real, any filter must have the property 0 _,=0..
The box filter satisfies this property and hence yields a
real filtered output. Thus, actually we have two boxes,
mirror images of each other about the zero frequency.
The filtered output for the filter defined by Eq. (3.8) is
then
+k—1
S N,exp[2mimn/N]+c.c.
o

1"

C'"=N

(3.9)

Figures 2(a)-2(c) show examples of the filtered output
when the box is narrow (2k <<N), of medium width
(2k ~N /4) and broadband (2k ~N), respectively. In all
these figures C,, is plotted versus m the time lag. As can
be observed the ringing behavior is most pronounced in
case (a), less pronounced in case (b), and not at all seen in
case (c). The ringing when it is apparent is around the
central frequency of the box, n,=ny+k —1.

The geometrical framework set up in Sec. II is now
useful for analyzing the problem and providing invalu-
able insight into the phenomenon of ringing. Equation
(2.9b) defines the filter vectors qg, for the box:

nytk—1
W= X

no

exp[ —2mimn /N]f,+c.c. (3.10)
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We note that q, are real vectors. We have also written
the a,,, explicitly because then it is easy to follow the ar-
gument. For a particular data segment the noise vector n
is fixed. However, the filter vectors q, depend on m
which varies from O to N—1. The q,, are sequentially
called upon to have their scalar product taken with n.
Thus it must be that the ringing phenomenon is encoded
in the “dynamics” of q, in the space 7% N as m increases
monotonically from O to N —1.

We now list below some properties of q,, which will
turn out to be useful for further analysis.

(i) The q, m=0,1,...,N—1, span a 2k-dimensional
subspace @ of RY, since they are linear combinations of
the vectors f,, f, ng<n<n,+k—1.

(i) Any 2k different q,, are linearly independent and

() |
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constitute a basis of @. This property follows from the
observation that Eq. (3.10) may be viewed as a matrix
transformation relating the Fourier basis vectors f, to
q,,- The matrix in question is just the truncated Fourier
matrix «,,, (except for a constant factor of N) which is
nonsingular. Therefore, 2k different q,, form a basis of
Q.
For the box, the filtered output is the projection of the
raw output into the subspace @ and C,, is its projection
on the filter vector q,. Since the filtered output vector is
in @ it is determined by 2k scalar products with any 2k
linearly independent vectors which could as well be 2k
different q.’s. This means that any 2k different C,,
determine the filtered output vector uniquely.

(iii) The scalar products between the q,, are

05

05 =

"500 550 600 650

500 550

600 650

FIG. 2. (a)—(c) depict plots of the ringing of the filtered output for box filters. The parameters are as follows: N =8192 and (a)
k=55, (b) k=820, (c) k=4096. The ringing frequency for (a) is ~575 giving a ringing period of Am ~ 14. For (b) the ringing fre-
quency is about 700. (c) is essentially white noise. There is clear ringing seen in (a), not so clear ringing seen in (b), and no ringing at

all observed in (c).
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no+k—1ny+k—1
An'Gp= > exp[2mipg/N —2mimn /N]f,-f3+c.c.
n=n, q=n,
2 ny+k—1
=-—A7 >, cos[2mn(p—m)/N] . (3.11a)
"o

From (3.11a) we obtain the norm of q, as
172

2k
lam|= lw (3.11b)
The angle between the vectors is then
qm'qp
cosb,,, =——
P |qm||qp1
1 ngt+k—1
=Z > cos[2mn(p—m)/N]. (3.12)
no

It is helpful in order to fix ideas to consider a specific nu-
merical example. Let us consider a data segment consist-
ing exclusively of white noise having N =8192 points
sampled at 2.5 kHz. Then T =~3.28 sec. If we take n,
corresponding to f, =100 Hz then n,=[f,T]=327.
Now consider a very narrow band having k =3. We then
have a box and its mirror image with three positive and
three negative frequencies. The subspace Q@ is six dimen-
sional. Now consider the angle 6, between the initial
filter vector q, and q,,. From Eq. (3.12) we have
329

cos6y,, =% > cos(2mmn/N) .
n=327

(3.13)

This equation can be approximately solved for 6,,, when
m is small. Thus, 6, ~2amn,/N=2mm /25, where
=328 is the average n for the box. Hence the vectors
more or less rotate in a plane in a circle. For m =25 we
have 6, ,5~27 and therefore qys~qy. Thus the motion
of q, is periodic and provides the clue to ringing. Since n
is fixed for a given data segment, its scalar products with
qp and q,s are roughly same, i.e., Cy~C,s. However, as
m increases to higher values this plane slowly rotates.out
of its initial orientation and the q,, scan other directions.
We have here examined the case of a very narrow box.
The following properties hold true for a narrow box: The
vectors q,, rotate more or less uniformly in a plane for a
single or few rotations and the plane itself slowly rotates.
One rotation is completed when the timelag Am between
the initial and final vector is ~N /n,. If the central fre-
quency of the box is f, then we have the relations

1
fea

The ringing period is 1/, and the filtered output rings at
the central frequency of the box.

When the box consists of many Fourier components
(k>>1), it is advantageous to take the continuous limit
of the above discrete analysis. The discrete picture is

n.=f.T, Am=

(3.14)

[

easier to visualize geometrically while for analysis the
continuous one is more convenient. We have the
correspondences (p—m)A—71, n/T—f, ny/T—f,,
n/T—f5, 6,,+,—>06(7). The quantity 6(r) is then the

angle between g¢(¢f) and gq(t+7). Let us define
a(7)=cos6(7), then we have the relation
1 fa
al(t)=cosb(7)= cos2mfrdf
fa—fi ffl 4
=cos(27rch)SI;X , (3.15)

where X =2w7B, B=(f,—f,)/2, and f.=(f,+f,)/2.
a(r) is the normalized autocorrelation function and B is
the half bandwidth of the positive frequency box. When
7—0, a(t)—1, i.e., the angle between the filter vectors
tends to zero. When f,>>B, a(r) is then just the
cos(27f,7) modulated by the slowly varying sinc func-
tion and we recover the results of the narrow box. The
box is broadband, i.e., of full band width when B=f,. So
the quantity that decides the narrowness (or broadness) of
the box is the ratio B=B/f., 0<B=<1. We may also
define a dimensionless time in units of 1/f,, i.e., u=f,7.
In terms of these variables we have

sin27fu

27Bu (3.16)

alu)=cos2mu

We now consider two regimes when S is small and when
B is comparable to unity.

Case (i). B<<1. In this case the sinc function in Eq.
(3.16) varies on a much larger time scale than the cosine.
As u increases from 0 to 1, a(u) goes through a full cycle
starting from one maximum at u =0 to another max-
imum at u ~1. Geometrically speaking, the filter vector
describes a full rotation and at u ~1 points roughly in its
original direction. Thus the period of ringing is ~1 in
units of u or the ringing frequency f ;,, ~ f.

Case (ii). B~1. Now the effect of the sinc function
cannot be neglected. The ringing frequency now depends
on . Let the first maximum of a(u) for « >0 occur at
u=u,(B). From case (i) u,,(0)=1. As S increases, u,,
starts reducing steadily from unity. The decrease is rath-
er slow in the beginning. For 8~0.2, u,, ~0.985 and
even for B~0.4, u,, ~0.92. The ringing frequency is re-
lated to u,, by the formula f,, =f /u,. Thus, the ring-
ing frequency for relatively small values of B is still close
to central frequency but somewhat higher. We may also
define a measure for the degree of ringing as a(u,, )=p,
the value of the maximum of a(u). p is a function of B
and reduces from unity at S=0 essentially to zero when 8
reaches ~0.65. This then is the broadband limit of the
box. A wider box than this is essentially broadband.
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The quantity p appears in a bound that we can derive
on the difference in the values of the filtered output
separated by a time lag equal to the ringing period 7,,.
Let Ac=|c(t +Tﬁng)—c(t)| and Aq be the difference be-
tween the corresponding vectors. Then we have, from
Eq. (2.9a) and the Schwarz inequality,

Ac=|Aq'n|<|Aq|n]| . 3.17)

Since for the box filter the q,, are of equal length we have
to solve an isosceles triangle where the unequal angle is
the angle between the concerned vectors. Thus,
|Aq|=2V"2k /N sin[0(7y,,)/2] and from Eq. (3.17) and
the definition of p we obtain

Ac <V2k /N |n|(1—p)'7% . (3.18)

If p is close to unity as in case (i) the correlation returns
more or less to its original value and there is pronounced
ringing.

D. The chirp filter

In this subsection we basically derive an equivalent
box-filter for the chirp and obtain both p and the ringing
frequency. To achieve this we compute the angle be-
tween the filter vectors and investigate the properties of
a(u). The first maximum of a(u) as u increases from
zero will provide us with the necessary results. We start
with Eq. (2.9b) which reduces to the following due to the
seismic cutoff:

N/2—1 _
qn= >, exp[—2mimn/N]Q,f,+c.c.

g

(3.19)

The scalar product between the filters is
2 Nec
N S 10, *cos[2m(p —m)n /N]

ng

2 1 N/2—1
S g, I%cos[2a(p —m)n /N)

s

~—_—

=N A2

(3.20)

Niff”f cos(2mfT)
T3a JnT

where we have used the relation g(f,)~AQ,. The in-
tegral in Eq. (3.20) is just the autocorrelation function for
the correlation as mentioned by Schutz [10]. The norm
of the vectors is obtained by setting 7=0 in Eq. (3.20) and
performing the integration. Thus,

df b

1
Iqm‘ZZX . (3.21)

The angle 8(u) between the q, is then given by

a(u)Ecose(u)=% lwﬁ)%%—fgc—u—)dx >

where x=f/f; and u=f,7. Note that here we have
defined the dimensionless time in units of f instead of
the central frequency which is not obvious to define for
the chirp. The ringing period is that when the q,, vector
returns to the neighborhood of its initial direction and

(3.22)
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makes the least angle with the initial direction among ad-
jacent vectors. This is when a(u) reaches its second max-
imum. (The first maximum occurs at « =0). A graph of
al(u) versus u is shown in Fig. 3. The second maximum
of a(u) occurs at u=wu,,~0.79 and the corresponding
ringing frequency is

fring:1'27fs .

These parameters agree with an effective box extending
from f,=f to f,~1.55f,. The box has a bandwidth of
about 0.55f; and central frequency ~1.27f,. The pa-
rameter 3 defined in the last subsection has a value of
~0.2. From the discussion in the last section this im-
plies that f;,, ~ f.. The intensity of ringing is then

(3.23)

p=alu,,)=0.234 . (3.24)

Our simulations show that the ringing does not depend
on the other parameters of the filter £ or ®. This is be-
cause the effective box is essentially determined by the
frequency dependence of the power spectrum of the filter
which falls off as £ ~7/3 irrespective of the filter parame-
ters. Since the f /3 falloff is calculated in the stationary
phase approximation, the above results are valid within
this approximation.

The foregoing analysis shows that the ringing is regular
noise. It occurs because the chirp filter effectively narrow
bands the data which leads to a rotational motion of the
filter vectors in #". The ringing behavior of the filtered
output can be explained by considering the filtered output
as a scalar product between a fixed noise vector n and the
filter vectors q,. The troughs and crests occur according
as this scalar product is negative or positive. The ampli-

05 \
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FIG. 3. The figure shows the plot of the normalized auto-
correlation a(u) for the chirp filter as a function of the dimen-
sionless time u (in units of f; !). As u increases from O the
second maximum occurs at u,,=0.79 which determines the
ringing period. The height of this maximum is p=0.234 which
when compared with unity gives the intensity of ringing.
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tude of the ringing is large when the noise vector lies
more or less in the plane of rotation of the q, and it is
small when the noise vector is roughly orthogonal to the
plane. The plane also rotates; slowly, if the filter is nar-
row band—in one rotation of the q,, the plane does not
change much; or quickly if it is in the broadband regime.
When the time lag between two points of the filtered out-
put is large compared with the ringing period, the ampli-
tude for the ringing can differ enormously since the
planes can have vastly different orientations at the two
time lags.

In the broadband case the motion of the filter vectors
can be easily appreciated in the time domain. We have

Am+p)t —dm)—p > (3.25)

where the / component of the filter vector with time lag
m +p is the ] —p component of the filter vector with time
lag m. The time domain components are just “shifted”
into a different dimension. The important point is that
there is no rotation of the filter vectors, hence no ringing.
There are no “troughs” or “crests” in the usual sense. A
signal arriving at some time lag mA is pulled down or
pushed up according as the scalar product q,,-n is nega-
tive or positive.

The important implication of ringing is that there is
redundant information in the filtered output. The
effective bandwidth of the filter decides the number of in-
dependent samples. For the box, it is exactly the number
of positive and negative frequencies constituting the box.
In case of the chirp the effective box basically portrays
this number. This suggests the following strategy for
economizing on data storage space and data processing.
We can resample the filtered output at a coarser rate,
since the filtered output contains the necessary informa-
tion in a subset of the filtered output. We take this subset
to contain as many points as the effective bandwidth.
Thus, we resample the filtered output at a rate slower by
a factor equal to the effective bandwidth divided by the
total number of samples. This we call as optimal sam-
pling. In the following section we investigate the prob-
lem of thresholds and thresholds for the optimally sam-
pled output.

IV. THRESHOLDS AND OPTIMAL SAMPLING

In this section we consider the question of setting up
threshold for colored outputs which arise when we match
filter the raw output with chirp filters. The problem of
thresholds in general is a complex one. For example for
coalescing binaries we have a bank of filters, i.e., a set of
filters corresponding to various values of the parameters
& and ® and we must correlate each filter with the raw
output and have several filtered outputs to contend with.
As there could be covariances between these filtered out-
puts the problem of setting up a threshold for a given
false alarm probability becomes involved. Here we do
not consider this extra complication but consider just one
filter with fixed values for its parameters £ and ®. The
only parameter we allow to vary is the time lag 7.

Consider the autocorrelation of the filtered output ¢ (¢)
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when the raw data are only noise. Following Schutz [10],
we obtain

a(T)E(c(t)c(t+T))=ffw£(§j(r—271/TTfT—)

Now a(7) resembles a sinc function, which means that
the samples for small 7 are not statistically independent
but become increasingly so for large 7. Schutz suggested
defining a ‘““decorrelation time,” above which the samples
in the filtered output would be uncorrelated. Also, since
there are covariances for small time lags there is redun-
dant information in the filtered output and the necessary
information should be available in a subset of the filtered
output. As there are fewer degrees of freedom in the
filtered output, it should be possible to lower the thresh-
old. In this section we examine all these questions and at-
tempt answering them. We perform a detailed analysis
and obtain quantitative results on the decorrelation time
and optimal sampling rates.

For setting thresholds we first analyze in Sec. IV A the
standard case when all the samples of the filtered output
are algebraically independent random variables but could
be statistically dependent. More specifically, the filtered
output C,, m=0,1,...,N —1, are algebraically in-
dependent variables; i.e., there does not exist any func-
tion or functions connecting different C,,. However, the
covariance between different C,, need not vanish. First
we treat the simpler case of the uncorrelated output and
then treat the correlated case. In Sec. IV B we treat the
case when the filtered output samples are linearly depen-
dent because of narrow banding. As mentioned in the
last section the number of degrees of freedom is the
effective bandwidth of the filtered output which is less
than N. Therefore, we write a joint probability density
function on the subspace spanned by the Fourier com-
ponents constituting the narrow band. In Sec. IV we ap-
ply this analysis to the box filter and in Sec. IV D we
define an effective box for the chirp filter and obtain
thresholds.

Let us consider a data train of total length T,,,. The
data train is divided into M segments of length T. As
earlier we denote the sampling interval by A and the
number of points in each segment as N. The total num-
ber of points in the entire data train is denoted by N,,.
We have the following relations between the various
quantities:

T =MT=N_A, N, ,=MN . 4.2)

Typically, T,,,~1 yr~3X10’ sec, T~30 sec, M ~ 105,
N~3X10% N, ~3X 10 and 1/A~1 kHz. Suppose we
can afford a false alarm rate of one per year. Then the
false alarm probability Py is N'. For Gaussian noise,
each C,, is Gaussian distributed since it is a linear func-
tion of Gaussian random variables. By normalizing the
filter appropriately we can make the variance of each C,,
unity. Assuming zero mean for the noise, each C,, has
zero mean. Thus, each C,, is a standard normal variate.
Consider a data segment of N points and let i be the
threshold on the filtered output C,,. Let py(7) be the
probability that no C,, crosses the threshold on either

af . (4.1)
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side, i.e., |C,, | <7, for all m. That is py(7) is the proba-
bility of no false alarm for a data segment. Then
Pr=1—py(7n) is the probability of at least one false alarm
occurring in a data segment. Then to expect one false
alarm in the period of time T, the threshold 1 must
satisfy the equation

-1
1—po(n)= M 4.3)

The solution to Eq. (4.3) is the required threshold 7.

A. Thresholds for the linearly independent samples

Case (a). Uncorrelated output. Let us start by consid-
ering the trivial case, in order to fix notations. We define

:_1__ K 142
1(77)#‘/5; f‘nexp[ Ix*ldx

=erf

V2

_71.}
172 exp(—1in?)
n

~1— for n>>1. (4.4)

2
T

When we assume that all samples C,, are uncorrelated,
then the probability that none of the C,, cross the thresh-
old 7 is

po(m=I"), (4.52)
and the false alarm probability is given by
1/2 1..2
exp(—177)
~N2 | 2 forgss1. (45b)
T n

If we assume a false alarm rate of one in the period T,
then from Eq. (4.3) we have to solve the equation
[ 5 1/2 exp(— 1n?)

™

~(MN) '=Ng!.

For N, ~3X10! we get the threshold n~6.6. We
could have got exactly the same result by taking just a
single data train of N,, points and assuming all samples
to be independent.

Case (b). Correlated output. The above analysis can be
easily extended at least in principle to accommodate the
case of a filtered output which is correlated but algebrai-
cally independent. One simply writes a joint probability
density function for the N variables C,,:

172

deta
exp[ —3a;C;C;],

2m)N

p(C)= (4.6)

where, C is the N-dimensional vector with components
C, and q; is the inverse of the matrix (C;C;). The
probability of no false alarm is

po(‘r])zfﬂp(C)dNC ,

where 7 is the N-dimensional volume inside the hyper-

4.7)
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cube defined by

#={C/|C,|<y, m=0,1,...,N—1}. (4.8)

The threshold 7 is then obtained by solving the equation
1—po(n)~1/M.

How is this threshold related to the one of uncorrelat-
ed samples in case (a)? If a;=3;; we recover case (a).
Let us call the value of this threshold as 7,,,. The other
extreme is that all the samples are perfectly correlated
then they are like just one sample and we have to solve
the equation 1—erf(n/V'2)=1/M. This will yield a
lower value of 79 say 7,;,. Thus, in the intermediate case
the threshold would lie somewhere between 7., and
Nmax- FOr the numbers taken above 7.;,~4.5 while
nmax ~ 6' 6'

B. Thresholds for narrow-banded filtered output

In this subsection we consider a narrow-band filter
defined as follows: For n >0, define 3, =0 for n outside a
band ny<n=<k—1, and we ensure reality by taking
Q_,=Qr. For this filter we set up the problem of the
threshold in general. Since we are defining the threshold
based on false alarm probabilities we assume that the raw
output consists of noise only. Then the filtered output is
given by

n0+k—1
szﬁ > N,Qexp[2mimn /N]+c.c. 4.9)
no

The random variables here are N, which are complex.
But since we are dealing with real quantities such as the
filtered output, filter, etc., we split the complex random
variables into real and imaginary parts which are now
real random variables. The Q, merely modulate these
random variables. We rewrite Eq. (4.9) in terms of these
variables defined below:

Nn0+1:u1+”)1 )

O, +1=prexpliY))
(4.10)
b =t —2mm(ny+1)/N ,

2 KS! :
C. :F >, pilucosd,, +v;sing,,; | .
=0

We assume the raw output to be white noise with mean
zero and variance unity. Then results from Sec. IT imply
(N,>=0, {(N,NX)=NS$,,,. The real and imaginary
parts of N,, namely, u; and v; are Gaussian distributed
with means zero and have the following variances and co-
variances:

(u]):<U1>=O;

(ujp,)=0, 4.11)
<u1up>=<v1vp>=%81p .

The variance of C,, can be computed from Egs. (4.10)
and (4.11):
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k—1
azcE<C,%,)=%2 o7 (4.12)

1=0

The joint probability density function defined over @ in

terms of the 2k coordinates u; and v;, now written as two
k-dimensional vectors u, v is

1 k

-1
S (u}+v})
NS

p(u,v)= ( . (4.13)

We can now set up the problem of the threshold as fol-
lows: We look upon C,, as linear relations among #;, and
v;. Geometrically, for a given m, the equation C,, =const
represents a hyperplane in @Q. This hyperplane is orthog-
onal to the filter vector q,, since C,, =q,,'n. We set the
threshold at 7 times the standard deviation of C,,, i.e., at
7m0 ¢, then the no false alarm condition demands that
|C,,| <mo ¢ for all values of m. The relation |C,, | <no¢
geometrically represents the region V,, (7)) between the
pair of hyperplanes defined by C,, =*no . Thus,

V,.(={(u,v)EQ/|IC,|<n0c]} . (4.14)

The condition that all C,, have absolute value less than
the threshold value is then represented geometrically as
the intersection of the regions V,,(7), i.e.,

Vig)=NN=pV, (7). (4.15)

The no false alarm probability is then obtained by in-
tegrating the probability density function over V(7):

- ky, 7k
Po(n) fV(mp(u,v)d ud™ . (4.16)
The threshold is
1—po(n)=1/M.

The analysis described above is simple, in principle, but
difficult, in general, in practice. The basic reason is that
the region V() can be very awkward for a physical prob-
lem. This is so in our application of the coalescing binary
filter. The region V(7) is determined by the dynamics of
the hyperplanes C,, =const or equivalently the filter vec-
tors q,,. In the next subsection we first treat the case of
box filters which is relatively less complex. But even here
we found that we could solve the problem exactly when
the box consisted of just two frequencies. (We say a box
has k frequencies when it consists of k positive and k neg-
ative frequencies which are mirror images of each other
about the zero frequency.) In all other cases we had to
resort to computer simulations.

then obtained by solving

C. The box filter

We begin with the box filter since this problem is rela-
tively simpler to deal with than the problem of the chirp.
The problem of the box with just two frequencies can be
treated analytically and this provides invaluable insight
for tackling the more advanced problems. We obtain the

.|

Vin)= {(rg,kqg,r1,61)/0= %(r0 +r)<noc;re,r; 20;0 <kp,k; 2w
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false alarm probabilities as a function of the threshold
level 7 for the box filter and then go on to discuss optimal
sampling rates for the filtered output. In this case the
effective number of independent samples N is obvious
and is equal to the number of positive and negative fre-
quencies constituting the box. If the box consists of k
frequencies then, N_=2k and the sampling interval
Ag=NA/2k.

The box filter may be defined via the filter vectors qp,.
Then Eq. (3.10) defines a box filter with k frequencies.
We divide the discussion into two parts: (a) k =2 case, (b)
N/2Zk 23 case.

(@) k=2. The problem is to be tackled in two stages:
first we must determine ¥ (n) and second we must in-
tegrate the probability density function over V(%) to ob-
tain p,(7) and thus the false alarm probability Pr. The
subspace @ is four dimensional and V(7) is a four-
dimensional volume. The vectors u, v have two com-
ponents each and the probability density function p(u,v)
is a four-dimensional Gaussian distribution.

In Eq. (3.10), n=ng,ny+1 and hence /=0,1. Setting
pi=1, 6,=0, ¥,=0; I=0,1 in Eq. (4.10) for the box we
obtain

C,= %(uocos¢mo+vosin¢m0+u jcos¢,  +v,sing,,,) ,

(4.17)

where ¢,,o=—2mmny /N, ¢,,;=¢,0—27m /N.
Normally, the numbers N, n, are large (as in the case
of the chirp filter). In the example considered in the last
section N =28192 and n,=328. If we assume similar rela-
tions here, i.e., 1 <<ny << N the variables ¢,,; can be con-
sidered to vary continuously and we may use the methods
of calculus. We consider the family of hyperplanes
C,,=xmo. and compute their envelope. This we
achieve by eliminating ¢,,; between Eq. (4.17) and

3Cp _
a¢ml ’

[=0,1. (4.18)

In polar coordinates, defined from u;-+iv,=rexp(ik;),
1=0, 1, the envelope is given by

2

-J—V-(ro-i-rl):nac . (4.19)
This can be understood in the following way: For a given
data segment u, vy, u;, v, are fixed and C,, as a function
of m is just a sum of two sinusoids which differ by a small
beat frequency 2w/N. As m ranges over
0,1,2,...,N—1 there is exactly one beat and the max-
imum value of C,, is just the sum of the modulii ry, r;

multiplied by the factor 2/N.
The volume V(7)) is

(4.20)
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Ppo(n) is obtained by using Eq. (4.16). We scale the coor-
dinates, U=V2/Nu, V,=V2/Nv, and
R, =1/ U}+V}, so that the new variables have unit vari-
ance. Integrating over the angles, we obtain

polm= [ RoR exp[ —+(R3+R%)1dRdR, , (4.21)

where the integration region is O0<R,+R,<nV?2,
Ry,R, 20. This integral yields

Pe(n)=1—py(7)
172

=exp(—n*)+ n exp| —%nz]erf

s
2

St

(4.22)

The first term is significant for small 7 but for large 1 the
second term takes over. The second term resembles the
Rayleigh distribution. Figure 4 shows the plot of
—logoPr versus 77. The topmost curve (dashed) shows
the k=2 case. The lowest (also dashed) curve is for the
broadband k=N /2: Pp(n)=1—1I%17). We have taken
here N =256 which is small compared with usual case.
This allowed us to perform a large number of simulations
in a given amount of computer time. The simulated re-
sults almost exactly agree with the theoretically obtained
curve. The figure shows that the false alarm probability
for the k =2 case is smaller than in the broadband case at

FIG. 4. The figure displays false alarm probability curves
where —logoPr is plotted vs the threshold 7 for box filters of
various bandwidths. There are five curves corresponding to
k=2,3,10, 32, and 128. N =256 for all cases, and the least fre-
quency is n, =101 for all but the broadband case kK =128. The
various curves can be picked out by the property that as K in-
creases they move “down” in the figure implying that the false
alarm probability P, increases for a given value of the thresh-
old. The topmost k =2 and the bottommost k =128 curves are
dashed and have been obtained analytically.
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a given value of 7; or equivalently the threshold level
reduces in the narrowband case. This makes sense intui-
tively, because the filtered output depends on fewer ran-
dom variables.

The filtered output has just four degrees of freedom in
this case so that much of the information in it is redun-
dant. N_z=4 here and we may resample the output at
just four equidistant points of the filtered output. We
may again construct a false alarm probability curve with
the resampled output. We find that this agrees with the
false alarm probability Pp(n)=1—1I*n). This shows
that the four samples are independent random variables.

(b) k=3. The situation becomes more difficult for
more than two frequencies. The basic reason for this is
that there is more than one beat frequency but a single
parameter m. There does not exist in general a value of
m for which the modulii of the complex noise com-
ponents add up, i.e., the maximum value of C,, is not
necessarily the sum of the modulli, but is in general less.
Alternatively, we cannot eliminate the angular depen-
dence from the envelope and hence from the volume
V(7). This makes the volume V(n) awkward and the in-
tegration becomes intractable. We had therefore to
resort to simulations and Fig. 4 shows the results. The
solid line curves are the false alarm probability curves for
the values kK =3,10,32. The curves move ‘“downwards”
as the value of k increases which means the false alarm
probability increases as k increases, for a given 7. Also
the curves seem to converge rapidly towards the broad-
band. The k=3 curve is well separated from the k =2
curve and the k =32 curve is very close to the broadband
curve (k=128). Further our simulations show that the
false alarm probability curves are insensitive to the value
of ny, i.e., the position of the box.

We also investigated the resampling of the filtered out-
put taking 2k equidistant samples. We computed the
false alarm probability curves with the resampled filtered
output and find that they agree very well with the curves
given by P.(n)=1—[erf(1/v2)]?, which shows that the
2k samples are independent random variables.

D. The chirp filter

We divide the discussion here into two parts: (a) false
alarm probabilities, (b) optimal sampling.

(a) False alarm probability. The problem for the chirp
is even harder to tackle analytically. We do not attempt
it but try to solve the problem by performing computer
simulations. We choose the following parameters for the
simulations: N=8192, A=4X10"* sec, thus T=3.28
sec. The seismic cutoff is at f;=100 Hz and hence
n,=[f,T]=327. The length of the data segment con-
straints the duration of the chirp signal and hence the
chirp mass. We consider £ <3 sec, which means that the
chirp mass must be greater than one solar mass. One of
the aspects of our analysis is to normalize the variance of
C,, to unity, which is done by dividing out by the factor
o ¢ at some stage in the computation of the correlation.
From Eq. (4.12) o is the norm of q, which from Eq.
(3.21) is A~ 1/2=50 for the parameters chosen.

The simulations are performed on the lines of the box
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filter. We generate white noise with unit variance. This
is the raw output. We generate the chirp filter with the
chirp wave form from ¢#=0 to t=¢ sec with its instan-
taneous frequency at ¢ =0 equal to 100 Hz. For §<¢t=T
the filter is padded with zeros. We then correlate the raw
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FIG. 5. (a) The figure shows the false alarm probability curve
(solid line) —log;oPF vs the threshold 7 for the chirp with £=3
sec, N=8192, A~'=2.5 kHz, and f,=100 Hz. The dashed
curve is a reference curve for the false alarm probability if all
samples are assumed to be independent. The threshold is seen
to be slightly lowered by about 0.05. (b) The figure shows the
false alarm probability curve (solid line) with the same parame-
ters as in 4 (a) but for the resampled output. The resampling
rate is 150 Hz, 1.5 times the seismic cutoff frequency. Since
N=8192 the optimal number of samples is N.s=491. We ob-
serve that this curve coincides with the reference (dashed) curve
drawn for N4 independent samples.
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output with the chirp filter to obtain the filtered output.
We have used routines from Ref. [13] for our simulations.
We took filters with several values of £=0.5, 2.0, 3.0 sec
and we find that the results are insensitive to the value of
£. The false alarm probability is slightly less than the
broadband case of all 8192 uncorrelated samples. The
threshold is reduced by about 0.05 of the standard devia-
tion of the filtered output. Figure 5(a) shows the two
curves: the solid curve is for the chirp filter while the
dashed curve is for the broadband false alarm probability
Pr(n)=1—[erf(n/V2)]*1*

(b) Optimal sampling. Since there is difference in the
false alarm probabilities in Fig. 5(a) it is clear that we are
oversampling the filtered output. The question is by what
factor? Can we propose an effective box size for the chirp
filter so that the false alarm probability curve for the
slower sampled output coincides with the broadband
curve for the resampled output? In this subsection we at-
tempt to answer these questions.

We observe that C,, is a sum of independent Gaussian
variables and the quantity that affects the false alarm
probability curves is basically the variance of C,,. Let us
consider the following situation. Let

n
c=3X, (4.23)
i=1

where X; are independent Gaussian random variables
with mean zero and variances o, respectively. Then the
variance of C, namely, 02=37_,02. If each o;=1 then
o1 =n the number of random variables. If only k of the
X; had unit variance and others had vanishing variance
then o2 =k, the number of degrees of freedom of C. But
suppose the o; depended in some complicated manner on
i, we then define the effective number of degrees of free-
dom, or effective dimension by

1 &
290>

O max i=1

(4.24)

Neﬂ‘=

where o, is the maximum among o;.

We now apply this criterion to the chirp filter T
seconds long and determine N 4. We observe that C,, is
linear combination of Gaussian random variables whose
variances are scaled as |Q,|%. Here the key equation is
(4.12) which gives the variance of C in terms of the sum
of variances of the various frequency components. Thus
N is proportional to $p?. We must, however, normal-
ize by the largest p? and take into account the positive
and negative frequencies. For the chirp the largest p,;
occurs at the seismic cutoff, where the Fourier transform
of the filter has maximum amplitude. Thus, the max-
imum of p, is py and, therefore,

N/2—n,—1 2

Ng=2 3 |2 4.25)
1=0 Po
The p,, ~n ~7/¢ where n =n_+1 and we obtain
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7/3

N2-1 | ng

Neﬁ“:z 2 —n_
7/3

w | Ss
_2Tffx i df

=1.5f,T . (4.26)

Thus the optimal sampling rate is Az =N .;/7T which is
1.5f,. The effective bandwidth of the positive frequency
box is N.zA '=0.75f,. For f,=100 Hz, the optimal
sampling rate is 150 Hz and the number of samples in the
optimally sampled output is N.4~491. Figure 5(b) shows
that the false alarm probability curves merge together for
the resampled output and broadband curve defined by

Pp(m)=1—[erfly/V2)]" "

V. CONCLUSION

We have shown that the ringing of the correlation is
due to the effective narrow banding by the matched filter.
In the geometrical picture, the filter vectors of a narrow-
band filter execute a rotational motion as the filter is
steadily translated in time. Since the correlation in this
formalism is just the scalar product of the filter vectors
with the noise vector, which is a fixed vector for a given
data segment, the correlation rings. This also shows that
the ringing is regular noise and the problem of the signal
peak getting pulled down in the trough is not different, in
principle, from the broadband one where the signal peak
could also be pushed up or down depending on the noise
at that particular time lag. The analysis shows that the
ringing frequency is roughly the same as the central fre-
quency of the box filter if the box is not too wide, i.e., if
B=<0.4. In case of the chirp the expected value of the
ringing frequency is 1.27f,. The degree of ringing is
measured by the parameter p which lies between zero and
unity; p=0 implies no ringing, while p=1 implies strong
ringing. We use p to obtain a bound on the difference in
the values of the correlation separated by a wavelength of
the ring. For the chirp filter we show that p=0.234.

We then investigate the problem of thresholds for
detection when the filtered output is narrow banded. We
set up a formalism for this purpose and show that the
false alarm probability can be obtained by performing an
integration over a volume in the subspace spanned by the
frequency components of the narrow band. However,
these volumes turn out to be awkward in general, except
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in the case of a box filter having two frequencies. For box
filters with more than two frequencies and for the chirp
filter we resort to simulations to obtain the thresholds as
a function of the false alarm probabilities. The false
alarm probability increases as the width of the box in-
creases. We also find that these curves are insensitive to
the position of the box in the frequency space, i.e., if the
bandwidth is kept fixed but its central frequency is
varied. For the chirp we find that the false alarm proba-
bility curve does not depend on its parameters and lies
quite close about 0.05 standard deviations away from the
curve obtained by assuming all samples to be indepen-
dent, i.e., the threshold is lowered by this amount for the
colored output.

Lastly we consider optimal sampling rates and find
that for detection purposes the number of independent
samples N in the filtered output is essentially the band-
width of the effective box. For the box filter it is just the
number of real frequencies, both positive and negative,
that constitute the box. For the chirp filter we define an
effective box based on the analysis of the variance of the
correlation and find that this leads to a sampling rate of
1.5f,. For the example considered (f;=100 Hz) the
sampling rate is 150 Hz. From simulations it is found
that the false alarm probability curves for the resampled
output agree with the false alarm probability curve ob-
tained by assuming the resampled points to be statistical-
ly independent.

Note that, for the box filter, another way to approach
the sampling problem is to heterodyne. By moving the
box to zero frequency, the usual Nyquist theorem tells us
what the sampling rate we must use. The Nyquist rate is
exactly the rate we get for the box. Therefore, for the
colored chirp data, we are effectively establishing a Ny-
quist sampling rate.

Here we have treated the simpler problem where a sin-
gle chirp filter is taken and the covariances are con-
sidered for various time lags. But the actual problem of
detection involves a host of filters and there would exist
covariances between filtered outputs of different filters.
This problem we wish to investigate in the future.
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