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Zusammenfassung

Die Masse charakterisiert jedes Nuklid wie ein Fingerabdruck, da sie die Summe aller
Wechselwirkungen innerhalb des Kerns repräsentiert. Der Vergleich von experimentel-
len Daten mit theoretischen Berechnungen liefert daher wichtige Hinweise, wie gut die
Wechselwirkung der Nukleonen bereits verstanden ist. Mit Hilfe von Bindungsenergie-
differenzen wie der Zwei-Neutronen-Separationsenergie (S2n) können wertvolle Informa-
tionen über die Kernstruktur abgeleitet werden.
Die vorliegende Arbeit trägt zu der oben erwähnten Diskussion bei, indem neue hoch-
präzise Massenmessungen im schweren Massenbereich zur Verfügung gestellt werden.
Aufgrund der großen Anzahl an Nukleonen ist eine theoretische Beschreibung hier be-
sonders kompliziert. Die Messungen wurden am Penning-Fallen-Massenspektrometer
Isoltrap durchgeführt, welches sich am Isotopenseparator Isolde am Cern befindet.
Zur Massenbestimmung wurde die resonante Anregung der Zyklotronfrequenz von in
einer Penning-Falle gespeicherten Ionen über den Flugzeiteffekt nachgewiesen.
Während die neuen Massendaten für 122−124Ag den bereits bekannten Linienverlauf der
S2n Energien in dieser Region fortsetzen und die neuen Massendaten für 207,208Fr ihn
präzisieren, wurde mit Hilfe der neuen Massenwerte für 184,186,190,193−195Tl ein neuer in-
teressanter gerade-ungerade Effekt beobachtet. Der Vergleich der experimentellen Daten
mit theoretischen Modellen zeigt weiterhin starke Probleme der theoretischen Berech-
nungen, den vorhandenen Paarungseffekt korrekt wiederzugeben. Diese Phänomene sind
speziell für die Diskussion der Koexistenz verschiedener Kernformen in der Region um
das doppelt-magische 208Pb von Interesse.

Abstract

The mass is a unique fingerprint of each nucleus as it reflects the sum of all interactions
within it. Comparing experimental mass values with theoretical calculations provides
an important benchmark of how well the role of these interactions is already understood.
By investigating differences of experimental binding energies, such as two-neutron sep-
aration energies (S2n), valuable indications for nuclear-structure studies are provided.
The present thesis contributes to these studies providing new high-precision mass mea-
surements especially in the heavy-mass region. Here, nuclear theory is heavily challenged
due to the large number of nucleons. The data have been obtained at the Penning-
trap mass spectrometer Isoltrap located at the radioactive-ion-beam facility Isolde at
Cern. For the determination of the masses, the time-of-flight ion-cyclotron-resonance
technique has been applied.
While the new mass data for 122−124Ag continue existing trends in the S2n energies,
the new mass values for 207,208Fr render them more precisely. In the case of the mass
values for 184,186,190,193−195Tl a new interesting odd-even effect has been revealed. The
comparison of the measured mass values with theoretical models furthermore demon-
strates significant problems in reproducing the strength of the pairing correctly. This is
of special interest for the discussion about shape coexistence in the region around the
doubly-magic 208Pb.
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1 Introduction

What is the world made of? How did it come into existence? Humans have been
coping with these questions since the beginning of mankind: Already the prehistoric
cave paintings show us that humans were wondering about the world around them.
Later on, the Greeks claimed that the world is composed of four elements: water, earth,
wind and fire. Democritus subsequently replaced this idea by the concept of atoms
(from the Greek word atomos meaning “impartible”) as the fundamental constituents
of matter. However, after a long period, the hints for a substructure of the atoms
got more solid. Finally, at the beginning of the 20th century, Rutherford and his
colleagues finally demonstrated that atoms were almost empty by scattering α particles
from a gold foil [1, 2], which led to the conclusion that most of the mass of the atom is
concentrated in the center: The nucleus was discovered!

Nevertheless, the more detailed character of the nucleus was still unclear. Ruther-
ford assumed in his calculations the nucleus to be point-like, which served as a first
approximation. A more elaborate picture of the nuclear structure evolved after the
discovery of the neutron by Chadwick in 1932 [3] and its identification as one con-
stituent of the nucleus. Two further important steps forward in the explanation of
the inner structure of the nucleus were made by Weizsäcker: In 1935, he published
the first mass formula based on the assumption that the nucleus is composed of pro-
tons and neutrons [4] and in 1936 he characterized isomeric states (long-lived excited
states of the nucleus) for the first time [5]. However, there was another step missing
to discover the next challenge: Comparing the properties of different nuclei all over the
chart of nuclides, characteristic deviations for nuclei with certain numbers (thereafter
called “magic numbers”) of nucleons were exposed [6]: They turned out to be extraor-
dinary strongly bound, an observation which could not be explained in the framework
of the existing knowledge. This puzzling mystery was finally unraveled in 1949 when
Goeppert-Meyer and Jensen successfully transferred a shell model analogous to the
periodic chart of elements in atomic physics to the nucleus [7, 8]. With this important
step, the basic description of the nucleus was achieved.

As usual, it is the little things that cause big problems and thus, as of today with
60 years having passed, there is still a lack of a solid theory with predictive power,
especially for heavier nuclei. Two main problems can be identified: First, nuclear theory
is facing severe mathematical problems, as in most cases perturbation theory cannot be
applied due to the nature of the interaction within the nucleus. In addition, for the
use of statistical methods the number of nucleons is usually too small [10]. Second, it
is known from experiments that properties of nuclei change a lot going not only from
light to heavy ones, but also outwards from the line of stability in the nuclear chart (see
Fig. 1.1). On the one hand, this makes extrapolations and predictions quite difficult for
theory. On the other hand, to look on the bright side, it provides the chance to deduce
new information from this change of properties. To allow this deduction, experimental
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Figure 1.1: (Color) The Nuclear Chart based on nuclei which are included in the Atomic
Mass Evaluation 2011 (Ame2011) [9]. Stable nuclides are indicated in black, nuclides, whose
masses haven been measured at Isoltrap in red and nuclides, whose masses have been mea-
sured in the context of this thesis in green. The blue lines denote the calculated limit of bound
nuclei and are referred to as drip lines.

data on nuclei away from stability are essential.

A great variety of properties can be studied: half-lives, transitions and decay prop-
erties [11] as well as radii, spins and moments [12, 13], shapes [14, 15] and of course
nuclear masses [16, 17]. In the context of this thesis, the property of the nuclei chosen
for investigation is the mass.

Nuclear masses are of great importance for the discussion of nuclear structure and an
indispensable ingredient for the improvement of mass models. Despite their contribution
to nuclear-structure discussions, mass models are nowadays of particular interest in
astrophysics. Here, they are used for the prediction of nuclear masses which are out of
reach for the current measurement techniques (the “terra incognita”, see Fig. 1.1). As
pointed out earlier, due to a drastic change of properties compared to light nuclei, heavy
nuclei are of particular interest. These nuclei in particular were chosen for investigation
within this work. In comparing them to different mass models one can reveal how well
the properties of these nuclei are already understood and give hints where to improve
theory. The relevance of nuclear mass values is, however, not just limited to nuclear-
structure studies and tests of mass models: They are also important input parameters
for atomic physics, chemistry and tests of the standard model [17].

In order to determine nuclear masses as well as the other properties effectively, it is
crucial to have access to a great variety of different radioactive nuclides. Therefore,
two different techniques have been developed: the In-Flight (IF) technique [18, 19]
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and the Isotope Separation Online (Isol) technique [20].1 For the IF technique, heavy
primary particles are accelerated and directed onto a thin target of heavy elements. The
resulting high-energetic particles recoil out of the target and are then separated in-flight.
Afterwards, they can be transferred e. g. to storage rings for the actual measurements
(see Ref. [22]). Using the Isol technique, light particles are accelerated and directed onto
a thick target. Here, particles diffuse out of the target, are then ionized and accelerated.
While the IF technique is especially suitable for the production of heavy, short-lived
nuclei with high kinetic energy (several hundred keV/u), the Isol technique yields low
energy (several tens of keV in total) light and heavy radioactive ion beams with a high
ion-optical quality. Consequently, the choice of method depends on the application.
Therefore, a closer look on the application within this thesis, mass measurements, is
necessary.

Mass measurements of nuclei can be performed in numerous ways, i. e. by measuring
the time of flight [23], the bending in a magnetic field due to the Lorentz force [24]
or the revolution frequency in storage rings [25]. The highest precision to date can be
achieved with the use of Penning trap mass spectrometry. In order to reach the preci-
sion necessary for the nuclides of interest in the context of this thesis, the latter one is
the method of choice. As its name already suggests, Penning trap mass spectrometry
requires trapping of the nuclides. Consequently, a low-energy beam with low emittance
and small energy spread is favorable, which points towards the use of the Isol tech-
nique2. Hence, the measurements performed in the context of this work were ideally
suited to be carried out at the Isoltrap experiment [27] based at the Isolde facility
at Cern [28].

In the next chapter, an overview of the theoretical foundations of Penning traps
is given. An introduction to nuclear-structure theory as well as an overview of mass
models is presented in Chapter 3. The experimental setup is described in Chapter 4,
followed by a more detailed description of the control system in Chapter 5, which has
been enhanced in the context of this thesis. In Chapter 6, details on the data-analysis
and evaluation procedure are presented together with the experimental results. The
physical interpretation is given in Chapter 7. The thesis concludes with a summary of
the results and an outlook for the future.

1If one is interested mostly in neutron-rich fission products, a nuclear research reactor can be used as
well, see e. g. Ref. [21].

2Nonetheless, Penning trap mass spectrometry is also possible using the IF technique. This is done
i. e. at Shiptrap [26].

17





2 The Basics of Penning Traps

The quantity which can currently be measured with highest precision is frequency [29].
Therefore, if one is interested in high-precision mass measurements, it is obvious to
trace back mass measurements to frequency measurements. This can be achieved using
so-called Penning traps [30], which have been developed by Dehmelt [31] and are
based on an idea of Frans Michael Penning [32].

As Penning trap theory has already been widely discussed, the following chapter is
intended as a summary of selected aspects needed for further reading of this thesis. For
more details, e. g. the discussion of non-ideal Penning traps, the reader is referred to
the referenced literature, especially to Refs. [30, 33] and the references therein.

In a Penning trap, a charged particle is stored using a superposition of static mag-
netic and electric fields. In order to perform mass measurements using a Penning
trap, the mass-dependent eigenfrequencies of the stored particle are determined. Fur-
ther applications of Penning traps are aimed at the reduction of the energy and the
phase-space volume of the trapped particle (cooling) or the selective removal of un-
wanted species (cleaning). Currently, two main types of Penning traps are in use:
The (historically) first type of Penning traps is based on electrodes with hyperbolic
shapes (see Fig. 2.1 a) whereas the second type uses cylindrically shaped electrodes (see
Fig. 2.1 b).

2.1 Trapping of Charged Particles in a Penning Trap

In order to trap a charged particle, magnetic and electric fields can be used. Using the
Lorentz force, the equation of motion for a particle with charge q and mass m moving
in a magnetic and electric field becomes

m~̈r = q( ~E + ~̇r × ~B). (2.1)

A homogeneous magnetic field ~B = B ~ez alone already confines the particle radially. As
a result, it is moving on an orbit transverse to the magnetic field lines with the cyclotron
frequency ωc

ωc =
q

m
· B. (2.2)

To confine the particle in three dimensions, an electric field has to be used in addition.
For convenience, the resulting force should be harmonic [34]. Furthermore, as the radial
confinement is already provided by the magnetic field, the force should be isotropic
with respect to radial displacement. Solving the Laplace equation ∆V = 0 with these
constraints, the electric potential V (z, ρ)

V (z, ρ) =
U0

2d2

(

z2 − 1
2

ρ2
)

(2.3)
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2 The Basics of Penning Traps
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Figure 2.1: Schematic drawing of a hyperbolic (a) and a cylindrical (b) Penning trap.
A Penning trap consists, apart from the required static magnetic field, of a central ring
electrode, upper and lower endcaps and correction electrodes (not shown here) to compensate
field imperfections. The ring electrode is usually split multiple times to allow excitations (see
Section 2.2). In order to inject the particles into or eject them from the hyperbolic trap, the
endcaps contain holes in z-direction.

is obtained. Here, z and ρ denote the cylindrical coordinates and U0 the electric potential
difference between the ring and the endcaps of the Penning trap. For normalization
reasons, a parameter d is introduced and stands for the characteristic dimension of the
individual trap used. Solving consequently Eq. (2.1) for this case (see e. g. Ref. [30]), one
gets three independent motions with the eigenfrequencies

ωz =

√

qU0

md2
(2.4)

ω± =
1
2

(

ωc ±
√

ω2
c − 2ω2

z

)

. (2.5)

In Eqs. (2.4) and (2.5), ωz is referred to as the axial frequency, ω+ as the reduced cyclotron
frequency and ω− as the magnetron frequency. In order to obtain physically meaningful
results, the root in Eq. (2.5) needs to be positive. This leads to the trapping conditions

|q|
m

B2 >
2|U0|

d2
and qU0 > 0. (2.6)

Looking at the eigenfrequencies again, one can clearly see that they are connected to
each other by the following relations, some of which are important for the time-of-flight
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2.2 Manipulation of Charged Particles in a Penning Trap

ion-cyclotron-resonance (Tof-Icr) technique discussed later (see Section 2.4):

ωc = ω+ + ω− (2.7)

ω2
z = 2 ω+ ω− (2.8)

ω2
c = ω2

+ + ω2
z + ω2

−. (2.9)

Additionally, one can derive an order of the frequencies, which is in case of Penning
traps used for high-precision mass spectrometry usually

ωc & ω+ ≫ ωz ≫ ω−. (2.10)

This relation is especially important for the experimental determination of eigenfrequen-
cies (see Section 2.4).

Another important information can be extracted from a Taylor expansion of the
magnetron frequency ω− (Eq. (2.5)), giving

ω− ≈ U0

2d2B
, (2.11)

which leads to the result that the magnetron motion is in first order independent of the
mass of the particle. This is of particular interest for the removal of contaminations
discussed later (see Section 2.3).

In addition (or as an alternative) to the classical ansatz chosen above, the trapped
particle can be fully described using quantum mechanics. In particular, this is convenient
when investigating the energy of the captured particle. By solving the Schrödinger
equation in case of a particle without spin [30], the three energy eigenvalues Ez and E±

corresponding to the different eigenmotions are obtained1. The energy E of the whole
system is consequently the sum

E = Ez + E+ + E− = ~ωz

(

k +
1
2

)

+ ~ω+

(

n +
1
2

)

− ~ω−

(

l +
1
2

)

, (2.12)

where k, n, l are the corresponding quantum numbers. It is important to state that
the magnetron term has a negative sign, as one can see from Eq. (2.12). Thus, the
magnetron motion is unbound.

2.2 Manipulation of Charged Particles in a Penning Trap

Depending on the technique used for mass determination, changing the energy and thus
the motion of the trapped particle is either convenient (in order to improve the signal-
to-noise ratio) or necessary. Furthermore, selective cleaning or cooling of a particle can
only be achieved by making use of such a manipulation. Excitations at the frequency
of an eigenmotion or at a sum of them are one possibility to perform this task. For
a manipulation of the magnetron or cyclotron motion, a radio-frequency (rf) field is
applied to the split ring electrode. For a manipulation of the axial motion, the rf field is

1To account for a particle with a non-zero spin, a corresponding eigenvalue has to be added. For a
particle with spin 1/2, this can be found in Ref. [30] as well.
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Figure 2.2: (Color) Schematic view (top) of a dipole (a) and a quadrupole (b) excitation.

applied to the endcaps of the Penning trap. Thus, the quantum number of the trapped
particle can be changed. Most used are dipole and quadrupole excitations, which are
explained in more detail below.2

2.2.1 Dipole Excitation

A dipole excitation at the frequency of an eigenmotion can be used to manipulate the
corresponding eigenmotion. In order to achieve this, an rf field with an amplitude Ud, a
frequency ωrf and a phase φrf is applied to two opposing segments of the ring electrode
(see Fig. 2.2 a). In case of an excitation in x-direction, the field Ex is then described by

~Ex(t) =
Ud

a
cos (ωrft − φrf) êx, (2.13)

with a being a factor depending on the trap geometry.
As thus the radius of the motion can be increased, this excitation is in general used

for the removal of unwanted particles (see Section 2.3).

2.2.2 Quadrupole Excitation

Using a quadrupole excitation at the sum frequency of two eigenmotions, these two
motions are coupled and energy is transferred from one to the other. The rf field
is applied to two opposing electrodes with the same phase and to the perpendicular

2Recently, octupole excitations have been investigated as well, but as they were not used for the
measurements presented in this thesis, the interested reader is referred to Ref. [35] and the references
therein.
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2.3 Ion Cooling and Cleaning in a Penning Trap

electrodes with a phase shift of 180◦, respectively (see Fig. 2.2 b). It is described by

~Ex(t) =
2Uq

a2
cos (ωrft − φrf) y êx (2.14)

~Ey(t) = −2Uq

a2
cos (ωrft − φrf) x êy. (2.15)

Quadrupole excitation is used for cooling and cleaning processes in a Penning trap (see
Section 2.3) and for the determination of the eigenfrequencies of the stored particles (see
Section 2.4).

2.3 Ion Cooling and Cleaning in a Penning Trap

As introduced in the beginning of Section 2, cooling in a Penning trap aims at reducing
the phase-space volume of the trapped particle ensemble whereas cleaning means the
removal of unwanted species. Both aspects are especially important when dealing with
radioactive ions.

In the context of this work the technique used for these purposes is the mass-selective
buffer-gas cooling [36], which will be described hence in greater detail: As the name
already suggests, the Penning trap is filled with a buffer gas. In this buffer gas, the
trapped particles are moderated by colliding with the gas molecules. Due to its high
ionization energy, usually a noble gas (typically helium) is used. The force acting on a
particle in the buffer gas can be described by

~F = −δm~v, (2.16)

with m being the mass and ~v the velocity of the particle to be cooled. The damping
coefficient δ is in this case [37]

δ =
q

m

1
Kion

p/pN

T/TN
. (2.17)

Here, Kion represents the mobility of the ions, p/pN the buffer-gas pressure relative to
the normal pressure and T/TN the temperature relative to normal temperature.

A motion with the initial amplitude ρ0 is damped according to

ρ(t) = ρ0 e−αt. (2.18)

The axial motion in a Penning trap is damped with α = δ. Hence, it is cooled by simply
waiting until the desired amount of energy has been dissipated. For the cyclotron (+)
and magnetron (−) motion, α is equal to

α± = ±δ
ω±

ω+ − ω−

. (2.19)

So with time, the cyclotron motion is damped away, but the magnetron motion increases
in radius (see Fig. 2.3 a). With ω+ ≫ ω− (see Eq. (2.10)) it follows that |α+| ≫ |α−|
as well. Thus, the decrease of the cyclotron radius is much faster than the increase in
magnetron radius.
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Figure 2.3: Simulated ion trajectories in a buffer gas atmosphere transverse to the magnetic
field. In (a), a fast decrease of the (smaller) cyclotron radius and a slow increase of the
(larger) magnetron radius due to collisions with the buffer gas is visible. In (b), a quadrupole
excitation is applied to convert the magnetron motion into cyclotron motion. The magnetron
as well as the cyclotron motion decrease and the particles are centered (taken from [17]).

In order to turn this feature into a cooling process for both motions, one uses as a first
step a dipole excitation at the magnetron frequency, which is nearly mass independent
according to Eq. (2.11). Consequently, all particles are excited to a larger magnetron
radius. This radius has to be larger than the exit hole in the endcap of the trap
electrodes. In a second step, a quadrupole excitation at the cyclotron frequency νc

of the desired particles is applied. For the particles in resonance, this couples the
magnetron and cyclotron motion, which leads to a conversion of the magnetron energy
into reduced cyclotron energy. Thus, the magnetron radius of these particles decreases
and, as the cyclotron motion is being damped away quickly in the buffer gas, the particles
are effectively re-centered (see Fig. 2.3 b).3 Non-resonantly excited particles stay on the
larger magnetron radius, which increases even further due to the collisions with the
buffer gas. Upon axial ejection from the trap, the non-centered particles are blocked as
they hit the endcap electrode. Thus, cleaning is achieved. This whole process takes on
the order of some tens to some hundred milliseconds depending on the mass resolution
aimed for.

If the mass of the unwanted species in the trap is well known, one can also apply a
dipole excitation at the reduced cyclotron frequency: By consequently increasing the
radius of the reduced cyclotron motion, one can drive the particles out of the trap center
and make them hit the trap electrodes. However, due to the mass dependence of the
reduced cyclotron frequency, a separate rf excitation is needed for each species to be
removed.

3One has to ensure by using a suitable amplitude for the quadrupole excitation that the conversion
of the two motions is faster than the increase of the magnetron radius due to the collision with the
buffer gas. Otherwise no re-centering is possible.
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2.4 Determination of the Cyclotron Frequency

In the context of this thesis, the time-of-flight ion-cyclotron-resonance (Tof-Icr) de-
tection technique [38] (see Fig. 2.4 a) is used for the determination of the mass of the
captured ions in the trap and hence is described in more detail.
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Figure 2.4: The time-of-flight ion-cyclotron-resonance technique (a) and a simulated time-
of-flight resonance (b).

Assuming a particle captured in a Penning trap with the axial motion damped away
and thus only motions in the radial plane left, the mean magnetic moment of this particle
is calculated as [21]

~µ = −µ ~ez = −q

2
(ρ2

+ω+ + ρ2
−ω−) ~ez. (2.20)

Furthermore, the energy of the particle due to its magnetic moment in the magnetic
field is calculated as

E = −~µ · ~B (2.21)

If the particle is now ejected out of the trap (and thus out of the magnetic field) towards
a detector (see Fig. 2.4 a), it experiences a force F in z-direction due to the magnetic
field gradient according to

~F = −~∇E = −µ
∂B

∂z
~ez. (2.22)

This force causes a change of the time of flight towards the detector depending on the
magnetic moment of the particle. As one can see in Eq. (2.20), the magnetic moment
itself is dependent on the amplitudes of the radial eigenmotions. The time of flight
towards the detector is smaller the more energy is stored in these motions, as the radial
energy is converted to axial energy in the magnetic field gradient. However, assuming
the same radii for both motions (ρ+ = ρ−), the energy stored in the cyclotron motion
is much larger because of ω+ ≫ ω−.

The Tof-Icr method makes use of this principle for the determination of the cy-
clotron frequency: By using first a dipole excitation at the magnetron frequency to
increase the magnetron radius and then a quadrupole excitation at the cyclotron fre-
quency, the energy from the magnetron motion can be converted to the cyclotron motion
(see Fig. 2.5). In case of a resonant excitation on νc, this energy transfer is more effi-
cient and thus, the time of flight to the detector is minimal. The typical line shape of
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Figure 2.5: Simulated ion trajectories transverse to the magnetic field with an applied
quadrupole excitation at νrf = νc. A pure magnetron motion is converted into a pure cy-
clotron motion. (a) shows the first half of the conversion and (b) the second half. The initial
radius of the magnetron motion is the same as the final radius of the cyclotron motion (taken
from Ref. [17]).

the recorded times of flight depending on the excitation frequency νrf (usually called “a
Tof resonance”) can be seen in Fig. 2.4 b. It is based on the Fourier transformation of
the rectangular excitation signal profile with the width of the resonance being inversely
proportional to the excitation time.

The time of flight from the trap center z = 0 to the detector at z = zdet depending
on the excitation frequency ωrf can be calculated by

T (ωrf) =
∫ zdet

0

√

m

2(E0 − qU(z) − µ(ωrf)[B(z) − B(0)])
dz, (2.23)

with E0 being the kinetic energy of the particle at the trap center and U(z), B(z)
the electric and magnetic fields along the z-axis, respectively [38]. This calculation of
the time of flight allows a detailed fit to the recorded data points. Thus, the cyclotron
frequency of the particle can be determined allowing in turn via Eq. (2.2) the calculation
of its mass (see Section 6.1 for more details).

26



3 Nuclear Structure and Mass Models

After the discovery of the nucleus by Rutherford and his colleagues [1, 2], the hunt
for a description of the nuclear structure started. As α particles had been observed to
be emitted from some nuclei, first ideas assumed them to be the constituents of the
nucleus [39]. Based on this idea, Gamow suggested to characterize the nucleus as a
liquid drop [39, 40], making it composed of an incompressible fluid with homogeneous
density and strong surface tensions. After the discovery of the neutron in 1932, which
changed the picture of the nucleus completely, the first breakthrough in the description
of the nucleus could be reached: Weizsäcker transferred the liquid-drop model to a
nucleus being composed of protons and neutrons and consequently managed to provide
for the first time a promising reproduction of nuclear binding energies and thus mass
values [4]. The first usable mass formula was born!

Already at this time, evidences for a shell structure of the nucleus in analogy to the
shell model in atomic physics were discussed [41, 42]. The origin of this discussion was
the fact that nuclei with an even number of protons or neutrons turned out to be bound
more strongly. This was then called the pairing effect. Consequently, a shell structure
based on two protons or neutrons in each shell (according to the Pauli principle) was
suggested. In the liquid-drop mass formula, however, this assumed shell structure was
only interpolated based on the binding energies of nuclei with even numbers of protons
and neutrons. In 1948, Goeppert-Mayer summarized all experimental evidences for
closed shells at the magic numbers 20, 50, 82 and 126 so far [6], thus triggering a new
discussion about a possible shell structure of the nucleus.

The next breakthrough in nuclear structure came shortly after, when she and Jensen
succeeded in deriving a shell model for the nucleus. The basic assumptions of this
shell model are a single-particle potential with “a shape somewhat between that of
a square well and a three-dimensional isotropic oscillator” [44] in which the particle
moves independently, and a strong spin-orbit coupling [7, 8]: With the orbital angular
momentum l, the spin s and the total angular momentum j = l±s = l±1/2, the energy
of the j = l + 1/2 level is significantly decreased due to the strong spin-orbit coupling
(see Fig. 3.1). With the spin-orbit coupling proportional to l, a shell gap, defined as two
consecutive levels with a large difference in energy, appears after each first occurrence
of a higher l.

Within this model, referred to as Independent Particle Model (Ipm), not only the
observed magic number could be reproduced and hence explained, but also the pairing
effect and many observations of nuclei regarding spins, magnetic moments and isomers
[44]. However, as no nucleon-nucleon interaction is included in this model, discrepancies
occur. Consequently, they have to be either added “on top”, which is done in up-to-date
shell-model calculations as residual interactions, or incorporated from the beginning into
the single-particle potential, which is part of the mean-field approaches discussed in the
context of (microscopic) mass models in Section 3.4.2.
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Figure 3.1: Shell-model level scheme. The first column shows the single-particle potential
levels, the second the levels resulting from strong spin-orbit coupling. The magic numbers at
each shell gap are given in the last column. Adapted from [43].
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3.1 Binding Energies

In order to understand the structure of the nucleus, different parameters can be studied.
One of these is the binding energy, as it represents the sum of all interactions within
the nucleus. According to Einstein’s famous equation [45]

E = m · c2 (3.1)

the binding energy which is released during the formation of the nucleus results in a
mass of the nucleus mnucl, which is less than the sum of the masses of its constituents.
This effect is called mass defect. The binding energy B of a nucleus with mass mnucl

can be calculated in terms of the mass as

B(N, Z) = [N · mn + Z · mp − mnucl(N, Z)] c2, (3.2)

with N being the number of neutrons, Z the number of protons and mp and mn the mass
of the proton and of the neutron, respectively. Consequently, the mass allows studying
the systematic behavior of the binding energy as a function of different numbers of
nucleons. Useful quantities for this study are e. g. the binding energy of the last neutron
Sn (neutron separation energy) or of the last two neutrons S2n (two-neutron separation
energy) defined as

Sn = B(N, Z) − B(N − 1, Z) (3.3)

S2n = B(N, Z) − B(N − 2, Z). (3.4)

The proton separation energies can be used as well and are calculated likewise.
One example of these energies is shown in Fig. 3.2 for cadmium isotopes. For both

energies, a sudden drop occurs around N = 50 and N = 82, marking a shell closure. For
the two-neutron separation energy, one sees a smooth decrease (Fig. 3.2 b), whereas in
case of the (one-)neutron separation energy, an odd-even staggering due to the pairing
effect is visible (see Fig. 3.2 a and Section 3.2). Furthermore, one can see that the pairing
effect is roughly half as big as the drop due to the shell closure. Hence, both effects are
on the same order of magnitude.

From these separation energies, characteristics of the nuclear mass surface can become
visible. This allows assumptions concerning the underlying structure of the nucleus,
like the appearing of shell closures (resulting in a sudden drop as visible in Fig. 3.2)
or deformations (which would be visible as a bump). However, with binding energies
always representing the complete interaction, one has to be careful as the sum of different
effects may compensate one another leaving no visible effect.

Making use of the separation energies, the limits of bound nuclei can be determined as
well [16]. If one adds a further nucleon to gain a nucleus beyond this limit, the nucleon
“drips” out again, giving rise to the name drip line for a plot of these nuclei in the
nuclear chart (see Fig. 1.1). In case of the one-nucleon separation energies, the drip line
is defined by Sn,p = 0. For the two-nucleon separation energies, it is defined in analogy
by S2n,2p = 0. The drip line can be calculated for both types of nucleons, neutrons
and protons, each based on the one-nucleon or two-nucleon separation energies. In case
of choosing the one-nucleon separation energies as a starting point, the pairing effect
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Figure 3.2: One- (a) and two-neutron separation energies (b) of the cadmium chain from
N = 50 to 82. In case of Sn and S2n values, open circles denote values already included in
the Atomic Mass Evaluation 2003 (Ame2003) [46] and closed circles denote values including
recent mass measurements [46–50].

already visible in Fig. 3.2 a shows up. Hence, in Fig. 1.1 the drip line was calculated
using the two-nucleon separation energies.

3.2 Pairing Effect

Already in 1932 Heisenberg observed that nuclei with an even number of neutrons
or protons are particularly stable [41, 42]. This phenomena is explained by means of
the Pauli exclusion principle in combination with the strong interaction: Due to the
attractive force, two nucleons are most bound when their spatial wave functions are
identical. However, due to the symmetry of the spatial wave function with respect
to an exchange of the two particles in this case, their spin wave functions have to be
antisymmetric. Therefore, pairs of nucleons with minimal spin are preferred. This
is different to atomic physics, where, due to the repulsive electric force between the
electrons in the atom, asymmetric spatial wave functions and hence a maximum spin
configuration are favored.

As there are two types of nucleons, three different types of pairing can occur: First,
pairing between neutrons, second pairing between protons, and third pairing between
an unpaired proton and an unpaired neutron. However, the pairing between proton and
neutron is different to the other two cases as the nucleons are in general not in the same
orbits. The contribution of the pairing effect to the binding energy can be quantified
using the neutron paring gap ∆N, the proton paring gap ∆Z and the proton-neutron
interaction energy δ. Throughout the nuclear chart, a quite smooth behavior of the
pairing gap energies is seen [51]. Defining therefore a smooth mass surface using the
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masses of the even-even nuclei as M0(N, Z)

Meven-even(N, Z) = M0(N, Z), (3.5)

the masses of the odd-even and odd-odd nuclei can be approximated via the pairing
gaps

Meven-odd(N, Z) = M0(N, Z) + ∆Z (3.6)

Modd-even(N, Z) = M0(N, Z) + ∆N (3.7)

Modd-odd(N, Z) = M0(N, Z) + ∆Z + ∆N − δ. (3.8)

Nevertheless, one has to note that the strength of all these pairing effects is not constant
but decreases with increasing mass number A. Furthermore, especially for small nucleon
numbers (A < 16), close to the N = Z line, and around the shell closures this smooth
behavior of the mass surface is no longer present and hence especially interesting for
investigation.

3.3 Isomerism and Shape Coexistence

In several cases, it is possible to measure two different mass values belonging with-
out doubt to one nucleus. This phenomena was first discovered by Otto Hahn in
1921 [52], but the nature of these experimental findings had not been understood until
Weizsäcker interpreted them in 1936 as metastable excited states of the same nucleus
[5]. These states were then called isomers.

The name is taken from chemistry, where isomers consist of the same particles, but
form a different shape. However, there is an important difference: In chemistry, the
binding energies of two isomers are basically the same. In contrast, the excitation
energies of nuclear isomers have been observed to span a huge range from several eV
(like in case of 229Th) up to several MeV (like 147Gd) [53].

Half-lives of isomers differ on an even larger scale: While there is no strict definition
how long the half-life of nuclear state has to be in order to qualify as an isomer, 1 ns is
usually regarded as a lower limit [54]. On the other side of the scale, one finds isomers
with half-lives > 1015 years, namely 180Ta (with the ground-state being surprisingly
rather short-lived with 8.1 h) [53].

Looking at their distribution over the nuclear chart, long-lived (t1/2 > 1 ms) and
highly-excited (Eexc > 1 MeV) isomers are found largely around the magic numbers.
However, a large number of even longer-lived isomers (t1/2 > 1 hour) is seen in the
region around N = 108 and Z = 72 [54].

Different from de-excitations of metastable states in atomic physics, which can happen
quickly by collisions with other atoms, nuclear isomers usually de-excite via spontaneous
emission as there are in general no collisions of nuclei. Different types of isomers have
been observed, especially shape isomers, where the excited states differ simply in the
shape of the nucleus, and spin isomers, where ground-state and isomer differ in spin. The
decay of the most-common spin isomers usually happens via electromagnetic processes,
but other examples are known as well. A very fascinating aspect of isomer research is
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the vision of a γ-ray laser [54].

In the case that two states of a nucleus differ in shape, but not much in energy and
the half-life of the excited state is not long enough to be qualified as “metastable”, this
phenomena is referred to as shape coexistence [15].

3.4 Mass Models

At present, mass models describing nuclear masses serve two main purposes: First, they
are aimed at understanding the influences of the different terms of the interaction within
the nucleus. Therefore, the measured mass values are reproduced as well as possible and
then compared again to the experimental values or to other, different mass models. From
the differences one can extract valuable information on the missing effects in the nuclear
interaction. Second, mass models are made in order to predict masses of nuclei for which
no experimental values are available as they are not naturally occurring and cannot be
produced at radioactive beam facilities so far. This is especially the case for neutron-rich
nuclei far away from stability (the “terra incognita” as already mentioned before, see
Fig. 1.1). However, these nuclei are of particular interest for the explanation of nuclear
synthesis: Only the synthesis of nuclides up to the region of 62Ni can be explained by
fusion in a star as up to these nuclides the binding energy per nucleon increases (see
Fig. 3.3). For heavier nuclides other concepts like the rapid- or slow-neutron-capture
process (r-process or s-process respectively) as well as the proton-capture process (p-
process) are necessary [55–57]. The explanation of the natural abundances of elements
via these processes as well as the identification of their place of occurrence (e. g. in
supernova explosions) relies heavily on predicted masses.

Different approaches have been chosen to describe the mass of nuclei: The starting
point was the semi-empirical liquid-drop mass model derived by Weizsäcker, which is
a so-called macroscopic mass model, as it focuses on macroscopic aspects of the nucleus
like surface tension [4]. In order to achieve a more fundamental description, the detailed
forces within the nucleus have to be taken into account using quantum mechanics. This
approach led to the development of microscopic mass models. However, as the comput-
ing power required for these models has not been sufficient for calculations on heavy
nuclei, a combination of both approaches, a macroscopic treatment with microscopic
corrections was developed: the macroscopic-microscopic- or mic-mac mass models.1

In order to compare the different mass models with respect to the reproducibility of
the measured masses, one makes use of the root-mean-square (rms) deviation

σrms =

√

√

√

√

1
n

n
∑

i=1

(

mexp
i − mtheo

i

)2
, (3.9)

with mexp
i representing the experimentally determined mass, mtheo

i the mass predicted
by the corresponding model and n the number of mass values included.

1 For a more detailed discussion of mass models going beyond the information given in this thesis, the
interested reader is referred to Ref. [16] and the references therein.
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Figure 3.3: Plot of the binding energy (E) per nucleon versus number of nucleons A for
stable nuclides included in Nubase2003 [53]. The nuclide with the largest binding energy
per nucleon is 62Ni. The synthesis of elements up to this region can be explained by fusion
in a star. For heavier nuclides, other concepts are needed. These concepts rely on mass
values which cannot be measured and thus need to be extracted from mass models. The line
is intended to guide the eye.
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3.4.1 Macroscopic Mass Models

For the justification of using macroscopic models and not directly focusing on micro-
scopic models, one can quote Weizsäcker [4] when proposing the liquid-drop mass
formula:

„Da die Ruhenergien [...][von Protonen und Neutronen] groß sind gegen
die Bindungsenergien der Kerne, sollte man ihre Bewegung im Kern in erster
Näherung nach der unrelativistischen Quantenmechanik beschreiben können.
Wenn die Kräfte zwischen den Elementarteilchen bekannt wären, müßte es
also im Prinzip möglich sein, die Bindungsenergien, d. h. die Massendefekte
aller Atomkerne zu berechnen. Da die Versuche, diese Kräfte direkt theore-
tisch zu bestimmen, noch nicht zu eindeutigen Ergebnissen geführt haben,
sind wir vorläufig auf den umgekehrten Weg angewiesen: auf die Ableitung
der Kernkräfte aus den empirisch bekannten Massendefekten.“

“As the rest energy of [...] [protons and neutrons] is large if compared to
the binding energies of the nuclei, it should be possible to calculate their
movement within the nucleus by using non-relativistic quantum mechanics
in first approximation. If the forces between the elementary particles were
known, it should be possible, in principle, to calculate the binding energies,
i. e. the mass defects of all nuclei. However, as the efforts to determine these
forces theoretically have not yet led to clear results, we have to use the
reversed way for the moment: the derivation of the nuclear forces from the
empirical known mass defects.”2

Unfortunately, almost 80 years later, the basic statement is still true: It is still not
possible to calculate binding energies ab initio [16]. Thus, the semi-empirical mass for-
mula developed by Weizsäcker is still one important starting point for the calculation
of binding energies. It was slightly modified later-on to its present form [16, 58, 59]

E = avolA − asfA
2/3 − 3e2

5r0

Z2

4πǫ0
A−1/3 + (asymA + assA

2/3)I2, (3.10)

with I = (N − Z)/A being the charge-asymmetry parameter. The first term takes
into account the increase of binding energy with increasing nucleon number (volume)
and the second term the decrease due to the nucleons at the surface being less bound
(surface tension), both accounting for the short-range nuclear force. The third term
represents the repulsive influence of the infinite-range Coulomb force. The forth term
is a correction term to the volume and surface term: It takes into account that both
terms are dependent on the neutron-proton composition of the nucleus. Weizsäcker
also described a possibility of taking into account pairing effects by interpolation [4].
However, as this is already a microscopic correction, it is omitted in Eq. (3.10).

In order to draw any predictions from this formula, its variable parameters avol, asf,
asym, ass and r0 need to be fixed. This is done by fitting them against a collection

2The language of the original publication is German. The English translation was done by the author
of this thesis.
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3.4 Mass Models

of known masses. A resulting set of fit parameters can be found in Tab. 3.1. The
initial parameters for this fit were taken from Ref. [16] and had been based on the 1768
measured mass values with N, Z ≥ 8 included in the Ame1995 [60]. The final set of
parameters shown in Tab. 3.1 has been obtained by re-fitting them against the 2149
measured nuclides with N, Z ≥ 8 included in the Ame2003 [46]3. As a fit routine, a
nonlinear least-squares Marquardt-Levenberg algorithm included in the program
gnuplot [61] has been used.

Table 3.1: Set of fit parameters obtained for the liquid-drop model as described by Eq. (3.10)
using a nonlinear least-squares Marquardt-Levenberg algorithm. The parameters have
been re-fitted against the 2149 measured nuclides with N, Z ≥ 8 included in the Ame2003
[46]. As a starting point for the fit, the parameters obtained in Ref. [16] using Ame1995 data
were chosen.

parameter value

avol 15.67 MeV
asf 17.60 MeV

asym −26.27 MeV
ass 17.10 MeV
r0 1.227 fm

With a resulting rms deviation of σrms = 2.89 MeV (a compilation of the σrms for
different mass models can be found in Tab. 3.2), the liquid-drop model is surpassed
by the more complex and up-to-date models discussed later. Nevertheless, taking into
account its date of origin, its simplicity and the fact that it only makes use of five fit
parameters, this is a remarkable achievement.

Table 3.2: σrms for different mass models with respect to the AME2003 [46]. The models
chosen provide a complete mass table and were fitted against the nuclides included in the
Ame2003. The total number of parameters is denoted by n.

Modell n σrms in MeV

liquid drop 7 2.894
HFB-19 30 0.583
HFB-20 30 0.583
HFB-21 30 0.577

D1M 14 0.798
Frdm-2012 38 0.570

3.4.2 Microscopic Mass Models

In order to explain the forces within the nucleus and not only describe the resulting
nuclear masses, the development of microscopic models is essential. In addition, clear
deviations between the masses calculated using the liquid-drop mass formula and the

3Re-fitting the parameters against the 2294 nuclides with N, Z ≥ 8 included in the Ame2011 [9] yields
parameters which agrees within their respective uncertainties with the values shown in Tab. 3.1.
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Figure 3.4: Differences between the binding energies predicted by the liquid-drop model
(Eq. (3.10)) and the experimental values [46]. (a) shows the differences depending on the
neutron number N and (b) depending on the proton number Z. Clear deviations for the
numbers 28, 50, 82 and 126 are visible, thus motivating the development of microscopic mass
models.

experimental values for the nuclide numbers 28, 50, 82 and 126 (see Fig. 3.4) demonstrate
the need for models taking into account shell effects for an improved reproduction of
nuclear masses.

As already mentioned before, the first attempt in this field was the Ipm. For the
single-particle potential, the use of a harmonic potential is convenient as the result-
ing Schrödinger equation can be solved analytically. Nevertheless, a more precise
description is provided using a Woods-Saxon potential [62], which is composed of a
spin-independent central potential, a potential taking into account spin-orbit interac-
tions and the Coulomb potential [63]. Making use of the Ipm, the occurrence of the
observed magic numbers can be explained and hence many spectroscopic observations.
However, the calculation of useful mass values is not possible with such a model, since
all many-body interactions are neglected. This deficiency lead to the search for a micro-
scopic model based on realistic interactions to calculate masses. Unfortunately, these
models are still limited to light nuclei. This gave rise to the development of micro-
scopic models based on effective forces, which take two- and three-body interactions
into account, but average them to a mean field. They are thus referred to as mean-field
calculations [64].

Realistic Interactions

The first, basic ingredient for a microscopic model based on realistic interactions is the
non-relativistic static Schrödinger equation

HΨ = EΨ. (3.11)

As a second ingredient, the interaction between the nucleons has to be used. As a
derivation ab initio from Quantum Chromodynamics (Qcd) is still not possible, these
interactions have to be fitted to experimental data [65, 66].
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Figure 3.5: The schematic nucleon-nucleon potential. The potential is around 1 fm (indicated
by a dashed line) strongly attractive and starts becoming repulsive for distances smaller than
0.5 fm due to the hard core. The potential depth is slightly smaller than 100 MeV.

The major part of the interaction between the nucleons comes from the nucleon-
nucleon interaction Vij , which is shown in Fig. 3.5. It is fitted to nucleon-nucleon scat-
tering data and to properties of the simplest known two-nucleon system, the deuteron.
One example for this kind of interaction is the Argonne V18 [67, 68]. Nevertheless, the
sole use of two-nucleon (2N) interactions leads only to systematic underbound nuclei
[67]. Consequently, a three-nucleon (3N) interaction Vijk like the Illinois-7 is added in
addition [69]. In contrast to the 2N interaction, the 3N interaction cannot be fitted to
scattering data because of its small effect relative to the 2N interaction and too few data
available. Thus, it has to be derived phenomenologically by comparing the calculated
results with experimental data [69, 70].

Including the kinetic energy as well as the 2N and 3N interactions, the Hamiltonian
results in

H =
A
∑

i=1

p2
i

2mi
+

A
∑

i<j

Vij +
A
∑

i<j<k

Vijk. (3.12)

Solving the Schrödinger equation in this case turns out to be quite difficult: Due
to the short-range repulsion of the nucleon-nucleon force (see Fig. 3.5), perturbation
theory is rather difficult and the massive increase of complexity with growing mass
number A requires a substantial amount of computing power [16]. This currently limits
the applicability of this method to light nuclei with A ≤ 12. However, within these
limits, nuclear energies and levels can be reproduced quite well [69].

In addition to the non-relativistic approach discussed above, there are also relativistic
approaches such as the CD-Bonn model treating the nucleons as Dirac spinors [71, 72].
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3 Nuclear Structure and Mass Models

However, 3N forces are not yet included in this model giving rise to discrepancies
similar (but smaller) to the ones already mentioned for the non-relativistic approach.
In addition, the calculation are limited as well to light nuclei.

Mean-Field Calculations

With the nuclear many-body problem being somewhat difficult to solve ab initio as
mentioned above, and thus presently unsuitable for the calculation of masses of heav-
ier nuclei, one tends to modify the independent particle model to include many-body
interactions as well.

Therefore, one averages the many-body interactions to a mean field [64, 73]. Using
an effective two-body interaction4 V eff

ij , the Hamiltonian changes to

Heff =
A
∑

i=1

p2
i

2mi
+

A
∑

i<j

V eff
ij . (3.13)

The interaction most frequently used as an ansatz for V eff
ij is the so-called Skyrme

force [74]. A more recent alternative to the Skyrme force is the Gogny force [75]: In
contrast to the infinite-range Skyrme force, the Gogny force has a finite range, which
makes it more realistic on the one hand, but on the other hand way more difficult to
calculate. Both forces have in common that they use a number of parameters, which
have to be fitted to experimental data.

As a consequence of now using an effective interaction and treating the nucleons as
independent particles, the many-body wave function Ψ has to be approximated by a
product Φ of A single-particle wave functions φi. Hereby, one has to bear in mind, that
nucleons are fermions. Consequently, the resulting wave function has to be antisymmet-
ric with respect to the exchange of two particles according to the Pauli principle. This
is ensured by using the Slater determinant

Ψ → Φ = det {φi}. (3.14)

For solving the resulting Schrödinger equation the Ritz variational principle is
used, which is in turn based on the Hamiltonian principle. Hence, the ground-state
energy E0 is approximated by variation of Φ with

〈Φ|Heff|Φ〉 ≥ E0 ∀ Φ. (3.15)

In this approach, the Schrödinger equation is re-formulated by means of a functional
derivative δ to

δ

δΦ
〈Φ|Heff|Φ〉 = 0. (3.16)

For actually solving Eq. (3.16), the Hartree-Fock method is used: Substituting the
Slater determinant (3.14) into Eq. (3.16), the so-called HF equations

hi(φi) φi = eiφi (3.17)

4For simplicity, from here on only a two-body interaction is taken into consideration.
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are derived. Here, hi denotes the single-particle Hamiltonian including the mean field
averaged from the effective interaction V eff

ij and ei the single-particle energy. These
equations have to be solved iteratively for two reasons: First, the HF equations are
highly non-linear, which makes in general an analytical solution impossible. Second,
as one can see from Eq. (3.17), hi depends explicitly on φi. This dependence results
from the fact, that the averaged mean field relies on the particles themselves. To start
the iterative process, one selects an ansatz for φi, calculates hi and solves the resulting
Schrödinger equation. This yields an improved φi. Then the procedure is started
anew until the change from one step to the next become smaller than a pre-defined ε

δ〈Φ|Heff|Φ〉 < ε, (3.18)

which acts as a termination condition. Hence, a self-consistent solution is obtained.
Taking the HF method and one of the effective interactions, no pairing effects are

accounted for. In order to do so, the Hf-Bcs formalism was developed. The Bcs
method (taken from superconductivity theory and named after Bardeen, Cooper and
Schrieffer) is applied after each HF step. However, this is only the simplest imple-
mentation, as the pairing corrections are not taken into account during the variation of
the φi. As an improvement, this is implemented in the Hartree-Fock-Bogolyubov
(Hfb) model. Here, no longer particles, but quasi-particles are used, thus including
pairing interactions between like nucleons from the beginning [73].

As the whole procedure of Hfb leads to an underestimation of the binding energies
for nuclei around N = Z of roughly 2 MeV, a phenomenological so-called Wigner term
scaling exponentially with −|N − Z| was introduced to correct for this [76, 77].

The most popular Hfb models based on the Skyrme force are labeled Hfbx with
x representing the version. The most recent versions are Hfb19–21 [78], which were
published in 2010. The forces used with the three models are based on three different
many-body interactions and thus differ slightly. In 2009, the first mass model based on
the Gogny force, called D1M, was published [79]. It is important to note that for this
mass model, unlike for the Hfbx mass models, no Wigner correction is included. A
comparison with respect to σrms for different mass models is shown in Tab. 3.2.

3.4.3 Mic-Mac Mass Models

A kind of quasi-standard in the field of mic-mac models is the finite-range droplet model
(Frdm) [80, 81]. This model is based on the liquid-drop model described in Eq. (3.10)
with several strong enhancements. These enhancements can be split into two parts, one
on the macroscopic part of Eq. (3.10) and second, the introduction of shell corrections.

There are three different modifications of the macroscopic part: The first one is the
change from the “drop model” to a “droplet model”, the second one adds finite-range
surface effects and the third one is the introduction of an exponential compressibility
term.

For explaining the changes when passing to the droplet model [82], it is convenient
to write Eq. (3.10) as follows:

Emac = Evol + Esf + ECoul. (3.19)
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Each of the three summands is now modified: The volume term is modified in such a way
that the incompressibility is now no longer infinite but finite. Thus, the nucleus will be
squeezed by the surface tension and expanded by the Coulomb force. Mathematically,
this results in the introduction of two new variables: The first one is a dilatational
variable ǫ and the second one a variable describing the asymmetry between the neutron
and proton density δ. These variables are used for the modifications of the surface
term as well, which results here in a separate treatment of the neutron and the proton
surface. The variables ǫ and δ are determined by a variational method minimizing
the total macroscopic energy Emac, which results also in modifications of the Coulomb
term. Thus, a new macroscopic mass formula is obtained. However, within this concept,
the nucleus can only have a spherical shape. In order to account for deformations,
deformation factors Bi are introduced [83] which are multiplied to the different terms.

The second modification after passing to the droplet model takes into account that
the nucleon-nucleon interaction is short-range and therefore has an effect on the surface
energy. This modification is thus called “finite range” modification [84].

Finally, as a third modification, a phenomenological compressibility term was intro-
duced, which corrects for the overestimation of the central density [85].

In order to perform shell corrections, a single-particle Schrödinger equation with a
single-particle field U has to be solved. The single-particle field in the case of the Frdm
is written as

U = V0 + Vso + Vcoul, (3.20)

with V0 being the spin-independent part, the second term Vso the spin-orbit interaction
and the third term Vcoul the Coulomb interaction. With this as a starting point,
the variational HF method is applied similarly to the description in Section 3.4.2. In
addition, corrections for the pairing interaction, an adapted Wigner term, and a charge
asymmetry term ca(Z − N) are applied.

Finally, the free parameters included in the macroscopic and microscopic part are
fitted to experimental data. The resulting σrms for a fit of the latest Frdm to the
AME2003 data can be found in Tab. 3.2 [81].
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4 Experimental Setup

The measurements presented in this work were carried out at the Isoltrap experiment
[27] located at the radioactive ion beam facility Isolde [28]. Isolde is based at the
European Organization for Nuclear Research Cern in Geneva, Switzerland.

4.1 ISOLDE

The Isolde facility at Cern (see Fig. 4.1) provides a rich variety of radioactive ion
beams for experiments in many different fields of physics, such as nuclear structure
investigations, nuclear astrophysics, solid-state physics as well as biophysics and nuclear
medicine [28, 86]. Half-lives of the produced nuclei range from infinity (stable) down to
a few milliseconds. Isolde is based on the so-called Isotope Separation Online (Isol)
technique: A thick target is bombarded with light high-energetic particles which induce
fission, spallation and fragmentation. The resulting particles diffuse to an ion source,
where they are ionized and afterwards accelerated and mass separated.

In the case of Isolde, the high-energy particles are usually protons which have been
accelerated to 1.4 GeV by the Proton Synchrotron Booster (Psb). The proton beam
leaving the Psb is pulsed at a low repetition rate around 1 Hz and consists of about
1013 protons per pulse. The resulting mean current on the target is consequently around
2 µA. In addition to high-energy protons, neutrons can be used at Isolde as well.
This is of particular interest if one is interested in neutron-rich fission products. The
neutrons are produced by directing the proton beam instead of on the target itself on an
attached high-Z metal neutron converter [87]. The neutrons resulting from spallation
in the converter favor the production of neutron-rich isotopes when interacting with
the target. The time structure of the produced radioactive beam varies strongly with
the half-life of the contained nuclides and their release time from the target [88]. By
combining different types of targets and ion sources a large variety of nuclei — ranging
from very light ones like helium to heavy ones like radium — can be produced1.

The most frequently used target material is uranium carbide (UCx) [90], as many
of the nuclides lighter than uranium can thereby be provided2. However, especially if
aiming to produce lighter nuclei, it can be favorable to enhance their production rate
by use of lighter target materials e. g. calcium oxide.

In order to ionize the produced beam, three different types of ionization techniques
are available: hot surface, plasma and laser ionization. With a hot-surface ion source,
mainly alkali and alkaline earth elements are ionized making use of their low ionization
potential. Nuclides with a higher ionization potential, e. g. noble gases, can be ionized

1For more information on available radioactive ion beams at Isolde, see Ref. [89].
2It is important to point out that the Isol technique based on UCx is an extraordinary feature opening

the rare possibility of Penning-trap mass measurements in the heavy-mass region. This precious
feature enabled the present measurements.
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Figure 4.1: (Color) Overview of Isolde. The radioactive ion beam is produced by first directing a 1.4-GeV proton beam coming from the
Proton Synchrotron Booster (Psb) to one of the two targets. The nuclides consequently resulting from fission, fusion and fragmentation are
then ionized, mass separated using the General Purpose Separator (Gps) or the High Resolution Separator (Hrs) and distributed to the
different experiments. Isoltrap is located at the end of the central beamline.
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in a plasma ion source such as the Versatile Arc Discharge Ion Source (Vadis) [91].
However, both ion sources have the disadvantage that they are not selective to a spe-
cific element, potentially providing a beam highly contaminated with unwanted species.
This issue is addressed by the Resonant Ionization Laser Ion Source (Rilis) [92, 93]:
Here the neutral atoms are ionized with use of laser excitation via 2–3 atomic levels
up to auto-ionizing states or directly to the continuum. With this technique, distinct
elements or, depending on the specific case, even isotopes and isomers can be selected.
In addition, the beam composition can be easily manipulated by blocking or unblocking
the laser beam. Unfortunately, even when using laser ionization, one has to deal with
contaminations due to additional surface ionization. Thanks to the advantage of selec-
tivity, Rilis is meanwhile the most commonly used ion source at Isolde [90]. However,
excitation schemes are not available for all elements. Consequently, the choice of the
ion source depends on the desired element.

After ionization, the ions are accelerated up to 60 keV for transport purposes. In
order to separate them by their charge-to-mass (q/m) ratio, two magnetic separators,
the General Purpose Separator (Gps) with a mass resolving power m/∆m ≈ 500 − 800
or the High Resolution Separator (Hrs) with a resolving power m/∆m ≈ 2000 − 6000
[94], can be used.

Following the mass separation, the beam is distributed to the different experiments.
The beam distribution system comprises only electrostatic ion-optical elements to ensure
a mass-independent beam transfer. This allows a quick change of the ion of interest
during a measurement campaign as only the magnetic separators have to be adjusted.

4.2 ISOLTRAP

The mass spectrometer Isoltrap is dedicated to mass measurements of short-lived
nuclides with half-lives ranging down to some tens of milliseconds and intensities down
to a few tens of ions per second [27]. Depending on half-lives, intensities and available
beam time, a relative precision of down to 10−8 and in some cases even better can be
reached. Isoltrap consists of four traps of different type (see Fig. 4.2), with three traps
dedicated to beam preparation and one trap to mass measurements. For the detection
of the ions, several multi-channel plate (Mcp) detectors [95] are implemented along the
beam line. They are used for beam diagnostics as well as for the actual determination
of the cyclotron frequency. In addition to the online beam from Isolde, Isoltrap uses
two offline ion sources, one alkali ion source, producing mainly 133Cs, 85Rb and 39K,
and one laser ablation source for the production of carbon clusters [96] or other nuclides
suitable for laser ablation [97].

4.2.1 Beam Preparation

In order to perform the actual mass measurement, the beam delivered by Isolde (or
one of the offline ion sources) has to be prepared with respect to its time structure,
emittance, and composition.

The first step in this preparation process is a buffer-gas-filled radio-frequency (Rfq)
trap [98], which is referred to as buncher. The purpose of the buncher is to stop,
accumulate and cool the up to 60 keV beam. In order to stop and accumulate the
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Figure 4.2: Schematic drawing of the Isoltrap setup. The ion beam is stopped, accumulated
and cooled in the Rfq cooler and buncher and cleaned in the MR-ToF mass separator.
Further cleaning and cooling can be done in the preparation Penning trap. In between,
two pulsed drift tubes reduce the beam energy. Subsequently, either a mass determination
using the precision Penning trap is performed or the beam is (if necessary) further cleaned,
re-accelerated by a pulsed drift tube and sent to the spectroscopy system. Instead of Isolde
beam, ions from the alkali ion source or the laser ablation source can be used. Several movable
Mcps are used for ion detection.
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Figure 4.3: (Color) Selection of isobars during beam preparation. (a) In the Mr-Tof,
isobars separate by time of flight and can be selected by switching a beam gate at the cor-
responding time. Here, 50Ti1+, 50Cr1+ and 100Mn2+ are shown as an example (Mcp 1,
see Fig. 4.2). (b) In the preparation Penning trap, isobars can be selected depending on
the cyclotron frequency νc. Here, the isobars 93Rb1+ and 93Sr 1+ are shown as an example
(Mcp 3).

beam, the buncher electrodes form a trapping potential with a common voltage offset
corresponding to the beam energy. Improving the emittance of the beam is achieved
by two means: First, buffer-gas cooling using helium gas at a pressure on the order
of 10−3 mbar (similar to the technique described in 2.3) is used for reduction of the
energy and the energy spread. Secondly, an rf signal is applied for radial confinement.
It is thus possible to achieve a transverse emittance of ǫtrans ≈ 10π mm mrad and a
longitudinal emittance of ǫlong ≈ 10 eV µs. Once the accumulation and cooling of the
beam is sufficient, the last electrodes are switched to a lower potential to eject the beam.
A following pulsed drift tube sets the beam energy to around 3 keV.

After the ejection from the Rfq, the beam is transferred to the multi-reflectron time-
of-flight (Mr-Tof) mass separator for removal of unwanted species, which was newly
installed in 2010 [99, 100]. For the removal of unwanted species, the particles are trapped
between two sets of electrostatic mirrors and reflected multiple times. As all particles
ejected from the buncher have roughly the same energy, particles with different mass
separate in time and space due to different velocities (see Fig. 4.3 a). After the ejection
from the Mr-Tof mass separator, the ions of interest are selected by switching a beam
gate at the corresponding time of flight. With this whole process taking some few
milliseconds, a resolving power on the order of 105 is achieved.

Following the beam cleaning in the Mr-Tof purification system and a further de-
crease of the beam energy to about 100 eV by a second pulsed drift tube, the beam
is transferred to the first, cylindrical Penning trap, often referred to as preparation
trap, which is placed in a 4.7-T superconducting magnet. Here, additional cleaning and
cooling using the mass-selective buffer-gas cooling technique (see Section 2.3 and [36])
can be performed. Helium at a pressure of 10−3 − 10−4 mbar is used as a buffer-gas. At
this pressure, isobars can be selected within a few hundred milliseconds with a resolving
power of 104 − 105 as shown in Fig. 4.3 b. For short-lived species, this process can be
shortened thus accepting a lower resolving power. After these steps, the beam, now
with an energy around 10 eV, is injected into the mass determination part of the setup.
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4.2.2 Mass Determination
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Figure 4.4: (Color) The distribution of the magnetic field and electric potential from the
center of the trap along the beam axis towards the Mcp detector. The magnetic field distri-
bution is based on measurements and the electric potential has been extracted from a Simion
[101] simulation based on the potentials applied to the different electrostatic elements. In the
region with the largest magnetic field gradient (≈ 0.1 − 0.4 m) the particles are kept at a low
energy to ensure a good conversion of the radial energy into axial energy. Afterwards, the
ions are accelerated and focused onto the Mcp detector.

The mass determination part of Isoltrap consists of the second Penning trap,
referred to as precision trap, and the drift region towards a multi-channel plate (Mcp)
detector [95].

The precision trap is a hyperbolic Penning trap and placed in a 5.9-T supercon-
ducting magnet. As a last step of beam preparation, dipole cleaning can be performed
here with a resolving power of up to 106 in case of unwanted isomeric states or other
nuclides which are close in mass to the nuclide of interest. After the final cleaning, the
Tof-Icr technique (see Section 2.4 and [38]) is used to determine the cyclotron fre-
quency. In order to maximize the time-of-flight effect, sufficient time has to be ensured
for the conversion of the radial energy of the ions into axial energy in the region with
the largest magnetic field gradient. This is achieved by keeping the electric field at a
low value in this region (see Fig. 4.4). The recorded time of flight is the time it takes
the ions to reach the detector in about 1.3 m distance after they are ejected from the
trap. The typical acquisition time is 0.5 − 2 ms. Using a multi-channel scaler (Mcs)
with 1024 channels (bins), this results in a time resolution (bin size) of around 0.5−2 µs.
Usually one aims at around one ion per cycle to reduced space-charge effects. A typical
time-of-flight resonance as shown in Fig. 4.5 requires at least some hundred ions and
takes in the order of 30 min.
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Figure 4.5: A time-of-flight resonance of 122Ag+. The solid line is a fit of the theoretical
line shape to the data points based on Eq. (2.23).

4.2.3 Decay Spectroscopy

In order to broaden the possibilities of Isoltrap in the field of mass measurements, in
2009 a decay spectroscopy system was added on top of the experimental setup [102, 103]
(see Fig. 4.2).

To allow an efficient spectroscopy, the ions are re-accelerated after the ejection from
the precision Penning trap and then focused onto a movable tape. Detection of β or γ
particles resulting from the decay of the implanted ions is achieved with use of several
β and γ detectors either directly at the implantation point or after moving the tape to
a different position. The later place is chosen for the measurement in case of long-lived
nuclei to use the time more efficiently: It allows a measurement taking place while at
the same time new particles are collected at the implantation point. The use of several
detectors at the same time, as seen in Fig. 4.2, is favorable, as thus coincidence spectra
can be obtained. Consequently, the background is significantly decreased.

By observing decay properties like β and γ transitions at Isoltrap, two different ap-
proaches are possible: decay-spectroscopy-assisted mass measurements and trap-assisted
decay spectroscopy. The main difference between the two is the focus of the measure-
ment: In the first case, “normal” mass measurements are performed at Isoltrap and, in
addition, the decay system is used to identify the measured species more precisely based
on decay properties, e. g. by identifying whether a nuclear ground state or isomeric state
is present. This is interesting since in the case of close-lying isomers, with an energy
difference on the order of several tens keV, it is usually not possible to resolve them
by using the standard mass-determination procedure. Consequently, during the data
analysis (see Section 6.1), a mixture of both states has to be assumed, resulting in a sig-
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nificant increase in uncertainty of the determined mass. This increase can be avoided if
the relative intensities of the isomeric states are determined in the spectroscopy system.

In the second case, the Isoltrap setup as a whole is used for beam preparation and
purification. Thus, a clean radioactive ion ensemble can be provided to the spectroscopy
setup for decay studies, resulting in a significant reduction of isobaric and isomeric
background [103, 104].

In the context of this work, the spectroscopy system was only used in the first mode,
i. e. assisting mass measurements.
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The complexity of the Isoltrap setup as discussed in Section 4.2 makes it indispensable
to use a computer-based control system for the operation of the experiment: The whole
experimental cycle has to be synchronized with a precision down to several tens of
nanoseconds and several hundred different parameters like voltages, buffer-gas pressures,
frequencies and voltage amplitudes have to be set and controlled. Furthermore, it is
necessary to save and reproduce parameters once a good set has been found. Finally,
the measurement data have to be acquired and stored.

The Isoltrap control system is based on the CS framework (see Section 5.1) [105],
which has been developed and maintained by the Experiment Elektronik (EE) group at
the Gsi Helmholtzzentrum für Schwerionenforschung GmbH in Darmstadt, Germany.
To derive a control system from the CS framework, experiment-specific components
have to be added:

control system = CS framework + experiment-specific components.

The maintenance and further development of the Isoltrap control system was one
of the main technical tasks carried out in the context of this thesis. Hence, its current
design is described below in greater detail. First, an overview of the CS framework
is given. Second, the Isoltrap adaption of the CS framework including components
specific to the experiment is presented. Finally, the enhancements achieved in the
context of this thesis are reported.

5.1 The CS Framework

The CS framework is based on the graphical programming language LabView developed
by National Instruments (NI). To allow an easy use and further development, the CS
framework has been published online [106] under the free General Public License Gpl
[107]. It is widely used at many different experiments apart from Isoltrap like e. g.
Shiptrap [26], Trigatrap [108], Witch [109] and Hitrap [110]. At present, the
largest implementation is located at the high-energy laser system Phelix [111].

As a basic communication layer between different instances of the control system, the
Dim (Distributed Information Management) protocol [112, 113] is used. Apart from
the core (or main part) of the CS framework, which is handling the control of the
experimental hardware and the data acquisition, several small sub-projects have been
programmed for the management of the control system itself.
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5.1.1 The Basic Communication Layer: DIM

Usually, a control system is distributed over several different machines (nodes). This
is aimed at improving the reliability (a breakdown of one node should not take down
the whole control system), the availability (in case of a breakdown of one node, services
can be transferred to another node), the performance (less tasks for each node) as
well as the flexibility of the control system (different hardware architectures may be
needed for different tasks). However, this approach poses the challenge to ensure a
proper communication between the different nodes, which is especially difficult if they
are based on completely different hardware architectures or operating systems.

For this purpose, the CS makes use of the Dim (Distributed Information Manage-
ment) protocol [112, 113]. It was originally developed for the communication within
the Delphi experiment at Cern and is nowadays widely used at the Lhc (see e. g.
Refs. [114, 115]).

name server

server

client

Register Service

Request
Service

Service Info

Subscribe
to Service

Service
data

Commands

Figure 5.1: Dataflow within Dim, the communication layer between different components
of the control system. Services are registered and service information are requested at the
name server. After a client has subscribed to a service, the transmission of data takes place
between the server and the client directly. When using a monitored service, the transmission
of data is initiated by the server and therefore only takes place if the service data is updated.
Clients in turn can send commands to the server to trigger predefined actions. This concept
is called event-driven communication.

In order to achieve a performance, reliability and availability as high as possible, Dim
omits a central server managing all the data. Consequently, a peer-to-peer communica-
tion is used (see Fig. 5.1). An important concept within Dim is a (named) service. A
service is defined as a set of data with a name associated to it. Each service is offered
by a server and can be requested by an interested client. In a typical control system,
the update rate of services varies strongly: Some service data change within seconds or
even less while other data remain constant for hours or days. As means to reduce net-
work traffic and computing power, it is therefore often desirable to update data on the
clients only when necessary. Using a monitored service within Dim, data are hence not
requested (or polled) by the clients at a constant interval, but are sent by the publishing

50



5.1 The CS Framework

server to the subscribed clients only when they have changed.1 From the client side,
commands can be send to the server to trigger a predefined action.2 This is referred to
as publisher-subscriber concept or event-driven communication.

To reach a high availability, it should be possible to transfer services from one server
to another in case of a breakdown. For realizing this concept, a name server has
been introduced. It keeps track of all servers and services offered as well as all clients
subscribed to them. On start-up, a server registers its services at the name server
and clients request information about the required services therefrom. Afterwards, the
distribution of data is independent from the name server and dealt with directly between
the server and the client. In case of a problem, each component (name server, server
and client) can be transferred to a different location and/or restarted without leaving
an inconsistent system and disturbing the remaining components.

For the integration of Dim into LabView, an interface has been provided by Gsi and
can be found online [116, 117].

5.1.2 The Core of the CS Framework

The core of the CS framework is programmed in the graphical programming language
LabView [118]. LabView has been chosen for several reasons: First, its basic con-
cepts are easy and fast to learn, which is especially important in case no long-term
manpower is available for maintenance of the control system. Second, many hardware
interfaces are supported by LabView by default and many manufactures already pro-
vide device drivers for LabView. This reduces the integration time of new devices
significantly. Third, LabView is by default multi-threaded and thus the available Cpus
are used efficiently without special attention from the programmers side. For the ac-
tual implementation as a control system, the code programmed in the NI Development
Environment is compiled into executable files using the NI Application Builder.

To allow a reasonable scaling of the control system for growing experiments, an object-
oriented approach has been realized within the CS framework (see Fig. 5.2)3: Each type
of hardware device is represented by a class, which can inherit common features from a
parent class: For example, all frequency generators share the possibility to set and read
a frequency and an amplitude. Thus, these methods are already basically implemented
in a base class called AfgBase4. Within the derived class DS345, representing a special
type of frequency generator, the DS345 from Stanford Research, these methods only
have to be adapted accordingly. This reduces the development time significantly. During
runtime5, for each hardware device an object is created from its corresponding class.

1In case the update rate of a service is very high, this approach may exceed the available computing
resources. Therefore, a further type of service is available within Dim: a timed service. Here, the
service is updated by the server at a regular time interval. Thus, a constant load can be ensured.
However, within the CS framework this type of service is not used.

2Within Dim, a command is a special type of service.
3The object oriented approach used within the CS framework had been engraved on top of basic

LabView. Starting with LabView 8.20, NI has implemented its own object-oriented approach,
called Lvoop. The object-oriented approach within the CS framework is quite different and thus
Lvoop is currently not used in the main CS code.

4Afg = Arbitrary Function Generator
5Runtime denotes the time a computer program (in this case the control system) is being executed.
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Software

Hardware

Objects

Classes

CsObj

BaseProcess

DeviceBase

AfgBase

DS345

BaseSM

CsSequencer

BaseGui

Gog

RF 1 RF 2 CsSequencerObject GuiObject

Device 1 Device 2

Figure 5.2: Sample excerpt of the hierarchy within the CS with the parent–child relations
being denoted by solid arrows. The base class is CsObj. Further down in hierarchy, one
finds the BaseProcess, which passes on down to DS345, a class describing a specific type
of frequency generators (SR DS345). During runtime, objects of this class (RF 1 and RF
2) are created controlling the connected hardware devices (Device 1 and Device 2). For
controlling the sequence of an experimental cycle, a sequencer (CsSequencerObject) is used
which is based on a state machine (BaseSM). For the visualization of values a Graphical
User Interface (Gui) is necessary, here called GuiObject.

CsSequencerObject RF 1

Event

Callee:

Method:

Data:

Timeout:

RF1
SetFrequency

100 kHz
1 s

Figure 5.3: Within the CS, objects communicate via events with each other. An event con-
tains the name of the target object, the method to be called, the data and timeout information.
In this example, the sequencer object sends an event to a frequency generator object to set a
frequency.
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Three types of objects commonly occur within the CS: objects corresponding to hard-
ware devices, a sequencer object to control the experimental cycle, as well as Gui objects
for displaying and controlling parameters. A special type of Gui object, the General
Object Gui (Gog) can be used to manage all the other Guis which control the respective
devices.

The communication between different objects is based on events. An event contains
the name of the called object, the method to be executed, the data and a timeout
information (see Fig. 5.3). Events in turn are realized via Dim: An event for setting
e. g. a new frequency value results in a Dim command being sent to the responsible
server. Once the command is processed by the server, the corresponding (frequency)
values are changed. This change of values triggers the next event: Updated service data
are being sent to the subscribed Gui(s). Therewith, all kinds of parameters necessary
within the control system can be set and read and furthermore, objects can be created
or destroyed. It also ensures a transparent change of devices in case of a breakdown, as
only the name of the targeted object has to be replaced.

5.1.3 Management of the Control System

Three different types of management are used for the operation of the control system: the
process management taking care of the processes (programs) necessary for the operation
of the control system, the configuration management providing the configuration data
for the control system objects and the settings management coping with the device
settings.

DmsServer

node 1

DmsClient
- Nodemon

- CS instance 1
- . . .

node 2

DmsClient
- Nodemon

- CS instance 2
- . . .

node 3

DmsClient
- . . .

node n

list of programs to be started (via Dim)

Figure 5.4: CS process management using the Dms. The DmsServer holds a list of programs
to be started and distributes this list via Dim to the clients. The clients in turn (re-)start,
stop or kill the corresponding programs, e. g. the different instances of the control system or
a small program for collecting information about the nodes called Nodemon.
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Process Management In order to manage the startup and monitoring of all control
system instances (and other programs necessary for the control system), the Domain
Management System (Dms) [119] is used at Isoltrap (see Fig. 5.4): A DmsServer
publishes a list of programs to be started on the different nodes of the control system
via Dim. On each node, a DmsClient reads the list dedicated to its node and (re-)starts,
stops or kills the respective processes.6

Information about the individual nodes like memory consumption, Cpu usage, run-
ning processes etc. are published via Dim by a small program called Nodemon [120]
running on each machine. It has been inspired by the program Pcmon, which serves a
similar task and was developed together with Dim at Cern. The published data can be
used to monitor the nodes and the control system, e. g. with the so-called DmsViewer.

Configuration management The configuration information of all possible control sys-
tem objects (their names, the corresponding classes, timeout settings, interface settings
of the connected devices, etc.) are stored in a database, which is realized as a Mi-
crosoft Access database. In case an object is being created, the different instances
of the CS query this data via the so-called SqlServer [121], which reads the database
using the Structured Query Language Sql.

Settings management When using the standard Gog for managing the objects, a list
of all these objects, the used methods as well as their nominal values can be saved and
reloaded using Xml (Extensible Markup Language) settings files. This allows an easy
and automated creation of the control system objects and setting of the desired method
values at the start-up of the control system instance.

5.2 The CS at ISOLTRAP

The use of the CS framework at Isoltrap started in 2003 when it replaced an outdated
Vme-based control system [122]. Currently, the Isoltrap control system is distributed
over six PCs running Microsoft Windows XP. A (decoupled) seventh PC has been set
up for control-system development.

Two different categories of devices have to be controlled via the control system: slow,
not time-critical devices — like power supplies and gas controls — and time-critical (or
real-time) devices, which have to fulfill their tasks — like switching a voltage, starting
a frequency generator or acquiring data — within a given time interval in the sub-
microsecond range. While the handling of the slow devices as well as the configuration of
the time-critical devices is performed via non-real-time standard equipment like PCs and
their corresponding interfaces, the starting and stopping of the time-critical devices are
realized using a real-time timing generator also referred to as Pulsed Pattern Generator
(Ppg, see Section 5.2.1).

As described in Section 2.4, the acquisition of a time-of-flight resonance at Isoltrap
requires variation of the cyclotron excitation frequency in the precision trap and record-
ing of the corresponding ions’ time of flight. Each measurement consists of cycles and

6The list of programs is published as a Dim service by the DmsServer. The DmsClient subscribes to
this service as shown in Fig. 5.1.
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Figure 5.5: Simplified communication scheme of the Isoltrap control system during the acquisition of a time-of-flight resonance. The
experimental cycle is configured via the MM6 Gui, which passes the information to the sequencer. The sequencer configures the necessary
devices and hands over to the timing generator (Ppg). After the timing cycle is finished, the sequencer requests the EventBuilder to obtain
and bundle the data which have been acquired by the Mca. These data are then written to a file by the MM6 Archiver and displayed for
online analysis by the MM6 Gui. Parameters not changed within the experimental cycle are configured using the GuiCS. The communication
between the control system objects (ellipses) and the experimental hardware (rounded boxes) is realized via a driver layer (gray boxes).
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scans: With each experimental cycle a Tof for a given frequency value is obtained. A
bunch of cycles with different frequency values (typically around 41) form a scan. For a
measurement, each scan is repeated several ten times until a sufficient number of data
points has been collected.

A simplified communication scheme for a Tof measurement can be seen in Fig. 5.5:
The configuration of the timing cycle and of the scan parameters (start/end values and
step-size) is entered into the MM6 Gui (see Section 5.2.3) which passes the information
to the MM6 Sequencer. The sequencer configures the required devices like the frequency
generators for the excitations, the timing generator and the Mca (Multi-Channel An-
alyzer) for data acquisition. Then it hands over to the timing generator. After the
timing generator reports one timing cycle to be finished, the sequencer calls the Event-
Builder which reads the data from the Daq device and publishes them via Dim. From
time to time the data are read by the MM6 Archiver, which writes them in binary and
compressed format to a file. Furthermore, the data are displayed by the MM6 Gui for
online analysis. Then the sequencer starts the next sequence (i. e. with a new frequency
value). This loop can be stopped (or aborted) via the MM6 Gui. Parameters of devices
which remain unchanged during a measurement, like voltages or gas-pressures are not
included in the MM6 Gui. They are configured in advance via the GuiCS, an instance
of the CS running a Gui object. For the communication between the control-system
objects and the experimental hardware, a (third-party) driver layer depending on the
respective interface is used.

5.2.1 Real-Time Applications

Real-time applications require an answer to a command within a specific time. At
Isoltrap, this time limit lies on the order of several tens of nanoseconds. Most of these
real-time applications are implemented in hard-wired circuits within the corresponding
devices and triggered via a Ttl signal (switches, frequency generators, data acquisition).
Generating the sequence of all Ttl signals (the timing pattern) is achieved using a
Pulsed Pattern Generator (Ppg) based on an Fpga (Field Programmable Gate Array)
card [123, 124] with a 40 MHz clock (NI Pci 7811-R). Thus, a time resolution down to
25 ns can be achieved. The communication with the non-real-time part of the control
system is realized via the Pci bus. A typical timing pattern of the experimental cycle
when using Isolde ion beams is visible in Fig. 5.6: After the sequencer hands over
the control, the timing generator waits for an external trigger to start the cycle. This
trigger is either related to the proton impact on the Isolde target or (in less time-
critical cases) produced by a frequency generator. Following the trigger signal, the
pre-configured timing pattern is generated. The times for each step are adapted to each
nuclide of interest individually resulting in a typical timing-cycle length of 0.3 − 4 s.
After the timing cycle is finished, the timing generator reports the end of the cycle to
the sequencer and stops. If a measurement is performed using one of the Isoltrap
offline ion sources, the timing pattern is adapted to the specific requirements of the
corresponding source.
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1. Target
a) Proton Impact

b) Diffusion & Ionization
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a) Accumulation
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d) Pulsed Cavity 1
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b) Beamgate*

4. Transport
a) Pulsed Cavity 2
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a) Capture
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c) Magnetron Excitation
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Figure 5.6: Simplified typical timing pattern of Isoltrap for a measurement using beam
from Isolde. The cycle is triggered by the proton impact on the Isolde target or (in less
time-critical cases) by a frequency generator. The given times reflect the order of magnitude
for the corresponding item and are usually adapted to each nuclide individually. Items marked
with an asterisk (*) are only used if necessary. For a measurement using one of the Isoltrap
offline ion sources, the timing pattern is adapted accordingly.
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5.2.2 Non-Real-Time Applications

In contrast to the real-time applications, which need to react within a given time frame,
for many applications the speed of execution of commands is not a critical value: A
varying reaction time in the order of several tens of milliseconds or even more is sufficient.
They are referred to as non-real time applications and include at Isoltrap tasks like
setting a voltage or gas pressure as well as the configuration of real-time applications.
Non-real-time communication can be achieved by means of standard PC equipment. For
these tasks, a variety of different connections is used at Isoltrap, including Profibus,
Ethernet, Opc, Gpib, RS232, RS485 and Usb. For the communication with the devices
necessary for the operation of the buncher potential-free connections are essential as
these devices are floating on high voltage. Hence, a set of fiber-optical connections is
deployed.

5.2.3 MM6 — the GUI for Mass Measurements

As a remain from the Vme-based control system, an (adapted) Graphical User Interface
(Gui) written in C++ is used for the configuration of the sequencer and for online
analysis of the acquired data. It is named MM6 referring to Mass Measure version 6
and serves two purposes: First, it sends the configuration data for the experimental
cycle (timing pattern, frequency values for the excitations and scans to be performed)
via Dim to the sequencer and starts/stops the sequencer. Second, it reads the measured
data via Dim from the EventBuilder and displays them for online analysis including the
possibility of simple fits.

For a detailed offline analysis of the recorded data, an evaluation program called Eva
is used, which is also written in C++ in analogy to MM6.

5.3 Further Development of the ISOLTRAP Control System

The integration of the Mr-Tof mass separator (see Section 4.2.1) and the decay spec-
troscopy setup (see Section 4.2.3) required, apart from their physical integration into
the Isoltrap setup, a further development of the Isoltrap control system, which was
done in the context of this thesis. Apart from the integration of the required power
supplies and the integration into the timing cycle, a new experimental procedure, the
so-called stacking mode, has been realized to fully exploit the potential of the Mr-Tof
mass separator.

Integration of MR-TOF Mass Separator and Decay Spectroscopy Setup For the
integration of both systems into the experimental timing cycle, a modification of the
MM6 sequencer became necessary: in the version used up-to-now, the number of dif-
ferent timing channels was limited to 16, whereas for the operation of the new parts
additional trigger channels were needed. Hence, the number of available channels has
been increased to 32. The modification should allow the use of up to 48 channels, but
this has not been tested as 32 channels are sufficient for the current requirements.
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Stacking In order to use the Mr-Tof mass separator most efficiently, a possibility to
separate the timing cycle into two sub-cycles (each comprising 16 channels) and repeat
each sub-cycle multiple times has been introduced into the MM6 Sequencer as a second
step. This concept opens the possibility of so-called stacking operation: Here, the first
part of the cycle (steps 1. a)–5. b) in Fig. 5.6) is repeated multiply before the remaining
timing pattern is executed. This leads to an accumulation of ions in the preparation trap.
Afterwards, they are cooled and (further) cleaned, and then transferred as a bunch into
the mass determination part of the setup. In case part of the necessary beam purification
can be done with the Mr-Tof mass separator and the half-life of the ion of interest is
long enough, this allows, together with enhancements of the experimental hardware7,
to deal with a higher amount of unwanted ions at Isoltrap and furthermore to reduce
the measurement time significantly. This feature has been successfully used in 2012 to
perform measurements like the determination of the mass of 82Zn, which would not have
been possible otherwise [125].

5.4 Additional Improvements of the ISOLTRAP Control

System

In addition to the extensions of the control system already described in Section 5.3,
several further improvements have been realized in the context of this thesis, includ-
ing changes in the administration of the computers, integration of new devices, and
programming of new CS classes. These enhancements are described below.

5.4.1 Enhanced Computer Administration

The maintenance of the control system PCs has been improved by customizing the
Computer Management Framework (Cmf) used at Cern [126, 127]. Although origi-
nally developed for the management of control systems PCs, Cmf quickly became the
state-of-the-art management tool for all Windows computers at Cern. It allows group-
ing of computers, performing automated actions like installing applications (including
Windows updates) and reinstalling PCs automatically with the same applications as
before. Using Cmf, updates are regularly deployed by the Cern IT department to keep
the operating system and the installed applications secure and up-to-date. As in the
Cmf standard configuration the installation of these updates is usually forced after a
certain time period, this may result in a restart of the control system PCs during a
beam time. To avoid this problem, a sub-group “Isoltrap” has been created within
the Cmf comprising the Isoltrap control system PCs. This group is now under local
management (locally managed), i. e. the software packages to be installed as well as the
time of installation can be adapted to the requirements at Isoltrap. Consequently, the
availability of the control system is enhanced and a loss of beam time because of forced
restarts can be prevented.

Furthermore, in order to facilitate the management and the distribution of control
system applications and settings, a Subversion (Svn) repository [128] in analogy to the

7These enhancements include a replacement of the switching circuit of the first pulsed cavity to allow
a higher repetition rate. This work is part of the PhD thesis of Robert Wolf.
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repository used for the CS framework has been set up. Using Svn, it is possible to save
files and folders with an associated number (a version) and restore each version later-on.
To make this procedure efficient only the changes to the previous version are copied to
the repository, which reduces the necessary time and disk space significantly. Applied to
Isoltrap, this concept allows an easy distribution of new control system applications
and facilitates a documented and commented backup of control system settings like the
object configuration database, domain configuration data, or Gui settings.

5.4.2 Integration of Further Devices

In addition to the improvements described above, several new devices have been inte-
grated into the control system.

• For the data acquisition at Isoltrap the Mcs SR430 from Stanford Research
had been used. Due to problems with this device, which seriously and increasingly
hampered the reliability and performance of the control system, the need for a new
Mcs arose. As a solution, an Fpga card (NI Pci 7811R, the same type used for
the timing generator) has been implemented as an Mcs using an existing CS class
[129]. As a further advantage, the time for data processing in the new Mcs is
reduced by several hundred milliseconds compared to the SR430, which reduces
the measurement time by up to 50%. In the following, this Fpga-Mcs has been
used successfully for several beam times in 2012.

• A new class has been programmed for the valve control device Pfeiffer Rvc 300
(for a code example see Fig. 5.7). It is now possible to use a Pi (proportional
integral) control based on the feedback of a Penning vacuum gauge for the pres-
sure regulation in the buncher and in the preparation trap. Before, only a gas
flow could be set via an analog control voltage. As a constant pressure of helium
is required within both systems, the pressure had to be monitored and corrected
manually before. The communication between the control system and the Rvc 300
is realized via an RS232 interface. In the case of using the device for the operation
of the buncher, a potential-free connection is required. To allow an easy inte-
gration of further devices requiring a potential-free connection, an optical fiber
based on Ethernet technology has been chosen together with an RS232-Ethernet
converter.8

• In the context of the implementation of the Mr-Tof mass separator and the stack-
ing mode, a second high-voltage (HV) power supply (Heinzinger Pnc 65 kV) was
required. A class for the integration into the control system has been written to-
gether with an corresponding LabView instrument driver. As the experimentalist
is supposed to control both HV power supplies by setting one absolute voltage
value and the second relative to the first, an additional wrapper class has been
programmed to allow an convenient use of both HV power supplies. The com-
munication between the control system and the new Heinzinger power supply

8Meanwhile, a R&S AM300 frequency generator has been integrated in addition using an Usb-Ethernet
converter.
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Figure 5.7: (Color) Sample LabView code. This snippet is taken from the CS class Pfeiffer-Rvc300, which integrates the valve control
device Pfeiffer Rvc 300 into the CS framework. It shows the code of the method GetPressure, which reads the actual pressure from the
device using the instrument driver provided by Pfeiffer.
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5 The ISOLTRAP Control System (CS)

is realized via the Gpib interface and a Gpib–Ethernet converter to circumvent
instability problems due to cable length exceeding the Gpib specifications (> 4 m).

• A new multi-channel high-voltage power supply (Caen SY2527) has been taken
into operation and integrated into the control system. The communication is
performed via Ethernet (Tcp/Ip) in connection with the Opc protocol. The
integration into LabView is done using the Dsc (Datalogging and Supervisory
Control) module from National Instrument.

• Furthermore, several steering elements in the transfer region between the prepa-
ration trap and the precision trap, which were manually set before, are now fully
integrated into the control system. The output-voltage values are set via ana-
log control voltages. The control voltages are generated using already existing
analog-voltage output modules. These modules are connected to the control PCs
via a Profibus system using an RS485 connection. The communication with the
control system in turn is based on Opc as in case of the Caen SY2527.

• For focusing the beam from the alkali offline ion source into the main Isoltrap
beam line (see Fig. 4.2), small quadrupole steering elements are used. They had
been manually controlled and are now as well integrated into the control system.
For this purpose, an analog control voltage is used, which is produced by a NI Pci
6703 card. In addition, a wrapper class has been written to allow a comfortable
setting of voltages in terms of a general focus voltage and two voltages dedicated
to vertical and horizontal focusing, respectively.

With the integration of the above-mentioned power supplies into the control system,
all regularly changed power supplies at Isoltrap are now accessible via the control
system.

5.4.3 Upgrade to LabVIEW 2009

The control system of Isoltrap was based on the CS framework version 3.14, which
was programmed using LabView 8.20. As this LabView version is no longer supported
by National Instruments, the support for the corresponding CS framework version was
dropped as well by the developers. Hence, the whole Isoltrap control system has been
successfully migrated to the most recent CS framework version 3.21 which is based on
LabView 2009. At the same time, obsolete classes and drivers have been removed from
the control-system source code. The core of the control system is now compiled into
three different executable files, one including timing classes, the second one including
power-supply classes and the third one including further device classes. These three
executable files are in turn used to create the currently eight different instances of the
control system.9

9For example, the PowerCS as shown in Fig. 5.5 is in reality split into three different instances on three
different nodes.
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6 Measurements and Evaluation

In this chapter, the data-analysis method including the calculation of uncertainties
will be described. Furthermore, the evaluation of mass values in the context of the
Atomic Mass Evaluation (Ame) is discussed. Finally, the measurements performed in
the context of this thesis are presented.

6.1 Mass Determination and Data Analysis

The experimental technique for the determination of the cyclotron frequency of an ion
stored in a Penning trap has been described in Sections 2.4 and 4.2.2. In order to
calculate the mass from a measured cyclotron frequency, the relation between mass and
free cyclotron frequency as introduced in Eq. (2.2)

νc =
1

2π
· q

mion
· B

is used as a starting point.1 In order to cancel the magnetic field B, the cyclotron
frequency of an ion with well-known mass is measured in addition (typically called ref-
erence measurement). At Isoltrap, usually alkali ions such as 39K+, 85Rb+ or 133Cs+

are used for this purpose. The reference frequency νref together with the cyclotron fre-
quency of the ion of interest ν are then combined to yield the mass of the ion of interest
mion

mion =
νref

ν
· mion,ref · q

qref
, (6.1)

with mion, ref denoting the mass of the reference ion, q the charge of the ion of interest and
qref the charge of the reference ion. In the context of this thesis, only singly positively
charged ions have been measured, so the charge of the ion of interest and the charge of
the reference ion cancel. Using furthermore atomic masses m and mref instead of the
ionic masses mion and mion, ref as well as the mass of the electron me Eq. (6.1) therefore
results in

m = r · (mref − me) + me (6.2)

where r =
νref

ν
. (6.3)

In the cases investigated, the binding energy of the electron is small compared to the
uncertainties obtained and hence neglected. As the values for the mass of the reference
mref and the mass of the electron me may be subject to changes in the future due to new
measurements, the mass of the measured nuclide may change accordingly. However, the

1Hereafter, the index “c” is omitted for clarity, as only cyclotron frequencies are discussed (νc ≡ ν).
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ratio r between the cyclotron frequencies is independent of mref and is thus durable.
From this frequency ratio r, the mass of the measured nuclide can be calculated at any
time using Eq. (6.2) and the most recent mass values of reference nuclide and electron,
respectively.

Below, it is described how the individual cyclotron frequencies, the individual fre-
quency ratios as well as their uncertainties are determined. Usually, several measure-
ments of the cyclotron frequencies are performed to determine the final frequency ratio
r. Therefore, the combination of k different frequency ratios to one common ratio is
described along with the calculation of its uncertainty.

6.1.1 Determination of the Cyclotron Frequency

To determine the cyclotron frequency of the ion of interest, the excitation frequency
is varied in i steps around the assumed cyclotron frequency (see as well Section 2.4
and 4.2.2). For each experimental cycle with frequency value νi

rf, the number of ions
counted using the Mcp detector (see Fig. 4.2), their (binned) time of arrival, and the
excitation frequency are recorded. A sequence of experimental cycles comprising all
frequency steps i is called a scan. Each scan is repeated several times until a reasonable
Tof resonance as shown in Fig. 2.23 is obtained. Such a Tof resonance is then called
a measurement. For the actual determination of the cyclotron frequency, the recorded
ions are then summed according to the frequency values. With Tj denoting the binned
arrival time of the ions, Ni,j the number of ions in the j-th bin and Ni the total number
of ions for the i-th frequency value, a mean Tof T i is calculated for each frequency
value

T i =

∑

j Ni,j · Tj

Ni
. (6.4)

As uncertainty usually the standard deviation of T i would be used. However, for the
measurements presented in the context of this thesis, the number of ions per frequency
step is usually too small to form a solid statistical basis for the use of the standard
deviation. Instead, the sum statistics approach (see e. g. Ref. [130–132]) has been chosen.
Here, it is assumed that the time of flight is independent of the excitation frequency
νrf (which is not the case in reality and therefore only an approximation). Hence, the
standard deviation of the whole ion distribution

σT =

√

√

√

√

1
N − 1

∑

j

Nj · (T − Tj)2 (6.5)

can be used as basis. Here, N denotes the total number of ions within a measurement,
Nj the total number of ions which arrived at the time Tj and T the mean time of flight
of all ions. The uncertainty of the frequency-dependent mean time-of-flight values T i

as calculated by Eq. (6.4) is then determined by

σi =
σT√
Ni

. (6.6)

However, this procedure usually leads to an overestimation of the uncertainty, as the
standard deviation of the whole ion distribution is usually larger due to the frequency
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6.1 Mass Determination and Data Analysis

dependence of the Tof. It is used here nevertheless as it is the only reasonable possibility
to assign an uncertainty to Tof values with low numbers of ions, which is especially
obvious for values with only one ion.

The cyclotron frequency and its uncertainty is then obtained by fitting Eq. (2.23) to
the frequency-dependent mean time-of-flight values. The distributions of the electric
and magnetic fields required therefore are shown in Fig. 4.4.

In order to account for shifts of the cyclotron frequency due to Coulomb interaction
of the ions of interest with unwanted ions present in the trap during the excitations
[133], a count-rate analysis [134, 135] is performed. Here, the ions are grouped in classes
depending on the number of ions per cycle. Then the cyclotron frequency is determined
for each class individually. Afterwards, the cyclotron frequency is extrapolated to one
(unperturbed) ion in the trap with an assumed detector efficiency of 30 (±10)%.

The whole procedure of cyclotron frequency determination as described above is per-
formed using a C++ program called Eva (see as well Section 5.2.3).

6.1.2 Determination of the Individual Frequency Ratios
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Figure 6.1: Interpolation of reference measurements. As the magnetic field is subject to
changes, the cyclotron frequency of the reference ion νref, k at the time of the measurement of
the cyclotron frequency of the ion of interest νk is interpolated from two measurements ν̃ref,m

taken before and after. To save measurement time, usually at least one reference measurement
is shared. In (a), two measurements of the ion of interest share one reference measurement,
in (b) two references are shared. ∆tk,1 denotes the time from the first reference measurement
until the measurement of the ion of interest and ∆tk,2 the time from the measurement of the
ion of interest until the second reference measurement.

The magnetic field generated by a cryogenic superconducting magnet is not stable,
but decays linearly with time due to flux creep [136, 137] and depends in addition on
non-linear temperature and pressure fluctuations [135]. As it is not possible to measure

65
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the cyclotron frequency of the reference ion at the same time as the one of the ion of
interest, two reference measurements denoted ν̃ref,m and ν̃ref,m+1, taken before and after
the measurement of the ion of interest k are used for each individual frequency ratio.
From these two measurements, the cyclotron frequency νref,k of the reference ion at the
time of the measurement is interpolated (see Fig. 6.1) according to

νref,k =
1

∆tk,1 + ∆tk,2
(ν̃ref,m+1 · ∆tk,1 + ν̃ref,m · ∆tk,2) . (6.7)

Here, ∆tk,1 denotes the time from the first reference measurement until the measurement
of the ion of interest and ∆tk,2 the time from the measurement of the ion of interest
until the second reference measurement. From the interpolated reference frequency and
the cyclotron frequency of the ion of interest, the individual frequency ratio rk

rk =
νref,k

νk
(6.8)

is calculated.

The calculation of the common frequency ratio as well as its error requires the deter-
mination of the variance matrix V. As a starting point to calculate the elements of this
matrix,

Vk,k′ = cov(rk, rk′) =
∑

i

∑

j

(

∂ rk

∂fi

)

(

∂ rk′

∂fj

)

cov(fi, fj) (6.9)

is used2. Here, the fi, fj comprise the reference measurements ν̃ref,m and the ion-of-
interest measurements νk

{fi, fj} = {νk} ∪ {ν̃ref,m} (6.10)

and cov(fi, fj) denotes the covariance between fi and fj . As all fi, fj are statistically
independent, cov(fi, fj) is

cov(fi, fj) = δij · σ2
fi

. (6.11)

Therefore, Eq. (6.9) becomes

Vk,k′ =
∑

i

(

∂ rk

∂fi

)(

∂ rk′

∂fi

)

σ2
fi

. (6.12)

If one evaluates Eq. (6.12) together with Eqs. (6.7) and (6.8) for the diagonal elements
(k = k′), this results

Vk,k =
1

ν2
k(∆tk,1 + ∆tk,2)2

(

σ2
ref,m+1 · ∆t2

k,1 + σ2
ref,m · ∆t2

k,2

)

+
(

rk

νk

)2

σ2
k, (6.13)

which is the variance in the case of no correlations. However, one reference is usually
shared by at least two measurements of the ion of interest to save valuable measurement
time (see Fig. 6.1). In this case, the frequency ratios rk and rk′ are correlated, which
has to be taken into account. Hence, the variance matrix is further populated with

2For a derivation of this formula, see a textbook about error calculation, e. g. Ref. [138]
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correlation terms.3 In the case of one common reference (see Fig. 6.1 a), Eq. (6.12)
becomes

Vk,k′ =
1

νkνk′(∆tk,1 + ∆tk,2)(∆tk′,1 + ∆tk′,2)
· ∆tk,1 · ∆tk′,2 · σ2

ref,m+1. (6.14)

In case both reference measurements are shared (see Fig. 6.1 b), the correlation between
the frequency ratios k and k′ is calculated by

Vk,k′ =
1

νkνk′(∆tk,1 + ∆tk,2)2
· (∆tk,1 · ∆tk′,1 · σ2

ref,m+1 + ∆tk,2 · ∆tk′,2 · σ2
ref,m). (6.15)

Furthermore, a relative systematic uncertainty uB is added in quadrature to the un-
correlated error to account for the magnetic field drift due to the flux creep. It is
calculated according to [135] via

uB = 6.35 · 10−11/min · ∆T, (6.16)

with ∆T = ∆tk,1 + ∆tk,2 denoting the time between the two reference measurements.

6.1.3 Determination of the Common Frequency Ratio

After the determination of the individual frequency ratios, a weighted average is cal-
culated to obtain the common frequency ratio. In the context of this work, frequency
ratios with an uncertainty 10 times larger than the smallest error have been omitted
due to insignificance. The weighted average is calculated via

r̄ =

∑

k,k′(V −1)k,k′ · rk
∑

k,k′(V −1)k,k′

(6.17)

with (V −1)k,k′ denoting the elements of the inverse matrix V
−1. The corresponding

uncertainty σr̄ resulting from error propagation is calculated using

σr̄ =

√

1
∑

k,k′(V −1)k,k′

. (6.18)

To check the consistency of the data, the reduced χ2 is calculated using the weighted
average r̄ and the vector of all individual frequency rations ~r = {r1, . . . , rk}

χ2/(k − 1) = (~r − r̄ · ~̂e) · V
−1 · (~r − r̄ · ~̂e)′ (6.19)

with ~̂e denoting the unity vector. In case χ2/(k − 1) ≤ 1 the mean ratio is used
as calculated. In case χ2/(k − 1) > 1 (but not too large) and no further source of
uncertainty can be identified after careful consideration, the uncertainty σr̄ is increased
by a factor

√

χ2/(k − 1) according to Ref. [140].
Apart from the decay of the magnetic field discussed above, a further systematic

3This approach is also used at Penning-trap mass spectrometer Titan, see Ref. [132, 139].
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uncertainty, a mass-dependent effect ǫm

ǫm(r)

r
= −1.6(4) · 10−10/u · (m − mref) (6.20)

has been found in the study of systematic uncertainties at Isoltrap [134, 135]. There-
fore, the frequency ratio r is corrected to obtain the final ratio rfinal by

rfinal = r̄ + (1.6 · 10−10/u · (m − mref)) · r̄. (6.21)

In addition, an uncertainty of the same magnitude

σm = (1.6 · 10−10/u · (m − mref)) · r̄ (6.22)

is added quadratically to the uncertainty [135]. As a residual systematic uncertainty
σres

σres = 8 · 10−9 · r̄, (6.23)

whose origin is undetermined up to know, has been found [135], it is taken into account
as well.

The final uncertainty σfinal of the frequency ratio is therefore calculated by

σfinal =
√

σ2
r̄ + σ2

m + σ2
res. (6.24)

All calculations for the data analysis as discussed here and in Section 6.1.2 have been
performed using the open-source programming language Octave [141].4

6.2 The Atomic Mass Evaluation (AME)

To make the discussion of mass values more convenient, the mass excess (ME)

ME = m − A · u (6.25)

with A denoting the mass number and u the atomic mass unit is commonly used. This
quantity must not be mixed up with the binding energy as defined in Eq. (3.2): In
contrast to the binding energy, which is referring to the mass of proton and neutron,
the mass excess makes use of the atomic mass unit u which is derived from 12C.

In the ideal case, a mass is not only measured by one experiment, but by several
experiments (ideally using several different experimental techniques). Furthermore, in
many cases other masses are needed as input parameters for the determination of the
measured mass value (in the case of this thesis the mass of 133Cs). This leaves the
questions how to determine the input mass values as well as how to determine a common
mass value from many different experiments. To solve this problem, the Atomic Mass
Evaluation (Ame) was created [46, 142].

In order to provide a reliable mass value within the Ame, a least-squares fit of all

4Octave is specially dedicated to numerical calculations and has been programmed to be mostly
compatible with the well-known commercial programming language Matlab.
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available mass values is done. For this fit, a linear relation5 between the mass excess of
the ion of interest and the mass excess of the reference ion is taken according to

ME − C · MEref = MD, (6.26)

with C defined as the truncated three-digit approximation

C =

(

A

Aref

)

trunc
(6.27)

and MD being the mass difference. In case of the Isoltrap experiment (and other
experiments providing frequency ratios), this mass difference is derived from Eq. (6.2)
to be

MD = MEref · (r − C) + me · (1 − r) + Aref ·
(

r − A

Aref

)

(6.28)

with A and Aref denoting the mass number of the ion of interest and of the reference
ion, respectively. In this case, all mass and mass excess values are expressed in atomic
mass units. For more details see Ref. [143].

To include a new Isoltrap measurement into the Ame, the MD value is calculated
from the frequency ratio r and a new least-squares fit is performed over all (possible)
MD values. This yields the intermediate mass-excess value MEexp and its error σexp.
If there is a possibility of unresolved isomers (see Section 4.2.3), an isomeric correction
is applied according to Ref. [142]: In case of one unresolved isomer6 with an excitation
energy E1 ± σ1 and an unknown ratio between ground state and isomer, the corrected
mass excess value for the ground state MEgs and its error σgs are obtained via

MEgs = MEexp − 1

2
E1 (6.29)

σgs =

√

σ2
exp +

(

1

2
σ1

)2

+
1

12
E2

1 . (6.30)

If there are no unresolved isomers, the intermediate value Mexp will become the final
mass-excess value.

6.3 Results

In the context of this thesis, the masses of silver, francium, radium and thallium nuclides
have been determined. The data were recorded in four separate beam times (also called
runs) between 2009 and 2011. The parameters of the different runs are summarized
in Tab. 6.1. All targets for the production of the short-lived nuclides were made from
uranium-carbide (UC). In the first run, a neutron converter (see Section 4.1) was used
in order to enhance the ratio of neutron-rich to neutron-deficient fragments. For the
ionization of the silver isotopes and partly for measurements of the thallium isotopes,

5In general, a linear relation between the fit parameters is preferred when performing a least-squares
fit as it greatly simplifies the fit procedure.

6In the context of this thesis, only corrections for one unresolved isomer have been applied. For cases
with more than one unresolved isomer, see Ref. [142].
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Table 6.1: Parameters of the separate beam times. For all runs, time period, Cern experi-
ment number, Isolde front end (FE), Isolde target type and number, the type of ion source
as well as the beam energy are listed.

Run Date Exp. FE Target Ion Source
Beam

Energy

1 05.-07.06.2009 IS 413 GPS
UC-Ta, n-conv

Rilis 30 keV
(#400)

2 16.-17.11.2010 IS 463 HRS UC-W (#441) surface 40 keV

3 07.-09.06.2011 IS 473 HRS UC-Ta (#447) surface 50 keV

4 18.-22.07.2011 IS 463 GPS UC-W (#453) surface / Rilis 50 keV

Rilis (see Section 4.1) was used. The other isotopes were ionized via surface ionization
only. To keep the mass-dependent error as low as possible as discussed in Section 6.1.3,
133Cs+, the heaviest ion available from Isoltrap’s alkali offline ion source, was used
as a reference ion for all measurements. In addition, in all runs the mass of 85Rb was
determined as a cross check. The results of the cross checks agree in all cases within
1 σ with the literature value. An overview of the frequency ratios obtained with the
data analysis procedure as described in Section 6.1 is given in Tab. 6.2. Comparing
the mass-excess values calculated from the frequency ratios with the previous known
literature values MEprev, a good overall agreement is visible (see Fig. 6.2).
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Figure 6.2: Agreement of the new mass values with previous measurements. The plot shows
the difference between the new Isoltrap mass-excess value (this work) and the previously
known mass-excess value taken from the Ame before entering the new data [144, 145]. Open
circles denote values where the previous mass excess values was only estimated. The gray-
shaded area denotes the uncertainties of the new measurements and the errorbars denote the
uncertainties of the previously known values.
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Table 6.2: Results of the data analysis. The first column denotes the nuclide investigated, the
second column the run during which the measurement was performed, the third the number
k of resonances taken and the fourth the frequency ratio obtained. States are labeled in
ascending order with ’g’, ’m’ and ’n’ for ground, first and second excited state, respectively.
In case of a possibly unresolved mixture ’x’ is used. The reference ion is 133Cs+ in all cases.

Isotope Run k frequency ratio
122Agx 1 3 0.917371415 (138)
123Agx 1 3 0.924907931 (228)
124Agx 1 2 0.93245906 (201)

207Fr 3 1 1.557477497 (151)
208Frg 3 2 1.565002922 (148)
208Frg 4 3 1.565003269 (119)

224Ra 3 1 1.685563561 (226)

184Tlx 4 6 1.3843079180 (467)
186Tlx 4 5 1.3993322212 (645)
186Tln 4 2 1.399335335 (259)
190Tl7

(+)
4 7 1.4293932577 (712)

193Tlm 2 2 1.4519430629 (438)
194Tlg 2 2 1.459468599 (114)
194Tlm 2 6 1.4594706992 (310)
195Tlg 2 2 1.466982887 (200)
195Tlm 2 2 1.466987515 (593)
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After the data analysis, all frequency ratios have been included in the Ame as de-
scribed in Section 6.2. The results of the evaluation can be found in Tab. 6.3. All mass
excess values labeled previous have been taken from the Ame just before entering the
new data whereas all mass excess values labeled new have been taken from the Ame
after including the new results presented here. All results concerning the previous and
new Ame are taken from Ref. [144, 145]. A complete version of the most recent Ame is
scheduled for publication later this year [145]. Following the convention used throughout
the Ame, values which are not based on measurements but on systematic extrapolations
are marked by ’#’. Furthermore, ground states are labeled with ’g’ and isomeric states
in ascending order with ’m’ and ’n’. Possibly unresolved mixtures are labeled with ’x’.

6.3.1 Neutron-rich Silver Isotopes

The measurements of the silver isotopes 122−124Ag completed a series of measurements
on neutron-rich silver isotopes started in 2006 [47, 48]. For 122,123Ag the uncertainty
could be reduced significantly, whereas the mass of 124Ag was determined for the first
time. The results of the data analysis and evaluation have been published in Ref. [48].

122Ag

The ME value obtained for 122Ag at Isoltrap was −71066 (17) keV. As there are known
isomers for this isotope and both are produced at Isolde [146], isomeric corrections
had to be applied. Nevertheless, the knowledge of excitation energies of these isomers
is quite poor. The best information available at the moment is an assumption based on
the known isomers of the odd-N neighbors. These assumptions resulted in a predicted
excitation energy of 80# (50#) keV [53] for an averaged isomer. Based on an unknown
production rate of the isomers at Isolde and the unknown excitation energy, it was
assumed, that the estimated excitation energy mentioned above is sufficient to achieve a
reasonable correction. This yields for the ground-state ME (122Ag) = −71106 (38) keV.
In case of further knowledge of the excitation energy of the isomers in the future, the
isomeric corrections to derive the ground state can be easily adapted. The mass excess
value previously included in the Ame for 122Ag was determined at the Experimental
Storage Ring Esr to ME (122Ag) = −71110 (120) keV [147] and agrees with the new
value. Due to the precision of the new measurement, the ME included in the new
evaluation is now completely determined by the Isoltrap result.

123Ag

For 123Ag a ME value of −69538 (28) keV was obtained. Deduced from the neigh-
boring even-N silver isotopes, an isomer with an excitation energy of 20# (20#) keV
was assumed based on Fig. 6.3. After the isomeric corrections the new ME for the
ground state is −69548 (30) keV. The old value included in the mass evaluation was
ME (123Ag) = −69517 (82) keV, which was determined by a previous Isoltrap mea-
surements of Breitenfeldt et al. [47] with 54% and Sun et al. [147] at the Esr with 46%.
The mass-excess value in the new Ame is now completely determined by the new value
presented here.
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Table 6.3: Overview of the data evaluation. The first column denotes the nuclide and the
second the run in which its mass has been determined. The third column shows the ME value
obtained from the frequency ratio. The value in the forth column is corrected for a possible
isomeric contamination. The fifth column shows the ME value known before the measurement
and the last column the ME value resulting from the new Ame [144, 145]. Values based on
systematic extrapolations are marked by ’#’. States are labeled in ascending order with ’g’,
’m’ and ’n’. In case of a possibly unresolved mixture ’x’ is used. All ME values are in keV.
For more details see text.

Isotope Run Isoltrap ME
Isoltrap ME

previous ME new ME
(corrected)

122Agx 1 −71066 (17)
122Agg −71106 (38) −71110 (120) −71106 (38)
123Agx 1 −69538 (28)
123Agg −69548 (30) −69517 (82) −69548 (30)
124Agx 1 −66200 (250)
124Agg −66200 (250) −66310#(200#) −66200 (250)

207Fr 3 −2846 (19) −2861 (51) −2845 (18)
208Frg 3 −2691 (18) −2672 (52) −2665 (11)208Frg 4 −2648 (15)

224Ra 3 18826 (28) 18827.2 (2.2) 18827.2 (2.2)

184Tlx 4 −16898.6 (5.8)
184Tlg −16874 (22) −16871 (54) −16873 (20)
184Tlm −16923 (62) −16925 (37)
184Tln −16423 (63) −16425 (37)
186Tlx 4 −19876.0 (8.0)
186Tlg −19887 (23) −19875 (26) −19887 (23)
186Tlm −19875# (56#) −19865 (32)
186Tln 4 −19491 (32) −19501# (56#) −19491 (32)
190Tl7(+) 4 −24292.1 (8.8)
190Tlg −24333 (49) −24382# (51#)
190Tlm −24200# (70#) −24292.1 (8.8)
193Tlg −27320 (110) −27292.0 (6.7)
193Tlm 2 −27105.5 (5.4) −26950 (110) −27105.5 (5.4)
194Tlg 2 −26938 (14) −26830 (140) −26938 (14)
194Tlm 2 −26677.2 (3.8) −26530# (240#) −26677.2 (3.8)
195Tlg 2 −28162 (25) −28175 (16) −28155 (11)
195Tlm 2 −27589 (73) −27692 (16) −27673 (11)
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Figure 6.3: Excitation energy of even-N silver isomers depending on the atomic mass num-
ber. The negative values for the first three values result from a reverse of the spins for
ground-state and first excited state from 99Ag to 103Ag. The short horizontal line shows the
range for the energy of the assumed isomers. The error bars are too small to be visible.

124Ag

For 124Ag a ME value of −66200 (250) keV was obtained. Similar to 122−123Ag, an isomer
is assumed. The excitation energy is predicted to be 0# (100#) keV. Thus, isomeric
corrections had been applied, but due to the larger error of the mass-excess value, these
corrections did not change the originally obtained value. As these measurements are the
first ones for 124Ag, the mass-excess value in the present mass evaluation is completely
determined by this result. It agrees within the uncertainties with the previous estimated
value of −66310# (200#) keV.

6.3.2 Neutron-deficient Francium Isotopes

The masses of the neutron-deficient francium isotopes 207−208Fr were determined in
2011. For both nuclides, the uncertainty could be reduced by at least a factor of three.

207Fr

The mass of 207Fr was determined in the beam time in June 2011. The obtained
Isoltrap mass excess was −2846 (19) keV. As no isomers are known for this nuclide,
no correction was applied. The new ME resulting from the Ame is −2845 (18) keV.
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6.3 Results

It is determined to 88 % from this measurement, to 11.7 % from measurements of the
α-decay energy to 203At [148–150], and to 0.3 % from a mass measurement based on the
deflection in electric and magnetic fields [151, 152].

208Fr

The mass of 208Fr was determined in two beam times in June and July 2011. The
two results differ by 1.8 σ. However, both results agree within 1 σ with the previous
literature value for the ground state. A possible admixture of the first isomeric state
could be excluded for both measurements as this state is too short-lived to be seen at
Isoltrap. The new ME derived from the Ame is −2653.1 (8.5) keV, resulting to 95.3 %
from this measurement, to 4.2 % from measurements of the α-decay energy to 204At
[148–150], and to 0.6 % from a mass measurement based on the deflection in electric
and magnetic fields [151, 152].

6.3.3 Radium-224

The mass of 224Ra was determined in the beam time in June 2011 with a mass excess
of 18826 (28) keV. As no isomers are known for this nuclide, no correction had to be
applied. Due to its large uncertainty, the current measurement does not contribute to
the ME of 224Ra in the Ame, which is currently determined to 58 % from measurements
of the α-decay energy from 228Th and to 42 % from the measurements of the α-decay
energy to 220Rn [153]. Nevertheless, it is the first direct mass measurement of this
nuclide and confirms the present Ame value. Furthermore, it serves as a cross-check for
the other measurements presented here.

6.3.4 Neutron-deficient Thallium Isotopes

The masses of ground and isomeric states of the neutron-deficient thallium isotopes
184,186,190,193−195Tl were measured.The uncertainties could be reduced up to a factor of
20 (in case of 193Tlm) and the excitation energy of the first isomeric state in 194Tl was
determined for the first time.

184Tl

In case of 184Tl a ME of −16898.6 (5.8) keV was obtained at Isoltrap. Currently,
the state ordering of the lowest-lying 2− and the 7+ states is unclear. In the Atomic
Mass Evaluation, the 2− state was assumed to be the ground state and the 7+ state
was assumed to be the isomeric state with an excitation energy of −50 (30) keV. From
the Isoltrap side no information is available which of the states was measured. In a
different experiment at Isolde a composition of 72 % for the 2− and 28 % for 7+ has
been reported [154]. However, the data analysis of this experiment is still preliminary.
Therefore, an equal mixture of both was assumed in the present evaluation, which
resulted a corrected ME of −16874 (22) keV. Including this result in the Ame, a new ME
of the ground state has been determined to −16873 (20) keV. This value is determined
to 86.3 % by the measurement presented here and to 13.7 % by measurements of the
α-decay energy to 180Au [155, 156].
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Figure 6.4: Contributions due to correlations for 186Tl g+m. In point 0, no correlations
are taken into account. Point 1 includes correlations due to one shared reference, point 2
correlations due to two shared references and point 3 the final result with both correlations.
A clear shift of the ME and increase of the error bars is visible.

For 186Tl two states were observed: For the low-lying state, a ME of −19876.0 (8.0) keV
was obtained, whereas for the (weakly visible) high-lying state a ME of −19491 (32) keV
was extracted using a double fit. The difference between the two states was thus calcu-
lated to 386 (33) keV. Due to this difference, the high-lying state can be easily assigned
to the 10− state, where the excitation energy between the 10− and the 7+ is known to be
373.9 (0.5) keV [157]. For the low-lying state, the situation is more complicated: In a pre-
vious measurement at Isoltrap by Weber et al. [158] the measured state was assigned
to be the 7+ state based on spin systematics. In the light of the preliminary results of
Rapisarda and colleagues for 184Tl [154] as discussed above, this argumentation might
be challenged. Therefore, in the present argumentation, an equal mixture between the
2− and 7+ state was assumed. With an energy difference of 22 (41) kV between the two
states, this yielded a corrected ground-state ME of −19887.0 (22.9) keV. The previous
mass value included in the Ame was completely determined by the earlier Isoltrap
measurement. In the new mass evaluation, a ground-state ME of −19887 (23) keV and
a second-isomer ME of −19491 (32) keV has been calculated. Both mass excesses are
entirely determined by the measurements presented here.

As in case of this nuclide the highest corrections of the uncertainty and the frequency
ratio due to correlation effects as described in Section 6.1.2 were observed during the
data analysis, an overview of these effects is presented in Fig. 6.4: The overall effect is
rather small, but nevertheless, a clear increase in uncertainty as well as a shift in the
frequency ratio is visible.
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190Tl

For 190Tl a ME of −24292.1 (8.8) keV was obtained. From decay spectroscopy performed
together with the mass measurement, the ME could be assigned to the 7(+) state [159].
The mass excess of the 7(+) state in the new Ame is entirely determined by the measure-
ment presented in this work. This state is assumed to be the first isomeric state with
an estimated energy difference to the ground state of 90# (50#) keV. The ground state
energy of 190Tl is therefore calculated to −24382# (51#) keV in the new evaluation and
is solely based on the result presented in this work. The previous ground-state value
was determined to −24330 (50) keV using Schottky mass spectrometry [25, 160].

193Tl

The data analysis of the 193Tl data resulted in a ME of −27105.5 (5.4) keV. Performing
mass-assisted spectroscopy together with the mass measurement, the 372-keV inter-
nal transition was visible, which indicates that this ME belongs to the first isomeric
state [159]. The ME value included in the Ame before entering the new data was
−27320 (110) keV, which was obtained using Schottky mass spectrometry [25]. Based
on the mass excess of the first isomeric state, a ground-state energy of −27478.031 (6.7) keV
has been obtained for the most recent Ame, which is due to the precision of the new
measurement completely determined by the Isoltrap value.

194Tl

Up to now, the energy difference between the ground state and the isomeric state of
194Tl had been unknown. In the context of this thesis, it could be determined for
the first time by measuring the mass of the ground state and the mass of the excited
state (for an example of the corresponding cyclotron frequency resonances, see Fig. 6.5).
The Isoltrap mass excess of the ground state was determined to −26938 (14) keV and
the mass excess of the excited state to −26677.2 (3.8) keV, which yields an excitation
energy of 260 (15) keV. This agrees with the previous prediction derived from systematics
of 300# (200#) keV. Plotted together with the excitation energies of further even-A
thallium isotopes, the new excitation energy fits very well as one can see in Fig. 6.6.

Furthermore, the uncertainty of the ground-state mass excess could be reduced by one
order of magnitude with respect to the previously known ME value of −26830 (140) keV
measured using Schottky mass spectrometry [25] and is now, due to its precision,
entirely based on the value presented in this work. From spectroscopic observations the
high-spin state could be assigned to the isomer [159]. The measurement became possible
by using a special technique for changing the abundance ratio of ground and isomeric
state: While both, the ground state and the isomeric state were produced at Isolde,
the ground state fraction was much lower than the isomeric fraction (on the order of
10%). This abundance ratio could be changed considerably (negligible contribution of
the isomeric state) by stopping the proton impact on the target. Obviously, the main
production channel for the isomer was direct production whereas the ground state was
mainly populated indirectly by β decay from 194Pb. The new Ame values for the ground
and the first excited state are entirely determined by the values presented here.
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Figure 6.5: (Color) Time-of-flight resonances of 194Tl +. The abundance ratio of the ground
and isomeric state at Isolde could be changed by switching the protons on the target on or
off. The line is a fit to the data points using Eq. (2.23).
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Figure 6.6: (Color) Excitation energies of the first isomeric state in even-A thallium iso-
topes. The newly determined excitation energy of 194Tl is marked in red.
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195Tl

In the measurement of 195Tl the ground state as well as the (hardly visible) isomeric
state could be resolved. As only a slight asymmetry of the Tof resonances was visible,
additional checks were performed to validate the presence of the isomeric state: Due to
the strongly different half-lives of isomeric and ground state (3.6 s and 1.16 h respectively
[53]), Tof spectra for different excitation times (100 ms and 1.2 s) were recorded. In
these spectra, a significant increase in the number of decay products with increasing ex-
citation time was observed as expected in case of an isomeric admixture. Consequently,
a double fit using the known energy difference between ground and isomeric state [53]
as a starting point was performed. For the ground state a ME of −28162 (25) keV was
determined and for the isomeric state a ME of −27589 (73) keV, which results in an exci-
tation energy of 573 (75) keV. This value agrees within 1.2 σ with the excitation energy
of 482.36 (0.17) keV listed in Nubase 2003 [53]. Furthermore, the ground-state mass
excess has been found in agreement with the previous Ame value of −28175 (16) keV.
The new Ame value for the ground state of −28155 (11) keV is determined to 56.4 %
by a measurement of the α-decay energy from 199Bim, to 21.9 % by Schottky mass
measurements [25, 160] and to 21.7 % by the measurement presented here.

The example of 195Tl is well-suited to illustrate the different connections within the
Ame: Via different steps the masses of 195Tl and 207Fr (see above) are linked and
influence each other as visible in Fig. 6.7.
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Figure 6.7: Connection between 195Tl and 207Fr within the Ame. Each line between two
nuclide represents one (or more) measurements. The numbers in percent show the (rounded)
influence of this measurement on the mass of the respective nuclide. The two dashed-dotted
lines represent the new measurements provided within this work. The measurements deter-
mining the masses of 133Cs and 208Pb have been omitted for clarity.
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7 Physics Interpretation

For the discussion of the new odd-Z mass data, which have been obtained in the context
of this thesis, two approaches have been chosen: First, the mass data are compared
with theoretical models (see as well Section 3.4) and second, the experimental values
are analyzed in the context of differences of binding energies (see as well Section 3.1).

7.1 Comparison With Mass Models

The benchmark for all theoretical calculations is always the comparison with experi-
mental data. Hence, the new mass data are compared with theoretical values below.
Mass values obtained by other experiments have been taken into account as well to allow
a discussion of the corresponding region of isotopes. For the comparison only models
providing a mass table which covers the complete nuclear chart have been used as these
are especially challenged when looking at heavy and exotic nuclei. A comparison with ab
initio calculations is unfortunately not possible as these are limited to light nuclei (see
as well Section 3.4.2). The liquid-drop model has been chosen as a macroscopic model
(see as well Section 3.4.1) and the Frdm1995 as a mic-mac model (see as well Section
3.4.3). For the mean-field models (see as well Section 3.4.2), two models with different
underlying forces have been chosen, the Hfb21 (based on the Skyrme force) and the
D1M (based on the Gogny force). An overview of the results of the comparison in
terms of the root-mean-square deviation σrms (see Section 3.4) can be found in Tab. 7.1.
As expected, the liquid-drop model provides the least agreement with a deviation well
above 1 MeV. Nevertheless, the σrms is in all cases smaller than the σrms for the whole
nuclear chart. The Frdm1995 and the Hfb21 reproduce the data to a similar amount
with a standard deviation around 0.33 MeV. Hence, the agreement for the discussed el-
ements is as well better than the average agreement of these models with experimental
masses. The agreement of the D1M predictions with the experimental data depends
strongly on the element: While the agreement is quite good in case of thallium, the

Table 7.1: Comparison of experimental data with theoretical models. The listed values are
the σrms in MeV calculated using Eq. (3.9). The mass values used for the calculation are
identical to the ones used for the mass comparison plots below (N = 67 − 77 for silver,
N = 118 − 128 for francium and N = 103 − 114 for thallium).

Silver Francium Thallium

liquid drop 2.336 2.336 1.432
Frdm1995 0.280 0.389 0.331

Hfb21 0.283 0.320 0.355
D1M 0.655 1.393 0.356
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7 Physics Interpretation

σrms in case of francium is with 1.4 MeV well above the average σrms for this model. A
more detailed discussion of the individual elements is given below.

7.1.1 Approaching the N = 82 Shell Closure With New Silver Masses
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Figure 7.1: (Color) Comparison of experimental silver data with different mass models.
The gray-shaded area denotes the uncertainty of the experimental values. The new values
presented in this thesis are marked in black. All experimental values taken from Ref. [9].

Comparing the experimental silver values with N = 67−77 with the models mentioned
above, the liquid-drop model provides the least agreement (see Fig. 7.1) with σrms =
2.336 MeV. This is expected as no shell or pairing effects are included (see Eq. (3.10)).
Its extension, the finite-range droplet model (Frdm), provides a much better agreement
(σrms = 0.280 MeV), which is also better than the average agreement for this model in
general. Furthermore, it reproduces the pairing correctly, but overestimates the masses
slightly. Considering the mean-field models, the Hfb21 reproduces the experimental
mass values to a similar amount as the Frdm, but underestimates the masses slightly
(σrms = 0.283 MeV). For the D1M, an odd-even staggering is visible, indicating that this
model does not reproduce the pairing correctly. As the sign of the staggering is opposite
to the sign of the staggering for the liquid drop model, the pairing strength seems to be
overestimated. Furthermore, the D1M mass values are in general underestimated and
hence differ more from the experimental values than the predictions made by the Frdm
and Hfb21 model (σrms = 0.655 MeV). For the masses newly measured in the context
of this thesis (N = 75 − 77), a similar agreement with respect to the already known
masses with smaller N as shown in Fig. 7.1 is observed.

82



7.1 Comparison With Mass Models

7.1.2 New Mass Data Towards the N = 126 Shell Closure for Francium
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Figure 7.2: (Color) Comparison of experimental francium data with different mass models.
The gray-shaded area denotes the uncertainty of the experimental values. The new values
presented in this thesis are marked in black. All experimental values taken from Ref. [145].

The comparison of the experimental data with theoretical models for the francium
chain with N = 118 − 128 is indistinct: Not surprisingly, the liquid-drop model fails
especially once approaching the shell closure at N = 126 (σrms = 2.336 MeV) due to the
reasons already mentioned for the silver isotopes (see Fig. 7.2). For the Frdm in turn,
the agreement is quite well apart from a constant offset (σrms = 0.389 MeV): While the
Frdm mostly overestimates the masses in case of the silver isotopes, it underestimates
the mass in case of the the francium isotopes. For the Hfb21, the overall agreement is
best with σrms = 0.320 MeV, but it reveals problems towards the shell closure. Similar
problems but much more pronounced are visible for the D1M model. The latter model
reproduces the measurements only less than a factor of two better than the liquid-drop
model (σrms = 1.393 MeV). However, while the liquid-drop model overestimates the
mass values, they are considerably underestimated in the D1M.

7.1.3 Thallium Isotopes Close to the Doubly-Magic 208Pb

Having discussed the silver and francium data already, the comparison of the thallium
nuclides with N = 103 − 114 reveals the most interesting behavior (see Fig. 7.3): Not
only the liquid-drop model shows a large odd-even staggering effect, but all models
fail to correctly reproduce the odd-even staggering of the experimental values: For the
Frdm1995, the staggering is considerably smaller than for the liquid-drop model but
still present. This indicates that the pairing effect is underestimated. This is especially
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Figure 7.3: (Color) Comparison of experimental thallium data with different mass models.
The gray-shaded area denotes the uncertainty of the experimental values. The new values
presented in this thesis are marked in black. All experimental values taken from Ref. [145].

interesting as for the two other elements discussed before (silver and francium) the
strength of the pairing effect included in the Frdm worked reasonable as no significant
odd-even staggering is visible (see for comparison Figs. 7.1 and 7.2). Furthermore, an
overall underestimation with σrms = 0.331 MeV is observed for this model. Considering
the D1M model, an odd-even staggering is visible as well. However, the sign of the
staggering is different to the one seen for the macroscopic-based models. This could
indicate that the included pairing effect is too strong. The overall agreement of the
D1M is nevertheless pretty good with σrms = 0.356 MeV. In case of the Hfb21, the
situation is more difficult: While between N = 104 and N = 108 the pairing seems to
be slightly overestimated as for the D1M, for higher nuclide numbers, the pairing seems
to be underestimated similar to the liquid-drop based models. The overall prediction
of the masses is comparable to the D1M with σrms = 0.355 MeV. In total, one can
conclude, that this region is, despite the pairing effects discussed above, obviously quite
well reproduced by mass models as the average deviation for the shown models is in all
cases smaller than the overall σrms of the models. Nevertheless, it is astonishing that,
in contrast to the silver and francium isotopes, all mass models fail to reproduce the
pairing effect of the thallium isotopes properly.

7.2 Nuclear-Structure Studies

Apart from the comparison of the new data with with theoretical mass models, valuable
indications about nuclear structure can be drawn from differences of binding energies.
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7.2 Nuclear-Structure Studies

As introduced in Section 3.1, several differences are of special interest: Below, the
discussion mainly focuses on the two-neutron separation energies S2n, but in case of
the thallium isotopes the two-proton separation energies S2p as well as the one-proton
separation energies Sp are discussed as well.

7.2.1 Nuclear Structure Towards the N = 82 Shell Closure
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Figure 7.4: (Color) S2n values in the silver region. The black dots denote values which have
been improved in the context of this thesis. The overall behavior of the S2n values follows the
linear trend. Compared with the values included in the Ame2003, the S2n values for silver
became smoother (see inset). Values taken from Refs. [9, 142].

Together with further Isoltrap mass measurements on neutron-rich silver isotopes
[47], the new measurements presented in the context of this thesis helped to smooth
the trend of the silver S2n values around N = 73 compared to the values included in
the Ame2003 (see inset in Fig. 7.4 for a comparison). These results have been already
presented in Ref. [48] and included in the preview to the to-be-published Ame2012, here
referred to as Ame2011 [9]. By providing new silver data, the S2n values can furthermore
help to improve the predictions towards the N = 82 shell closure.

Despite the usual smooth trend, a kink in the S2n trend is visible for the neighboring-
Z nuclides around N = 77 (see Fig. 7.4). With the new mass value for 124Ag the first
hint of a kink in the S2n values for silver emerges as well. However, the uncertainty on
this point is quite high and further nuclides have to be measured before a substantial
statement in this direction can be made.
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Figure 7.5: (Color) S2n values in the francium region for odd-Z. The black dots denote
values which have been improved in the context of this thesis. Wheareas the overall behavior
of the S2n values follows the linear trend, in two regions (see marks) kinks are visible for all
odd-Z elements. All values taken from Ref. [145].

7.2.2 Irregularities in the Separation Energies Around Z = 87

The francium S2n values follow in general a very smooth trend (see Fig. 7.5). However,
slight kinks occur not only for the francium (in case of N = 121), but also for some
other nuclides with an odd proton number (e. g. 198At113, 204At119 or 200Bi117). This
raises the question whether these observations are real or just measuring artifacts due to
inaccurate mass values: In case masses are derived from decay-spectroscopy data, they
are easily underestimated by missing levels during the data analysis [161]. Thus, new
measurements using a direct measuring technique like Penning trap mass spectrometry
are desirable. In case of the francium isotopes, the kink for N = 121 could be confirmed
by the new measurements of 207,208Fr. It occurs for the neighboring odd-Z nuclides
as well, but the neutron number of its occurrence is shifted with the proton number
(N = 119 for Z = 85, N = 121 for Z = 87 and N = 123 for Z = 89). It may be
connected as well to the odd-even staggering which is visible for the thallium chain
(which is further discussed in the next section). However, the effect seems to be more
pronounced for larger Z. Unfortunately, the reason for this observations has to remain
unsolved for the moment. As many masses in this region are determined (and linked)
via α decay, the observation discussed above may as well have its reason here: One
problematic measurement may influence many other nuclides. Hence, more Penning-
trap mass measurements in this region are urgently needed to confirm (or disprove) the
observed effect.
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7.2.3 Fine-Structure Effect in the Binding Energies of Thallium Isotopes

14

15

16

17

18

19

20

21

22

95 100 105 110 115 120 125

S
2
n

in
M

eV

neutron number N

Ame2003
Ame2011
Ame2012

Figure 7.6: (Color) Change of thallium S2n values. The black dots denote values which
have been improved in the context of this thesis. Compared with values already included in
the Ame2003, the S2n values for thallium became smoother.

With the new data on thallium isotopes, the S2n values for the thallium chain are
now considerably smoother than before (see Fig. 7.6). As one can easily see, this is
a clear improvement over the situation in previous studies [158], where for the S2n

energies of thallium significant irregularities had been observed. While the kinks for
184,186Tl were already corrected before the measurements presented here due to a re-
evaluation of existing data in the context of the Ame2011, the “ironing” of the region
around N = 113 is due to the new measurements obtained in the context of this work.
The overall trend of the S2n values in this region is now pretty straight (see Fig. 7.7).
However, this smoothing of the S2n values is not the end of the story: Subtracting
the usual linear trend from the S2n energies, an interesting fine structure is revealed:
Odd-even staggering (see Fig. 7.8). This fine structure seems to cover almost the whole
chain from N = 104 − 124 with changing magnitude and is especially pronounced in
the region N = 108 − 116. Being on the order of 100 − 200 keV, it is only visible due to
the small uncertainties of the new measurements presented here. Usually the odd-even
staggering should be removed by looking at S2n values. The fact that it still occurs so
pronounced points towards a stronger change of the pairing energy than usual. This
idea of an unusual change of the pairing energy is further supported by the observation
of the odd-even staggering visible in the comparison with mass models as discussed in
Section 7.1.3. Compared with other elements in this region (see Fig. 7.9), the odd-even
staggering is visible in small ranges of other chains as well (e. g. for lead isotopes with
N > 111). However, it is most pronounced in thallium.
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Figure 7.8: (Color) S2n values for thallium with the linear trend subtracted. A clear odd-even
staggering is visible. Red dots denote values influenced by the new measurements presented
here. All values taken from Ref. [145].
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Figure 7.9: (Color) S2n values in the thallium region with the linear trend subtracted. The
different elements have been separated by 0.4 MeV each for a better visibility. Black dots
denote values influenced by the new measurements presented here. All values taken from
Ref. [145].

Looking furthermore at the two-proton separation energies S2p for thallium (see
Fig. 7.10), a clear staggering is observed as well, especially in the region N = 99 − 108.
Compared to the neighboring-Z elements, this behavior is pretty unusual. This phe-
nomena has already been observed in Ref. [158] and is confirmed using the new data.
However, for the masses around N = 113, the previously observed odd-even staggering
is no longer visible taking into account the new measurements. This mystery gets espe-
cially puzzling when taking into account as well the Sp values (see Fig. 7.11): Here an
odd-even staggering is expected and nicely visible for the neighboring elements (apart
from parts of the lead chain). For thallium, however, this staggering is only visible for
N > 115.

Taking into account the staggering deviation of the experimental data to the mass
models, the staggering in the S2n and S2p as well as the (almost) missing staggering
in the Sp values, clear indications for an interesting effect are seen. Its origin may be
related to the pairing of the neutrons with each other, but as thallium has an unpaired
proton just below the closed shell at Z = 82, pairing between neutron and proton may
be another possible reason for this effect. In Ref. [162], it was pointed out that odd-even
staggering of binding energies may have its origin not only in surface pairing effects but
as well in a polarization of the core. This was consequently demonstrated in a recent
publication [163] and may pose a possible explanation for the observed effects in thallium
as well. However, detailed theoretical calculations would be required to investigate this.
The region around Z = 81 is furthermore well known for shape coexistence (see Section
3.3 and Ref. [15]). This discussion started after a large odd-even staggering for the
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Figure 7.10: (Color) S2p values in the thallium region. The black dots denote values which
have been improved in the context of this thesis. A clear odd-even staggering for Tl is visible.
All values taken from Ref. [145].
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charge radii of the mercury isotopes had been observed [12, 164]. Later-on, also the
charge radii of the thallium chain have been studied in various experiments [12]. A
comparison of the odd-even staggering in the thallium S2n energies presented here with
the effects observed for the charge radii will be given elsewhere [165].

91





8 Summary and Outlook

In the technical part of the present work, the LabView-based control system of the
Isoltrap experiment has been enhanced and adapted to the current requirements:
Several new devices have been implemented and the number of available timing chan-
nels for synchronization of the setup has been increased to allow the integration of setup
extensions like the MR-ToF mass separator and the decay spectroscopy setup. Further-
more, the whole control system has been migrated to a new LabView version. As a
main enhancement a new operation mode, the stacking mode, has been introduced.
Together with improvements of the Isoltrap buncher, it is now possible to accumulate
ions in the preparation Penning trap over several measurement cycles. These ions are
then transferred as one bunch to the precision trap for the actual mass determination.
In case of low production rates (and sufficiently long half-life), this mode reduces the
measurement time significantly as the most time-consuming excitations in the Penning
traps are only performed once per bunch. Furthermore, if part of the beam cleaning
can be performed using the MR-ToF mass separator, the stacking mode enables the
Isoltrap experiment to deal with higher amounts of contaminating ions, hence prepar-
ing the Isoltrap experiment for future challenges. Several measurements performed in
2012 could only be carried out successfully with use of this enhancement. One example
is the mass measurement of 82Zn, which had failed several times before at different fa-
cilities because of low production rates and large amounts of contaminating ions. This
mass is of particular interest in nuclear astrophysics for the understanding of neutron
stars and will be presented in an upcoming publication [125].

On the physics side of the present work, the ground-state masses of 122−124Ag,
207,208Fr and 184,186,194,195Tl as well as the masses of isomeric states of 186,190,193,194,195Tl
have been determined. The uncertainty of most of these mass values could be improved
significantly (up to a factor of 20) and several of them could be measured for the first
time. Furthermore, the influence of correlations between frequency ratios due to shared
references has been studied for the first time at Isoltrap. However, the corrections to
the frequency ratios and their uncertainties turned out to be rather small.

Following the data analysis, mass models have been tested and nuclear-structure
studies have been carried out using the new mass values. The new mass values of silver
isotopes in the vicinity of the doubly-magic 132Sn and the N = 82 shell closure continue
the smooth trend of the already known S2n energies. Hence, more accurate prediction
of masses towards the shell closure at 129Ag are now possible.

In case of the francium isotopes, the kink in the S2n values around 208Fr is repro-
duced and rendered more precisely by the measurements presented here. This region
is currently under investigation using laser spectroscopy as well [166, 167]. Topics of
interest in this context are measurements of the atomic hyperfine levels to investigate
a possible change of the nuclear ground-state energy levels with decreasing neutron
number indicating a possible octupole deformation [168] as well as the determination
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of the β-decay properties using laser-assisted decay spectroscopy [169]. The new mass
measurements provide valuable absolute anchor points for the level scheme and may fur-
thermore support the discussion of nuclear shapes above the Z = 82 shell closure. More
mass measurements in this region are of particular interest to provide additional anchor
points and to resolve problematic links due to masses derived from decay-spectroscopy
measurements.

For the thallium masses an interesting fine-structure odd-even staggering of the S2n

energies was revealed. This fine structure points towards an unusual change of the pair-
ing with increasing neutron number. Furthermore, all discussed global mass models fail
to reproduce the pairing effect correctly. Consequently, these observations are partic-
ularly suitable for a theoretical study of the residual proton-neutron interaction in an
independent particle approach as for thallium only one proton is missing from a closed
shell. In addition, the thallium isotopic chain is currently under investigation by means
of laser spectroscopy in combination with decay spectroscopy [170]. The presented mass
measurements are hence an important step to provide absolute anchor points for build-
ing level schemes. All this contributes to an understanding of shape coexistence and
shape staggering in this region. A further investigation of this issue, especially with
respect to a comparison with charge-radii measurements and a discussion of the pairing
gap energies, will be presented in another work [165]. Furthermore, a detailed examina-
tion of the isomeric states in thallium including spin systematics will be given elsewhere
[159]. As a next step, a precise mass measurement of 180,182Tl would be desirable, as
this could determine whether the odd-even staggering continues as well for N < 104.
The mass of the α-decay daughter of 184Tl, 180Au is currently of high interest for build-
ing up the level scheme for the α decay [154]. The presented measurements already
contributed to this discussion, but additional measurements are necessary.

Looking into the Isoltrap future, a long shutdown is coming up beginning at the end
of 2012 because of the shutdown of the accelerator chain at Cern and the construction
work related to Hie-Isolde, an extension of the Isolde facility. This shutdown will
be used for enhanced maintenance of the Isoltrap setup, including a refurbishment
of the superconducting magnet housing the precision trap, which has been running
continuously for the last 20 years. On the control system side, a change of the operating
system from Windows XP to Windows 7 will be necessary as the support for Windows
XP will be phased out at Cern with the beginning of the long shutdown. A further
motivation for the change to Windows 7 will be a new version of the measurement Gui,
MM8, which is currently being developed at Michigan State University [171]. On the
physics side, one could turn towards lighter masses, e. g. neutron-rich copper isotopes for
studying the behavior of binding energies towards the doubly-magic 78Ni. Furthermore,
mass measurements of chromium and scandium in the region around N = 32 and N = 34
would be of high interest as these masses could contribute to the discussion whether
these respective neutron numbers become magic numbers in this part of the nuclear
chart. Part of these measurements could be carried out as well using the MR-ToF
device instead of the Penning traps as already suggested in Ref. [172]: As the mass
separation process in the MR-ToF device is considerably faster than in the Penning
traps, this could significantly reduce decay losses in case of short-lived nuclides like 55Sc,
hence allowing measurements which might not be possible otherwise.
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