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ABSTRACT

A set of 500 simulated trajectories and a simple parcel model are used to (i) evaluate the performance of a
large eddy simulation model coupled to a detailed representation of the droplet spectrum (the LES-BM model)
and (ii) gain insight into the microphysical structure of numerically simulated nonprecipitating stratocumulus.
The LES-BM model reasonably reproduces many observed features of stratocumulus. The largest sources of
error appear to be associated with limited vertical resolution, the neglect of gas kinetic effects and the inability
of the model to properly represent mixing across cloud interfacial boundaries. The first two problems have
simple remedies; for instance, a condensation—nucleation scheme is derived that includes gas—kinetic effects
thus obviating the second problem. The third source of error poses a more vexing, and as yet unsolved, problem
for models of the class described herein.

Trajectory timescales are analyzed and in-cloud residence times are found to be, in the mean, on the order of
the large eddy turnover time. In addition, it is shown that the length of time trajectories spend near cloud top
may be an important factor in the droplet growth equation for a certain favored subset of trajectories. An analysis
of the adiabatic trajectory data also indicates that (i) values of diameter dispersion are a factor of 2 to 5 smaller
than commonly observed; (ii) simulated values of the dispersion in number concentration are found to be
explainable solely on the basis of trajectories having different updraft velocities; (iii) diameter dispersions are
not found to be equal to a third of number dispersions, nor did they relate simply to the dispersion in the cloud-
base updraft velocity.

Problems with coupling one- and two-dimensional models to detailed representations of the droplet spectrum
are discussed. In the case of the former, the lack of an explicit representation of turbulent eddies requires that
the coupling between the microphysics and the dynamics be parameterized. In the case of the latter, boundary
layer eddies are represented, thus allowing for a more reasonable coupling between turbulence and microphysics.
However, the resolved eddies have a different structure than their three-dimensional counterparts, one conse-
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quence of which is that timescales of in-cloud circulations are found to be shorter and have less variability.

1. Introduction

Over the past decade or so the evolution and equilib-
ria of persistent decks of stratocumulus climatologi-
cally clinging to the edge of summertime subtropical
highs has been an issue of increased scientific inquiry.
The particular interest in the microphysical structure of
these clouds stems from a variety of hypotheses that
suggest that anthropogenic influences or biogenic feed-
backs may alter their radiative properties in a climati-
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cally significant manner. Among the hypotheses that
have received wide attention are those of Twomey
(1977), Albrecht (1989), and Baker and Charison
(1990); although more recent hypotheses formulated
by Pincus and Baker (1994) and Ackerman et al.
(1993) are also of interest.

Each of these hypotheses is fundamentally coupled
to the evolution of the droplet spectra. Consequently,
their detailed consideration through the use of numer-
ical simulations requires that both the droplet distri-
bution function and its interaction with the aerosol dis-
tribution function be properly represented. Over the
course of the past few years, two groups [e.g., The
University of Oklahoma group (Kogan et al. 1994) and
the Colorado State University group (Feingold et al.
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1994)] have begun to address this requirement by fully
representing the turbulent evolution of the boundary
layer via a large eddy simulation (LES) representation
of the dynamics coupled to a sectional or binned (BM)
representation of the droplet spectrum microphysics
(hereafter, the model that results from such a coupling
will be referred to as an LES-BM model). The advan-
tage of such an approach is that it provides a consistent
representation of the evolution of the cloud dynamical
and microphysical structure. Its major drawback is that
in order to capture even the most rudimentary interac-
tions between drops and ambient aerosol (e.g., cloud-
drop activation) several million degrees of freedom,
which represent processes active on time and spatial
scales that span several orders of magnitude, must be
represented. Consequently, a critical assessment of a
model that posits itself as an analog to nature at this
level of complexity is an important, yet daunting task.

Perhaps for this reason, earlier reports on simulations
of the kind to be reported here left considerable room
for further critical assessment. For instance, while Ko-
gan et al. (1994) were the first to present spectrum-
resolving simulations of stratocumulus in three spatial
dimensions, their simulations were unable to represent
the classical feature of number concentrations constant
with height, and nonmonotonic operators caused oscil-
lations in prognostic fields near sharp gradients. Fein-
gold et al. (1994) concurrently presented two-dimen-
sional simulations with droplet spectrum resolving mi-
crophysics; however, they also experienced problems
associated with nonmonotonic numerical operators for
advection. As both groups were interested in examining
particular sensitivities of their models, only cursory at-
tention was paid to these shortcomings. More recently,
Ackerman et al. (1995) presented detailed representa-
tions of cloud microstructure generated by coupling a
higher-order turbulence closure model to a detailed bin-
resolving microphysical model. In comparing their re-
sults to observations they were also unable to reproduce
the commonly observed feature of constant in height
cloud-droplet concentrations. In addition, simulated
drizzle rates were compared to only a single observa-
tional data point and were obtained on the basis of an
aerosol distribution that was not independently initial-
ized. Given this situation, and the recent trend toward
using the output of simulations of this class as synthetic
datasets for calibrating simpler models, it was felt that
there was a need for a more critical assessment of the
performance of spectrum-resolving microphysical sim-
ulations of marine stratocumulus.

The plethora of observational data that has become
available since Nicholls (1989) motivated his work by
noting the lack of observational constraints on LES
models with grid scales of order 10 m, makes it ap-
pealing to attempt to simulate an actually observed
case—and assess the model performance based on a
detailed comparison to a particular set of observations.
Unfortunately, a number of outstanding issues may still
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make it difficult for the observations to adequately con-
strain the models. First, is the pervasiveness of specific
gaps in the datasets, for example, insufficient obser-
vations of subsidence, downward radiative fluxes at
cloud top, and the spectrum of cloud condensation nu-
clei, all of which the model is sensitive to. Second, even
in the most recent observations there exists significant
(i.e., large enough to make it difficult to adequately
constrain the models) uncertainty in concurrent mea-
surements of liquid-water, vapor, and temperature in
clouds. Finally, there is the fact that most observations
are of physically complex systems, which are affected
by a variety of processes, making it difficult to establish
fundamental physical relationships. Notwithstanding
that simulations of the full physical system are ulti-
mately desired, demonstrating that the model ade-
quately simulates a critical subset of physical processes
is a necessary first step. Consequently, while attempts
to overcome the obstacles to meaningful observational
comparisons [the work of Kogan et al. (1995) being a
first step in this regard] are encouraged, the current
study takes the alternate approach of simulating a
highly idealized case (no shear, no drizzle or collection,
no solar radiation). This restricts us to an assessment
of the behavior of the model only in the context of
observational features that are neither case specific nor
strongly dependent on unsimulated processes.

Limiting ourselves to a more qualitative comparison
with the observations allows considerable room for er-
ror, and develops little new understanding. Conse-
quently, after showing that the model reproduces the
classical microphysical features of observed stratocu-
mulus-topped mixed layers, the bulk of this paper is
directed to the following two questions: (i) What is the
quantitative impact of various assumptions in the
model on the simulated microphysical structure of the
cloud? (ii) What processes are responsible for produc-
ing robust features of the simulated stratocumulus mi-
crophysics? Given the implicit assumption that asso-
ciates robust (in the sense of the numerics) features of
the simulations to the actual physical system, the latter
question offers the possibility of developing physical
insight.

To address these questions a new approach has been
developed. This approach is schematically represented
in Fig. 1. Here, the LES-BM model is used to generate
two sets of information. The first is the structure of an
ensemble of trajectories that characterize the boundary-
layer circulations. The second is the microphysical
structure of the cloud as predicted by the LES-BM
model. The ensemble of trajectories is then used to
drive a parcel model with different degrees of com-
plexity in the representation of the microphysics (here-
after this model will be referred to as the trajectory
ensemble model or TEM). To the extent that the en-
semble of trajectories dynamically characterizes the
simulated cloud, the microphysical structures predicted
by the different models can be compared so as to isolate
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FiG. 1. Schematic representation of different modeling approaches.

the impact of a variety of model assumptions. In the
case of the second question, by modifying the structure
of the ensemble of trajectories, the manner in which
different physical processes contribute to robust fea-
tures of the simulated stratocumulus microstructure is
investigated. Moreover, the availability of the trajec-
tory data offers us a different way to consider the cloud
and allows us to gamer physical insight. Using the tra-
jectory data, the relevant timescales for different pro-
cesses may be considered, and the manner in which
variant trajectories contribute to the inhomogeneity in
cloud microstructure can be explored. An analysis of
these trajectories, for instance, shows that although
much of the mean structure can be reproduced by a
single prototypical trajectory, the variance structure de-
pends on the variety of trajectories that constitute the
cloud at a given level.

The remainder of the material is organized as fol-
lows: sections 2 and 3 describe the LES-BM model and
results from the LES-BM simulations, respectively. In
section 4 the TEM model is presented. The analysis of
the TEM data and its comparison to the LES-BM re-
sults is given in section 5. A discussion follows in sec-
tion 6. The conclusions are summarized in section 7.

2. The LES and LES-BM models

The main modeling component is an LES model that
is characterized by an Eulerian representation of phys-
ical space and a grid scale in the inertial range of three-
dimensional turbulence. Although the model is based
on the dynamical framework provided by the Regional
Atmospheric Modeling System (Pielke et al. 1992), it
contains many new features critical to the current in-
vestigations. One such feature is the option of repre-
senting the microphysics in the bulk sense or through
a detailed representation of the droplet spectrum and
its forcings. An overview of the LES and LES-BM
models is given below.
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a. The dynamical framework

In formulating a limited resolution Eulerian model
the equations of motion must first be filtered so that
values defined at grid points are representative of grid
boxes. Qur approach follows Mason (1994), who as-
sumes an unspecified filter implicitly determined by the
nature of the subfilter parameterizations. Accordingly,
filtered (or grid scale) variables are denoted by an over-
bar. Such an approach yields a set of equations that
may be divided into three categories.

First, is the anelastic momentum equation for a ro-
tating fluid. In the high Reynolds number limit, viscous
forces are considered negligible:

Ou; _ O, or
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where the Exner function, w, formulation is used in
place of pressure since it simplifies treatment of the
buoyancy term. The basic state is given by (g, 8y, pa,
u,, v.), and is chosen to be in hydrostatic as well as
geostrophic balance and to satisfy the ideal gas law for
a dry atmosphere. Thermodynamic perturbations from
this basic state are denoted by subscript ““1.”

The subfilter contributions to the filter-scale motions
are represented through the term involving the subfilter
stress 7;;, where formally, under the as yet unspecified
filtering operation, 7; is defined through the relation

(1)

+ eijk(’Ij - ujg)ﬁ +

1 6(p()7',]) ,8“,- . 617,

—_— e = uj - uj T~ .

Po ax]‘ ax, (9xj
Lilly’s stability modification to Smagorinsky’s eddy

diffusivity method is used for parametrically repre-
senting 7; (Lilly 1962):

(2)

where
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where the deformation D is given by the traceless

form,
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by (8x,- +8x,~ 3 "6xk)’ 4
Ri is a gradient Richardson number, Pr is an eddy
Prandlt number specified to be 1/3, and [, = 0.25Ax is
an isotropic mixing length scale. This choice of mixing
length scales is thought to be equivalent to choosing a
filter scale to be on the order of the model’s grid scale
(e.g., Mason 1994). Nieuwstadt et al. (1991) and Ma-
son (1994) demonstrate the effectiveness of this ap-
proach in treating subfilter covariances, and regardless,
a verifiable premise of the LES approach is that it is



1 AprIiL 1996

insensitive to minor details in the subfilter parameter-
ization.

Second, is the equation for the perturbation Exner
function, 7, which follows Klemp and Wilhelmson
(1978):

Rmg ) a(Poeoﬂj) _ (5)

om _ _
ot c.pobo Ox;

It is in the sense of this equation that the model is re-
ferred to as compressible, although the differences be-
tween our model and others in which sound waves are
filtered by the incompressibility assumption (e.g.,
Deardorff 1970; Moeng 1984; Moeng 1986) should be
negligible. _

Third, is the generalized equation for scalar, ¢, trans-
port, which is applied to heat, moisture, and micro-
physical substance transport:

o _ o
6t a uj a.xj‘
10 | o o oo
+p0 ox, +8(p) + [8(¢) — S(¥)], (6)

where ¢ € {6,, gr, M}. Liquid-water potential tem-
perature, 8, (Betts 1973) and total water, g,, are the
primary thermodynamic variables. The set of second-
ary thermodynamic variables (e.g., the microphysical
variables) is denoted by X, and will depend on the
microphysical representation being used. When X is
empty the model is the standard LES model with ‘“all
or nothing condensation,”” where all the vapor in excess
of supersaturation is diagnosed as cloud water. Other-
wise the model will have a binned spectrum micro-
physics representation (thereby fitting our definition of
the LES-BM model ) where X will have of order 50
elements, which are described along with their forcings
in section 2c below.

Analogous to the definition of 7; in the momentum
equation, y; represents the parameterized subfilter con-
tributions, and is a function of the resolved-scale prog-
nostic variable i:

19Cpoy) _ 0¥ _ i Ipol)
po  Ox; ! ox;  po Ox; ’
where

R
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Although the first two terms on the right-hand side
of Eq. (6) are familiar, the last three terms may not be.
They represent the scalar forcings, and are presented in
this manner to raise an often overlooked point (e.g.,
Ackerman et al. 1995; Bott et al., 1995). The filtering
operation should be applied to the system of equations,
not the variables. As a consequence, subfilter correla-
tions will arise in nonlinear terms that would otherwise
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be absent. In the case of the advection equations, the
subfilter term is the well-known divergence of the
subfilter stresses (which is modeled as a diffusion
term). In the case of the scalar forcings (at least in the
presence of a resolved droplet spectrum) the sedimen-
tation, condensation, and collection terms all have
subfilter contributions. The subfilter correlation in the
nonlinear component of the condensation term has been
most widely considered; it amounts to a correlation be-
tween subfilter variability in the supersaturation and the
droplet distribution function. First discussed by Be-
lyaev (1967), it can be thought of as the affect of sub-
filter turbulent fluctuations on drop spectral evolution.
The general problem of how turbulence influences drop
spectral evolution is discussed in some detail by Ste-
panov (1976). Cooper (1989) looks at a limiting case
associated with the assumption of equilibrium super-
saturations but crossing drop trajectories. While Clark
and Hall (1979) attempt to numerically simulate the
affect of small-scale random velocity fluctuations on
droplet spectral broadening. In our simulations, where
the energy-containing eddies are resolved, the neglect
of these terms may be warranted, and amounts to the
assumption that there is no net contribution to the re-
solved scales from subfilter correlations in the forcing
terms. However, in models that do not converge to the
physical system in the limit of infinite spatial resolution
(e.g., higher-order closure models, Ackerman et al.,
1995; Bott et al., 1995), such neglect may constitute a
significant error.

b. Scalars and their forcings for the standard LES
model

In this case the simple ‘‘all or nothing’’ condensation
schemes are considered, where ¢, and g are the only
prognostic scalar variables other than pressure (i.e., J{
is empty). Both are conserved under liquid/vapor
phase changes, which leads to reduced gradients across
cloud edges and fewer errors in the numerical repre-
sentation (e.g., Tripoli and Cotton 1981; Grabowski
and Smolarkiewicz 1990). Moreover, since drops are
considered to move with the air, the long- and short-
wave radiative flux divergence is the only thermody-
namic forcing, and it acts exclusively on ,. It is param-
eterized using the mixed emissivity approach described
by Chen and Cotton (1983).

¢. Scalars and their forcings for the LES-BM model

Alternatively, the evolution of the drop spectra may
be resolved through its discretization over a fixed grid
in mass space. In the present case this discretization is
defined by the sequence of 25 mass intervals [(x,
Xei1) 172, where x; = 167 '2g, and x, = 2x,,,. Such a
specification leads to a grid that spans the diameter in-
terval D (um) = (3.125, 1008), which should be suf-
ficient for the numerical representation of drops in stra-
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tocumulus clouds. The set M of secondary thermody-
namic variables constitutes the basis_of the LES-BM
formulation and requires that M = {M,, - - -, M,s, Ny,
- -+, N»s5 } be specified. Given n(x)dx, the number con-
centration of drops in a vanishingly small mass interval,
{ My, N} are simply the mass and number-mixing ratio
of cloud drops within the kth grid interval:

X+ 1
M, = f xn(x)dx,

Xi

and

N, = f n(x)dx. (8)

3

There are a number of advantages to such an ap-
proach. First, Tzivion et al. (1987) demonstrate how
the use of two moments facilitates the use of broader
bin definitions for stochastic collection calculations
while maintaining equal or increased accuracy relative
to single-moment schemes that have two or three times
the number of bins. Second, at least one of the moments
of the distribution is conserved under the important
forcings of vapor deposition and stochastic collection,
thus providing an accurate check or constraint on the
numerical procedures used for integrating these pro-
cesses. Third, use of two moments allows various mea-
sures of size to vary freely within a bin.

1) FORCINGS ON THERMODYNAMIC VARIABLES

In addition to considering the forcings on the addi-
tional scalars, for the case J not-empty, the radiative
forcing on 6, associated with the standard LES repre-
sentation is retained. When the assumption that liquid-
water moves with the air is relaxed, 6, and g, are no
longer materially conserved so the divergence of the
net liquid-water flux must be represented as a forcing
on these terms.

2) FORCINGS ON THE DROPLET SPECTRUM

The present study is primarily concerned with nu-
cleation and condensation of cloud drops, so the model
is idealized through the neglect of stochastic collection,
sedimentation and drop breakup. As a result, the only
forcings on the droplet spectrum are nucleation and
condensation/evaporation. The former is discussed in
a separate section below. The latter is solved using the
semi-Lagrangian method of Tzivion et al. (1989) for
which both radiative and gas kinetic effects are as-
sumed negligible. Because these are not necessarily
good assumptions some of their limitations are dis-
cussed in section 6. '

3) SUPERSATURATIONS

The semi-Lagrangian condensation/evaporation scheme
of Tzivion et al. (1989) is formulated as a function of
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an integral average of the vapor surplus over the time
step 6t¢:

b1
T =C(p, T)f n(t)dt,

where

n=4q,— g, 9

and consequently requires one to accurately represent
the evolution of the surplus vapor, 7(t), over the course
of a time step. Since ¢, is the vapor-mixing ratio, and
g is the saturation-mixing ratio, 1/g, is the supersatu-
ration. Consequently, the solution method for 7n(#) is
formally identical to that first presented by Squires
(1952, see also Sedunov 1965), and has come to be
referred to as the semianalytic method for representing
the evolution of some measure of the supersaturation
field over a time step (Clark 1973). The present work
represents an improvement over previous work (e.g.,
Tzivion et al. 1989; Feingold et al. 1994) in that dy-
namical forcings over the course of a time step are now
considered in the determination of 7.

4) ACTIVATION/REGENERATION

The diagnostic activation scheme is based on the cu-
mulative method discussed by Clark (1974a) where
each time step the number of drops in the first size
interval are incremented by the factor

o 25
AN, = max[O, ﬁrf f(r;r,, o)dr— Y, N_k,:l
r k=1

(10)

and the mass in the corresponding size interval is in-
cremented by

AM‘ =aAN‘x‘. (11)

The scheme activates all previously unactivated aerosol
larger than an activation radius, r,, determined on the
basis of equilibrium theory. The aerosol are assumed
to be described by a constant lognormal distribution
function characterized by (r,, o, ), which represent the
mean and standard deviation of Inr, respectively. In
accord with the observations of Shettle and Fenn
(1979), r, = 0.03 ym, and o, = 2.2 are chosen and
held fixed during the course of a simulation. In solving
for r, the chemical composition of the aerosol must be
specified. Here it is taken to be ammonium bisulphate
with a practical osmotic coefficient of 0.9. Here N is
the local aerosol concentration. The sum of cloud
drops, £ N,, represents the number of previously acti-
vated drops, so that in this scheme regeneration is im-
plicit. The factor « in the relation describing AM, at-
tempts to compensate for the fact that acrosol will not
necessarily grow, upon activation, to the size of the
smallest bin; it is taken to be the smallest number in
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the interval [1/4, 1], which maintains the average mass
within the bin.

The current approach (which behaves perfectly in
the absence of nonconservative forcings on the aerosol
spectrum) represents a departure from previous work.
Feingold et al. (1994) used a scheme based on two
lognormal distributions each with three prognostic
variables. Feingold et al. (1996) use a six-bin scheme
associated with six prognostic aerosol categories. Both
schemes regenerate aerosols by assuming that the re-
generated aerosol is distributed in a spectrum identical
to the globally averaged activation spectrum. The chief
limitation of the current method is that it is unable to
represent cloud processing of the aerosol by processes
(e.g., collection and sedimentation ), which are anyway
neglected in the current study.

d. Boundary conditions

In the horizontal, boundary conditions are doubly
periodic. The model top is a rigid lid. To prevent spu-
rious reflections of gravity waves, a fictitious damping
term (with damping timescale 7, = 60 s) is applied to
the momentum equations over the top seven levels of
the model (between 1500 and 2300 m). The lower sur-
face is a material surface across which fluxes of heat
moisture and momentum are solved following Louis
(1979). The roughness length of the lower sea surface
is given by Charnock’s (1955) relation.

e. Numerical methods

The grid spacing is chosen: Ax = Ay = 55 m. Below
900 m, Az = 25 m. Above 900 m the grid is progres-
sively stretched so that grid spacings are O (100 m) at
the model top, which is at approximately 2300 m. Var-
ious time-marching schemes are used in the model,
however, all explicit time-marching schemes—apart
from the one used to solve for acoustic terms in the
Exner function equation—operate on a long time step
of 6t = 2 s. Radiation calculations are done every five
time steps (or 10 s), although heating/cooling rates are
applied at each time step. In the momentum equations,
leapfrog time differencing is used for the advective
terms, while sound wave terms are time split and in-
tegrated on a short time step using a Crank—Nicholson
semi-implicit scheme in the vertical. Diffusion terms
are integrated implicitly in the vertical and explicitly in
the horizontal. Forward time differencing is used for
the scalar transport equations, which facilitates the use
of nonlinear flux correctors in the representation of sca-
lar advection.

Variables are defined on the Arakawa C-grid for
which grid stretching and interactive nesting are avail-
able options. The eddy diffusivities are calculated at
thermodynamic points and averaged to w points. The
nonlinear advection of momentum is computed using
fourth-order centered in space differencing. Scalars are
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advected using sixth-order differencing in space based
on the polynomial forms of Tremback et al. (1987)
coupled with the flux limiters in order to maintain
monotonicity in the solutions. The flux limiters are built
according to the FCT methodology of Boris and Book,
which is discussed in some detail by Smolarkiewicz
and Grabowski (1990) as well as by Zalesak (1979).
In our implementation, limiters are constructed as de-
scribed in Smolarkiewicz and Grabowski (1990) with
modifications as per the discussion in Zalesak (1979).
All advection schemes are formally one-dimensional
and are successively (through the course of a time step)
applied to each velocity component in turn.

3. LES-BM results
a. Overview
1) INITIALIZATION AND SPINUP

The LES-BM model is initialized as in Moeng et al.
(1996) with the exception that above cloud, air is mois-
tened and warmed so as to make the cloud top jump in
0, positive. Increasing the stability of the cloud-top in-
terface results in unbroken cloud cover (e.g., see Fig.
2). The upper boundary condition in the mixed em-
misivity scheme is chosen to give downward longwave
fluxes of 240 W m~2 at 1000 m. This led to cooling
rates on the order of 8 K h™' in the top 25 m of the
cloud.

The model is spun up with the simple (and much
faster) saturation adjustment scheme. After about 60
min of simulation time it reaches a quasi-steady state
where fluxes of conserved variables (not shown) are
determined to be linear with height and the turbulence
field varies slowly (see TKE in Fig. 2). At 90 min a
BM run is spawned, within which trajectories are com-
puted. The mapping of the diagnosed liquid-water field
(associated with the standard LES spinup) onto the
two-moment Eulerian grid, which tracked drops in the
BM run, is done by assuming an activated fraction of
aerosol of 0.75, and a lognormal distribution function
for the water with standard deviation o, = 1.2. This in
turn defines the mean radius of the distribution, allow-
ing it to increase with height in a manner that keeps the
number concentration constant. Figure 2 indicates how

Time evolution of boundary layer stats
v v e

TKE (w’s7), CF, AF

K -6 1.0 1.6 2.0 2.6
Time (hours)

FiG. 2. Time evolution of boundary-layer turbulent statistics. Solid
line, boundary layer TKE; dashed line, cloud fraction; dots, activated
fraction of aerosol.
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in about two eddy turnover times (~20 min) the sim-
ulated number concentrations equilibrated to a new
steady state significantly lower than the initialization.

Because the ability of the model to accurately rep-
resent first- and second-order turbulent statistics is
demonstrated by Moeng et al. (1996), it shall not be
redemonstrated at this point. Notwithstanding, snap-
shots of flow structures at 150 min are illustrative and
are discussed below. Section 3b presents the analysis
of the microphysical fields in the BM run, which is
based on the final 40 min of the 60-min sensitivity
run—as is the TEM analysis.

2) SNAPSHOTS OF FIELDS

Figure 3 demonstrates the cellular cloud features typ-
ically associated with stratocumulus. The LWP (liquid-
water path) varies by about a factor of 4 or 5 over the
domain, with the most pronounced minimum in the
northwest corner. Minima in the LWP tend to be nar-
rower than maxima. The collocation of LWP minima
and downdrafts indicates that the downdrafts are as-
sociated with breaks in the clouds. Near cloud top (e.g.,
the w field at 700 m in Fig. 4b), the vertical velocity
field shows evidence of highly organized downdrafts
that define the cellular structure of the cloud. Compar-
ing the cloud-top velocity field (Fig. 4b) with that just
below cloud base (Fig. 4a), it is apparent that not all
of the downdrafts mix through the depth of the bound-
ary layer. Generally, it is only in the regions of the
greatest confluence-—such as the corners of the cells
defined by the downdrafts—where downdrafts pene-

Plan view of LWP CONTOUR FROM 12 TO 58 BY 4

FIG. 3. Vertically integrated liquid-water path. Note that in all con-
tour plots the contour interval and range is given on the top left of
plot. Local highs and lows are marked on the plots.

JOURNAL OF THE ATMOSPHERIC SCIENCES

VoL. 53, No. 7

w at 500 m
1395 <

834

273

N—S Distance (m)

|
n
@
L]

1403

1385

S Distance (m)

N-—
®
o
@

—6849

1403

FiG. 4. Vertical velocity field at two different levels: (a) near cloud
base z = 500 m, (b) near cloud top z = 700 m.

trate significantly below cloud base. This observation
is supported by an examination of the w field at 300 m,
although the figure is not shown.

More evidence of this type of structure is provided
by the x — z cross sections taken at y ~ —1250 m. The
w cross section in Fig. 5a illustrates that while the
strongest downdrafts penetrate through the depth of the
domain, there exist secondary circulations confined to
the cloud layer. Cloud water (Fig. 5b) is greatest in
regions of deepest ascent (i.e., where updrafts are most
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FiG. 5. Cross section of (a) vertical velocities, and (b) associated
cross section of liquid-water mixing ratio.

strongly connected to the surface layer), while reliefs
of cloud top indicate the collocation of cloud top ‘‘val-
leys’’ with downdrafts. The supersaturation fields (Fig.
6a) produced by the model appear quite reasonable in
that they have well-defined cloud-base maxima of order
0.4%, and fall off through the depth of the cloud. There
are secondary maxima near cloud top (of order 0.3%)
that seem to be preferentially located in regions of
downdrafts. This somewhat classical picture of the su-
persaturation [excluding the cloud-top features, which
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are discussed elsewhere (Stevens et al. 1996)] associ-
ated with convective motions leads to the equally clas-
sical picture of number concentration fields relatively
constant with height through the depth of the cloud
(Fig. 6b).

b. Microphysical statistics

In this section LES-BM data are averaged before
presentation and a number of different types of aver-
aging procedures are used. Time averaging is con-
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number concentrations.



988

800

700

)
. 800 J
=}
20
[}
asd
500 -1
)
400 . \ .
Q 5
r, (g/ke)
800 (b) T T T T B T T 13 T T

Height (m)

500 1

ey

400 " : " N " I "
0 60 120

N (# mg™)

JOURNAL OF THE ATMOSPHERIC SCIENCES

VoL. 53, No. 7

Height (m)

500 |- 1

400 Y s L 1 s . L L

800

700

—
g
- 800
ie]
Qp
ool
3
Ja o]
600
400 —_— L i i 1 i L " A
0 10 . 20
Dnvg (/-"m)
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ducted over the nine time levels that span the 40-min
analysis period. Space averaging is over the whole do-
main at a given vertical level. Elements that contribute
to an average may be limited through the use of con-
ditional sampling. Two types of conditional sampling
are performed; some averages are computed only over
up- or downdrafts, whereas other averages are limited
to cloudy points. Cloud is defined to exist if a local
threshold is satisfied, where for this threshold the lig-
uid-water criterion of 0.02 g kg ™' suggested by Noon-
kester (1984) or a number concentration criterion of

1 cm™ is invoked. The use of two criteria gives us a
measure of the robustness of our results with respect to
averaging procedures. Unless otherwise stated, all av-
erages are space and time averages.

1) MEAN PROFILES

In Fig. 7 the layer-mean as well as the up/down-
draft-mean simulated microphysical structure of the
cloud is represented in terms of the liquid-water mix-
ing ratio, number concentration, supersaturation, and
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average diameter. Regarding the layer-mean values
(solid lines), the cloud drop number concentration
curve is approximately constant with height (Fig.
7b), in contrast to the approximately linear increase
in liquid water content (Fig. 7a). Such a picture is
consistent with activation of cloud drops at cloud
base and no subsequent activation through the depth
of the cloud. Increases in liquid water content are
absorbed by a shifting of the mode diameter on a
constant droplet population as evidenced by the in-
crease in average diameter (Fig. 7d) through the
depth of the cloud. All of this is in qualitative agree-
ment with the classical' picture of nonprecipitating
stratocumulus microphysical structure developed on
the basis of numerous observations (e.g., Slingo et
al. 1982; Noonkester 1984; Nicholls 1984).

The mean supersaturation plotted in Fig. 7¢ in-
creases with height, but is negative through the depth
of the cloud. Conditionally, sampling over up- and
downdrafts demonstrates that updrafts are supersat-
urated in the mean and downdrafts are subsaturated.
Using the layer mean supersaturation to couple their
higher-order turbulence dynamical representation to
their microphysical model, Ackerman et al. (1995)
predicted a similar structure in the mean field. Such
an approach is in marked contrast to the current
model in which the turbulence is resolved and the
coupling is through the grid-box averaged supersat-
uration field. Consequently, although both models
predict similar structure in the mean supersaturation,
drastically different microphysical structures result,
as the present model clearly activates significant
numbers of drops in strongly supersaturated updrafts
and number concentrations are relatively flat and ro-
bust to averaging procedures. These results demon-
strate that the important (from the perspective of the
microphysics) structure of the supersaturation field
is not revealed by the mean, and that the strong cor-
relation between updraft velocity and supersaturation
must be accounted for. Another problem with driving
microphysical routines with the mean supersatura-
tion is that droplet growth routines will be unable to
represent broadening of the drop spectra due to tur-
bulent motions (Cooper 1989).

Supersaturations in clouds are not readily or reliably
measured, although they are one of the means by which
the dynamics regulates the cloud microphysical struc-
ture. Nevertheless, an effective supersaturation may be
inferred based on a comparison of cloud drop concen-
trations and subcloud aerosol activation properties. Us-
ing such a procedure for observations of stratocumulus,
Hudson and Frisbie (1991) inferred median effective
supersaturations between 0.24% and 0.42%. Similarly,

' Although as with most classical features there may be many in-
teresting instances that do not conform to the stereotype.
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Martin et al. (1994) show results that limit cloud-base
supersaturations in stratocumulus to <0.8% with me-
dian values of order 0.4%. Consequently, observational
inferences about supersaturations are quite consistent
with the cloud-base maxima produced by the model
(Fig. 6). Moreover, estimating the supersaturations
produced in the simulations, using our knowledge of
the specified CCN spectra and the mean value of the
activated fraction of CCN, an effective cloud-base su-
persaturation of 0.25%-0.30% is obtained. This is
somewhat smaller than the local maxima in Fig. 6 but
still consistent with the observational inferences.

Backtracking to the conditionally sampled profiles
of liquid water (Fig. 7a), we note that updrafts are
considerably moister than downdrafts so that simulated
departures from adiabaticity in the mean are largely a
function of the quantity of entrained air in the down-
drafts. Furthermore, because we are considering layer
averages, the presence of dry air in downdrafts at a
given level will decrease both the drop concentrations
and the liquid water content. This dual effect mitigates
the differences between average diameter in up- and
downdrafts so that they only differ by about a microm-
eter (Fig. 7d). The variant properties in the up- and
downdrafts tend to contribute to the ragged cloud-base
structure ubiquitous in stratocumulus; it is also respon-
sible for smoothing the cloud-edge microphysical pro-
files so that, for instance, the mean cloud drop concen-
trations (Fig. 7b) are not as constant with height as they
would be in a profile constructed from a single column
of grid points at a single time.

2) DISPERSION PROFILES

Observations of microphysical dispersion in strato-
cumulus (e.g., Noonkester 1984) show the same gen-
eral character as our simulations (see Fig. 8) where the
dispersion in the liquid water, number concentrations,
and mean diameter (radius) have maxima at cloud-
edges with a single minimum toward the center of the
cloud. Although, the cloud-edge maxima tend to be less
pronounced in the observations, this is largely a sam-
pling issue, as when we sample according to Noonkes-
ter’s cloud criteria, the cloud-edge peaks in dispersion
are reduced by about a factor of two. Observed minima
in the dispersions in number concentration and radius
are both slightly under 0.2, although the minimum dis-
persion in liquid water tends to be larger than 0.2. The
simulations develop dispersion minima of about the
same order, although simulated diameter dispersions
are slightly less, and number dispersions slightly
greater than observed. Although relatively large values
of diameter dispersion are generated by our model in
the absence of collection, given the shallowness of the
clouds observed by Noonkester and their large ambient
droplet concentrations, it is reasonable to assume that
collection contributes little to the values of dispersion
he observed.
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In Fig. § the dispersion has been partitioned into
conditionally sampled values over up- and down-
drafts in which the more dispersive nature of the sim-
ulated downdrafts is clearly illustrated. Because the
dispersion in the downdrafts may be a strong function
of the manner in which the model mixes across cloud
top, it would be interesting to have conditionally
sampled values of actually observed dispersion in or-
der to better assess the realism of the simulations in
this regard. :

4. The trajectory ensemble model (TEM)

A significant component of the analysis will be based
on trajectories derived from the LES model and used
to drive the TEM. The TEM can be thought of as a host
Lagrangian dynamical framework in which one can
embed a variety of microphysical representations. A
description of the TEM model, as configured in the
context of a Lagrangian representation of the micro-
physics, is given below. In this section we also discuss
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how the TEM represents entrainment, some of its lim-
itations, and the nature of the LES derived trajectory
set with which we force it.

a. Model description

For the purposes of this study, the TEM is driven by
an ensemble of N trajectories

g= {Tla T27 ”'1TN}-

Each trajectory is defined by T, € J, which corresponds
to a time ordering of, I, 9-dimensional time-history
vectors

— 1
Tn_{(p:', ?,i,q;“‘i,x;‘l,)’f,zl"'au;’,U?,W;')}xel

that determine the instantaneous thermodynamic state,
position, and velocity of the parcel over the course of
the nth trajectory. Because, 6, and gr are constant in
the absence of mixing, their variance is a measure of
the entrainment into the parcel. For the present work,
the time interval between successive time history vec-
tors is 2 s, over which state variables are assumed to
vary linearly.

Trajectories may be prescribed, or predicted by the
LES-BM simulations. In the latter case, the LES model
predicts the evolution of J, as follows: At the initial
time step material elements are distributed randomly in
space. At each time level, the values of the state vari-
ables, including velocities, are interpolated (trilinearly)
from the surrounding grid points to the trajectory’s
specified position and written to a file. The trajectory’s
position is then changed according to its velocity. and
the length of the time step, and the process begins
anew. An overview of the LES-derived trajectory set
is provided in section 4d below.

The great advantage of the TEM is that its assump-
tions facilitate a Lagrangian representation of the liquid
water mass so that the artificial distinction between
drops and aerosols common to Eulerian microphysical
models is no longer necessary. By fixing the aerosol
sizes, or even binning them, the amount of water mass
per aerosol may evolve freely. So from the perspective
of the drop spectrum the liquid water is represented in
a Lagrangian sense, where drops are treated as delta
functions associated with aerosol of differing sizes and
differing chemistry. In this context, the evolution of the
hygroscopic aerosol may be modeled by a system of
ordinary differential equations that can be solved with
relative efficiency and arbitrary accuracy through the
use of differential equation solvers such as VODE
(Brown et al. 1989).

More rigorously, over each time interval and for each
trajectory, the following coupled system of K equations
for the growth of each cloud drop category is solved:

drk

T g(p, 8, qr, qi, 1 ax, Br),
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where

g =370 % m(ri - ab), (12)
and k € [1, K] with K being the number of aerosol
categories and n; being the number mixing ratio in each
category. In the present study we take K = 100. The
function g represents the growth rate of a single drop
of wet radius r, growing on a hygroscopic aerosol de-
scribed by its dry radius a, and chemistry parameter
under conditions constrained by the present thermo-
dynamic state:

g(p, 0, ar, qi, s ax, Bi)

_ 1 9~ 4
1 b
por| L (& L (L _ )\,
poD¥  \q, /) kKET\RT

where temperature T is diagnosed iteratively from the

relation
p 0.286 _ qu
8, =(— T .
] (po ) exp CT

The vapor mixing ratio g, is given by gr — ¢q,. The
primary thermodynamic variables p, gr, and 8, are
given by the time history vector, and are assumed to
vary linearly between time levels. The saturation mix-
ing ratio at the drop’s surface is modified by the cur-
vature term and the water activity of the solution drop:

(13)

4. = g, expla(T)/r, — Bi(a/1)’],
where

3.298 X 107° — 6.717 X 1078(T — 273.16)

a(T) = T

Gas kinetic effects are allowed to modify the effec-
tive diffusivities for heat and vapor:

D
X — v
T b m”
r+ 4, ra.\RT
k* = kq (14)

r k 2m \'?
+ a
r+ Ar  ragpc, (RUT>

The coefficients a, and a; are the condensation and
thermal accommodation coefficients, respectively, cho-
sen: a. = 0.036, a; = 0.7. The vapor and thermal jump
lengths are also fixed at constant values: A, = 1.04
X 107 cm, Ar = 2.16 X 107° cm. In addition, ¢, is
the isobaric specific heat, p is the density of the moist
air, and R, is the gas constant for water vapor.
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b. Representation of entrainment

For the purposes of the following discussion, en-
trainment may be thought of in two different senses.
Parcel-wise entrainment refers to the mixing of air into
parcels defined as neighborhoods about a point that
moves with the resolved flow. Layer-wise entrainment
refers to the incorporation of free tropospheric air into
the boundary layer as part of the process through which
the turbulent boundary layer deepens. The model
makes a crude attempt at representing the former. The
latter is only partially included in that free tropospheric
air is mixed across the inversion by trajectories that
leave the boundary layer, and then reenter with slightly
different thermodynamic properties (instances of this
process are considered in the discussion ). Parcels of air
that wholly originate above the boundary layer are not
included in the trajectory set; as we shall see this leads
to a slight discrepancy between the TEM-derived liquid
water fields relative to the LES-BM analysis.

As discussed earlier, parcel-wise entrainment is rep-

resented in terms of a change in the liquid-water po--

tential temperature and total-water mixing ratio. The
frequency and magnitude of mixing events is thus de-
termined by how rapidly the thermodynamic state
changes along the LES-BM-predicted trajectory. As-
suming, as is done here, that parcels immediately take
on the properties of their local environment is akin to
assuming a mixing timescale of zero. While not war-
ranted, it does represent an interesting limiting case and
is simple. Errors from this assumption will be particu-
larly large near cloud top, a point that receives further
discussion in section 6a. The current representation of
entrainment also assumes that the mixing is homoge-
neous, so that all the drops feel a uniform change in
their local environment due to changes in 6, and g;.
While this represents an interesting limiting case, mix-
ing is not likely to be so homogeneous; consequently
care must be taken in interpreting statistics dependent
on mixing events.

c. Limitations of the TEM

In addition, there exist a number of other limitations
of the TEM framework: (i) the present formulation al-
lows the parcels to move only as a function of the re-
solved scale winds. In principle one can add a random
velocity component to the resolved scale winds based
on the model predicted subgrid TKE (which in our case
is an implicit function of the diffusion). However, such
a procedure generally assumes isotropy, or an anisot-
ropy derived from that of the resolved scale winds; both
assumptions involve considerable amounts of uncer-
tainty. Nevertheless, failure to add a subgrid compo-
nent to the advecting velocities also has its problems.
In particular, trajectories may have a harder time pen-
etrating regions of relatively low resolved-TKE (such
as cloud top and near the surface), and caution is war-
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ranted in interpreting the trajectory results in these lo-
cations (Jeffrey Weil 1995, personal communication ).
(ii) It is assumed that differences in the microphysics
in the TEM simulations will not affect the dynamics in
a manner significantly different from what is repre-
sented by the LES-BM simulations. Sensitivity tests
show that this assumption is justified as the small dif-
ferences (on the order of the differences between the
supersaturations in the LES-BM runs and those in the
TEM runs) in the supersaturation fields have virtually
no impact on the evolution of the dynamics. (iii) A
critical component of the evolution of stratocumulus
may depend on what happens at cloud top. Unfortu-
nately the cloud-top dynamics, with their smaller ed-
dies, represent the largest region of uncertainty for the
LES. Exactly how the turbulence and radiation interact
in this region, and the manner in which entrainment
proceeds is only roughly represented by the LES-BM,
thereby undermining the credibility of the LES-gener-
ated trajectories in the vicinity of cloud top. To the
extent that these processes are insensitive to small-scale
features of the flow, the LES representation will do a
good job. However, if the cloud-top processes are fun-
damentally related to unresolved processes, the model
cannot be expected to accurately simulate reality. These
points constitute a central assumption underlying much
of the analysis, which the critical reader should bear in
mind through the remainder of the discussion.

d. Trajectory structure

An ensemble of 500 trajectories is tracked during the
course of the 60-minute LES-BM sensitivity run. Each
trajectory is given a random initial position somewhere
between the 200- and 450-m levels. Trajectories are
initialized below cloud base.in order to avoid having
to make assumptions about the in-cloud structure of the
microphysics in the initialization of the trajectory
model.

In Fig. 9, three 60-min trajectories derived from the
LES model have been plotted. The trajectories have
been chosen from the full ensemble to give a qualitative
sense of the range of trajectories one can expect within
the turbulent boundary layer; however, none of the tra-
jectories are anomalous. The three trajectories are plot-
ted in different panels as a function of the relative dis-
tance from their initial x position. The trajectories travel
between 7 and 8.5 km over the 60-min integration, con-
sistent with the ambient wind. The trajectories in the
lower two panels are quite similar in some respects.
Both gradually rise during the first 20 or so minutes of
the simulation, and then undergo a period of gradual
descent for the remainder of the simulation. The biggest
difference between these two trajectories is that the one
in the Jowest panel rises through the depth of the cloud,
spending a brief period of time in the cloud-top region.
The trajectory plotted in the uppermost panel is the
most interesting in a number of respects. It rises rapidly
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FiG. 9. Sample of evolution of three different types of trajectories
over the course of an hour. Cloud base ~ 500 m.

to cloud top and appears to be recycled through the
cloud as it is caught in circulations limited to the cloud
layer. At one point, however, it becomes confined in
the cloud-top region for about 20 min before getting
caught in a downdraft that penetrates the depth of the
domain and returns it to the lowest level reached by
any of the three trajectories considered here. The struc-
ture of this trajectory, particularly the length of time it
spends in the vicinity of cloud top, would appear to be
of some consequence for the microphysical structure of
the cloud.

5. TEM analysis

Although the LES-BM fields discussed in this sec-
tion are the same as presented in section 3, the manner
in which the TEM profiles are generated warrants com-
ment. In analyzing the TEM data, trajectories are
binned into different 7-m thick layers. Because the av-
erage trajectory moved at velocities of order 0.5m s ™",
it can contribute data points to each height bin as it
traverses a layer; consequently, there will exist a back-
ground variance associated with the binning interval.
This background variance associated with the vertical
averaging procedure is negligible for most fields, with
the exception of the cloud-base liquid water and di-
ameter dispersion (see subsection b). Though one can
average over the trajectory segments within a given
layer before allowing the trajectory data to contribute
to the statistics, the Lagrangian treatment of the drop-
lets makes such a procedure cumbersome. In addition,
during the analysis period no regard is paid to the time
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at which the trajectory reaches a given level, so that a
single trajectory can contribute to the statistics at a
given level at different times along its evolution. This
amounts to an effective time—space average at a given
level. LES-BM statistics are computed in the manner
described at the top of section 3b and are quite sensitive
to the averaging procedure in the lowest 25-50 m of
the cloud. When conditional averaging over cloudy
points is used, the statistics varied with the sampling
threshold. As a result, simple layer averages are used
with the implicit understanding that discrepancies near
cloud base can largely be explained by the sensitivity
to the sampling criteria.

a. Sensitivity to modeling assumptions

To more thoroughly evaluate our results this section
discusses the comparisons among the different models.
Using the trajectories generated by the LES-BM model
to drive the TEM with differing microphysical repre-
sentations, we first compare the TEM with the LES-
BM Eulerian microphysics to the LES-BM data,
thereby isolating the impact of the dynamical represen-
tation. Next, we compare the TEM data using differing
representations of the microphysics, thereby isolating
the impact of the various assumptions in the micro-
physical representation. In all we use the TEM to con-
duct the four experiments summarized in Table 1. All
comparisons are made between statistics computed at
a given level. Differences in individual trajectories tend
to mirror the differences averaged over a level.

1) EFFECT OF EULERIAN PHYSICAL SPACE
REPRESENTATION

The basis of comparison in this section will be be-
tween experiment LES-BM and experiment TEM-ENK
(TEM with Eulerian microphysics and no kinetic ef-
fects). Note that given the different estimates of the
liquid-water content, the trajectories do not completely
characterize the cloud structure revealed by the layer
averages (Fig. 10a). Because liquid water is approxi-
mately the difference between two large numbers, the
differences between the TEM and LES-BM liquid-wa-
ter fields can be accounted for by only a 0.1% discrep-
ancy in the prognostic thermodynamic variables (6,,
qr). Differences of this order can be accounted for by

TABLE 1. Features of model used to generate data for Figs. 11 and 12.

Experiment Dynamical Microphysical Gas kinetic
name representation representation effects?
LES Eulerian Eulerian no
TEM-ENK Lagrangian Eulerian no
TEM-LNK Lagrangian Lagrangian no
TEM-LWK Lagrangian Lagrangian yes
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Fi1G. 10. Comparison of mean microphysical profiles: (a) liquid-water mixing ratio; (b) number mixing ratio (units approximately the same
as number per cm®); (c) supersaturation (only updraft and downdraft averages plotted); (d) mean diameters (plotting threshold of 5 drops
per cm® used). Experiment LES-BM (solid line), experiment TEM-ENK (long dash), experiment TEM-LNK (short dash), experiment TEM-
LWK (dotted line). Scattered points at each level represent layer means from LES-BM at different times.

the lack of inclusion of layer-wise entrainment in the
TEM data.

The mean number of activated drops is significantly
larger in TEM-ENK than in the LES-BM experiment
(Fig. 10b). This is the consequence of two different
processes. The most dominant process is explained
through a consideration of downdraft averages. In the
LES-BM data, downdrafts have considerably fewer
drops (of order 20%) than updrafts (see Fig. 7b), in

contrast to the TEM data in which downdrafts actually
have marginally more drops than downdrafts in asso-
ciation with higher cloud-top supersaturations and sec-
ondary activation at cloud top. For the reasons dis-
cussed in Stevens et al. (1996), the reduction in the
number concentration in the downdrafts in the LES-
BM may be largely an artifact of the inability of the
model to track a cloud boundary through a grid box.
Because the reduction in drop number in downdrafts
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occurs at cloud top, and because the TEM uses the
identical numerical routines in this comparison, it is
clear that the differences do not arise from such factors
as enhanced dispersion in the evaporation calculations.
The second and less dominant process is attributable to
the activation of fewer drops in LES-BM updrafts at-
tributable to a slight under-representation of the cloud-
base supersaturation caused by the spatial averaging in
the Eulerian dynamical model. The effect of spatial av-
eraging on cloud-base supersaturations is illustrated by
Clark (1974b) using a simple column model and pre-
scribed updrafts, and is confirmed here in a much more
general setting. In our simulations this problem leads
to an underestimation of about 10% in the number of
drops activated at cloud-base in the LES-BM data rel-
ative to what is predicted using the TEM with identical
microphysics. More generally, the magnitude of the er-
ror will depend on the aerosol activation spectrum.

Although the LES-BM activated fewer drops in the
updrafts, the updraft supersaturations are higher at
cloud base (Fig. 10c). This is due to the fact that the
locations of the cloud-base updraft maxima in the LES-
BM are better spatially correlated with one another and
exhibited a smaller variance. Supersaturations in the
TEM occasionally rise to as high as 1%, which is more
than twice as high as the largest values of cloud-base
supersaturation predicted by the LES-BM. They are
also more spatially peaked across a greater range of
levels so that the magnitude of the layer averaged max-
ima is filtered out in the averaging procedure. This in-
dicates that updraft-averaged supersaturations are only
a weak indicator of drop number activation. Differ-
ences among the models in their respective estimates
of mean diameter (Fig. 10d) can be accounted for by
differences in the number of activated drops.

As for the case of the mean fields there is strong
agreement in the qualitative structure of the dispersion
fields among the models. In particular, the liquid water
dispersion (Fig. 11a) compares well quantitatively and
qualitatively, which is evidence of the strong thermo-
dynamic controls on this field. In the number concen-
tration data (Fig. 11b) there is a slight quantitative dis-
agreement in the midcloud dispersion minima, which
is directly proportional to variations in the mean value.
The dispersion of the relative humidity (Fig. 1ic)
shows a peak only near cloud top where there is the
greatest contrast in the moisture content of the air. The
nearly zero dispersion within the cloud is a reflection
of the fact that phase changes act to minimize the vari-
ance in relative humidity at the expense of the sensible
temperature. Similarly, the dispersion in the relative
humidity field (Fig. 1lc) is quantitatively similar
among the models, although the in-cloud minimum is
larger for the simulations with smaller drop concentra-
tions and larger supersaturation phase relaxation times.

Quantitative agreement is poor in comparisons of the

diameter dispersion (Fig. 11d). Though differences in
cloud-top and cloud-base values are sensitive to the
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sampling criteria, the relatively smaller value of drop
size dispersion in the heart of the cloud as represented
by the LES-BM is robust. This appears to be the result
of the subfilter mixing in the vertical occurring between
drop parcels in the LES-BM data. Filter-scale mixing
is modeled as diffusion in the Eulerian domain and can
be thought of as an averaging on the filter scale. This
is in marked contrast to the TEM data, which is not
averaged, nor mixed, before the compilation of sta-
tistics. In addition, because the average mass may
vary in a drop bin, the two-moment Eulerian repre-
sentation of drops does not conserve the variance in
the droplet spectrum upon mixing, but acts margin-
ally to reduce it.

2) ErrecT OF EULERIAN MASS SPACE
REPRESENTATION

Here the LES-BM data will be abandoned in favor
of comparisons among the data generated by the TEM
with differing microphysical frameworks. First, exper-
iments TEM-ENK and TEM-LNK are compared in or-
der to test assumptions about the activation parameter-
ization, and the effect of averaging in mass space im-
plicit in the Eulerian microphysical formulation. The
Lagrangian growth routines used in experiment TEM-
LNK neglected gas kinetic effects in order to be more
congistent with the growth routines represented by the
Eulerian microphysical package.

Although much of the data agrees quite well, there
are two important differences, the first of which is as-
sociated with the treatment of the drops in their earliest
stages of growth. Because the Eulerian microphysical
scheme must activate drops near the size of the lowest
bin, the earliest stages of growth are overpredicted in
experiment TEM-ENK. This allows activation to ab-
sorb the generation of excess vapor in updrafts more
rapidly, so that cloud-base supersaturations do not
grow quite as high, and the number of activated CCN
is reduced (see Figs. 10b and 10c). The quantitative
impact of this error will depend largely on the structure
of the aerosol distribution. In our simulations it repre-
sents about a 10% decrease in the number of activated
drops, which is associated with about a 0.25-xm change
in the average diameter.

The second major difference is revealed by a com-
parison of the values of the drop size dispersion in Fig.
11d. The Eulerian microphysical model yields larger
values of dispersion through the depth of the cloud. The
primary contribution to the large values of layer aver-
aged dispersion is from the downdrafts. Off-line tests
show that the Eulerian condensational routines gener-
ate spuriously large amounts of diffusion during the
evaporation process. This is not a problem in the up-
drafts where, because of the log spacing of the drop-
binning intervals, condensational growth forces the
drop spectra into ever broader size bins. Dispersion in
the downdrafts leads to the simultaneous generation of
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FiG. 11. Comparison of dispersion profiles of (a) liquid-water mixing ratio; (b) number mixing ratio (units approximately the same as
number cm™?); (c) relative humidity; (d) mean diameters, plotting threshold as in previous figure. Lines chosen as in previous figure.

too many small and large drops at the expense of me-
dian-size drops. This leads to premature evaporation of
the small drops, and postponed evaporation of the
larger drops, smearing out cloud base in the down-
drafts. The slightly larger increase in height evident in
the number concentration profile generated with the
Eulerian microphysics (cf. slopes of long- and short-
dashed lines in Fig. 10b), is a consequence of this prob-
lem. Liu et al. (1995) show how the use of variational
methods to solve the evaporation equation in one-mo-
ment schemes or the Egan and Mahoney approach in

multiple-moment schemes will significantly reduce the
dispersion; although they did not compare these ap-
proaches with the semianalytic method of Tzivion et
al. (1989) used here; this matter is pursued in the dis-
cussion.

3) GAS KINETIC EFFECTS

The impact of neglecting gas Kkinetic effects is
compared within the framework of the TEM with
Lagrangian microphysics. The simulation with gas
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kinetic effects (experiment TEM-LWK) is repre-
sented by the dotted lines in Figs. 10 and 11. Com-
pared to the identical simulation without gas kinetic
effects (short dashed line), we note that there are
substantial differences in the values of the maxi-
mum cloud-base supersaturation. As a consequence,
there are large differences in the number of CCN
that activate into cloud drops. The basic reason for
this is that gas kinetic effects retard the growth of
the smallest drops, thereby increasing the phase re-
laxation time of the supersaturation field, which
leads to the development of larger cloud-base su-
persaturations. In presenting a similar result in the
context of simple numerical experiments, Clark
(1974b) credits Rooth (1957) with first explaining
this process some 20 years earlier. Notwithstanding
that this process has been well understood for nearly
40 years, the magnitude of the quantitative differ-
ence is surprising.

b. Microphysical structure of contributing
trajectories

To understand how different physical processes con-
tribute to the simulated cloud microstructure, four sen-
sitivity tests are conducted. All simulations are con-
ducted with the TEM coupled to the Lagrangian mi-
crophysical component with gas kinetic effects
included. These four sensitivity runs and the control
run are plotted in Figs. 12 and 13. In the first sensitivity
run (experiment S1) mixing is turned off so the con-
served variables are held constant at their initial values.
The second sensitivity run (experiment S2) differs
from the first in that the adiabatic values of 6, and ¢,
no longer differ among the trajectories, but are instead
specified to take on the average initial value of the as-
sociated variable in the full dataset. The third sensitiv-
ity run (experiment S3) differs from the second in that
the vertical velocity is now kept fixed along the trajec-
tory. The fourth and last sensitivity run (experiment
S4) differs from the third in that data is only collected
along an updraft segment of one of the trajectories,
thereby providing a measure of the background statis-
tics. The sensitivity runs are tabulated for easier refer-
ence in Table 2, and represent increasing degrees of
uniformity in the trajectory set.

1) MEAN FIELDS

In experiment S1 the absence of mixing increases
the liquid-water content of the cloud relative to the con-
trol (Fig. 12a). This is particularly evident in the down-
drafts (conditionally averaged profiles not shown). Be-
cause the liquid-water content is greater, but number
concentrations are relatively unchanged (Fig. 12b),
there is an approximately 1.5-um increase in the av-
erage diameter of drops at every height (Fig. 12d).
Another interesting aspect of mixing (not revealed by
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TaBLE 2. Features of sensitivity simulations conducted with the
TEM. ‘‘Homogenized’’ in headings refers to the prescription of a
uniform initial condition or vertical velocity. Initial conditions, when
homogenized, are done at the mean value. Vertical velocities are
homogenized with magnitude 0.5 ms™".

Homogenized Number of
Experiment  Adiabatic initial Homogenized  contributing
name trajectories?  conditions? w? trajectories
Control no no no full set
N yes no no full set
S2 yes yes no full set
S3 yes yes yes full set
S4 yes yes yes single updraft

the figures) is that in the absence of mixing across
cloud top, the net transport of liquid water is out of
cloud base as nonzero phase relaxation times in the
supersaturation field make downdrafts slightly moister
than updrafts at a given level. This is in marked contrast
to the control run, where downdrafts are significantly
drier than updrafts, due to entrainment across cloud top,
and the net flux of liquid water is into the cloud.

In S1 there are large increases in the cloud-base val-
ues of supersaturation (Fig. 12c), in both up- and
downdrafts, but despite a slight lowering in cloud base
there is effectively no change in the number concentra-
tion (Fig. 12b). This is yet another illustration of how
mean supersaturations, even conditionally averaged
over updrafts, are not a reliable indicator of cloud-drop
concentration. These points are even further empha-
sized by a consideration of the remaining experiments,
where increasing uniformity in the ensemble of trajec-
tories leads to flatter but quantitatively unchanged num-
ber concentrations, better defined cloud base, and
stronger mean cloud-base supersaturations, derived
from more coherency in the trajectories. Because a ver-
tical velocity of 0.5 ms™' (experiments S3 and S4)
generates approximately the same number concentra-
tions as the full ensemble of trajectories, this velocity
may be considered an equivalent vertical velocity re-
sponsible for activating the average number of parti-
cles. It roughly corresponds to the square root of the
variance in w, and generates a supersaturation of 0.6%.
Notwithstanding that such a supersaturation is larger
than that produced in the LES-BM simulations, it is
still well within the observational constraints.

2) DISPERSION FIELDS

In experiment S4 the background dispersion near
cloud base is shown to be significant (Fig. 13), with
standard deviations on the order of the mean. The order
of vertical variability on 7-m sampling intervals also
leads to marginal values in the background dispersion
above cloud base, for both the liquid water and diam-
eter fields. Increasing homogeneity in the trajectory set
tends to decrease the depth of the cloud-base maxima
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F1G. 12. Mean microphysical fields as in Fig. 11 but for five different experiments. Control (solid line); experiment S1 (long dash);
experiment S2 (short dash); experiment S3 (dotted line); experiment S4 (scattered points).

in dispersion, largely as the variability in the cloud-base
height is diminished. The control run is the only one
with strong cloud-top dispersion in all fields since it is
the only simulation in which mixing across cloud top
is represented.

Comparing the control with experiments S2 and S1
illustrates that half the dispersion in the liquid water
(Fig. 13a) is a consequence of subcloud variability
(previous mixing) and half is the product of mixing
that occurs over the course of the evolution of the tra-
jectory ensemble. Since the simulation is initialized to

be horizontally homogeneous, all subcloud variability
reflects the history of previous mixing. Different
boundary layers may be able to support different
amounts of variability in thermodynamic fields, and
consequently, differing amounts of dispersion in the
cloud microphysical structure.

Experiments S1 and S2, respectively, have about
55% and 45% of the diameter dispersion of the control
(see Table 3 and Fig. 13d). So although subcloud vari-
ability in lifting condensation levels (the difference be-
tween S1 and S2).is an important contributor to the



1 ApriL 1996

800

@ ]
> )
i
\
J
700 \ i
; \
2]
~~
E B
<
.~ 600 -:,‘\ i
] L3
20 :\\
CEEN
NN ]
et = ——
L e ey |
500 F———————~=——-—==— v ]
2
400 N . . . : R L . ,
0 5 1.0
GL/ang

Height (m)

5 1.0
UN/ N-vg

STEVENS ET AL.

999

800 T T T T T T T T T

(c)

700 ~
~~
E p
N
600 .
fe]

- J
U
o o]

h ]
s00 ¥\ ]
400 , 1 1 1 i

0 1 2

Unu/ RHav‘

800 .

700 .
. |
g
N
600 -
K] J
20
o
e+

500 .

400 =

.5 1.0
UD/ Davg

FiG. 13. As in Fig. 12 but with line designation as in previous figure.

diameter dispersion, it is not as large a source for sim-
ulated diameter dispersion as is mixing across cloud
top. Moreover, most of the mixing across cloud top
generates dispersion in the downdrafts, while subcloud
variability leads to approximately equal amounts of dis-
persion in the up- and downdrafts. Correlations be-
tween the dispersion in the subcloud CCN concentra-
tions and updraft velocities (for instance consider in-
creasing CCN concentrations closer to the surface and
stronger updrafts associated with more surface layer
air) can provide an additional source of dispersion not

represented by these simulations. In contrast, the liquid
water dispersion in S1 is about half that of the control,
while nearly all the dispersion is eliminated in S2, so
subcloud variability and cloud-top entrainment contrib-
ute approximately equally to the dispersion in this sim-
ulated field.

Experiment S3 is designed to minimize the variance
in activating velocities, while maintaining the impact
of differing parcel histories on microphysical variabil-
ity. In contrast S4 looked at characteristic values of
dispersion in an isolated updraft. We found that ho-
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TaBLE 3. Values of dispersion for different fields
from different simulations at 650 m.

Experiment oulql anIN aplD.
Control 0.252 0.138 0.129
S1 0.110 0.116 0.071
S2 0.017 0.116 0.059
S3 0.019- 0.014 0.042
S4 0.014 0.000 0.040

mogenizing the vertical velocities virtually eliminated
the dispersion in the number concentration field, and
further reduced the diameter dispersion to 33% of the
control, near its baseline value of 31% predicted by
experiment S4. Because much of the variability asso-
ciated with different time-history vectors of trajectories
within a cloud (given the same activated cloud-drop
spectrum) is due to variations of vertical velocity not
just at cloud base but also within the cloud, this partic-
ular experiment does not fully represent the variability
due to differing parcel histories—at best it bounds it
from below.

The inability of the well-represented processes, such
as the turbulent generation of varied trajectories that
leads to varied updraft histories, to generate the re-
quired values of droplet diameter dispersion suggests
that the remainder of the observed dispersion must be
generated by other means. The representation of cloud-
base turbulent motions on finer scales may increase the
dispersion due to a greater variety of activated distri-
butions; however, given the range of updraft velocities
represented by the trajectory set significant increases
are not anticipated. Other possible processes include in-
cloud mixing among parcels and mixing across cloud
interfacial boundaries. The former process (which de-
pends on the fact that drops are not parcel-wise con-
servative) is not represented, and the latter is poorly
represented in all of our simulations, so it is difficult to
comment on the quantitative partitioning of dispersion
between the two processes.

6. Discussion
a. Cloud-top supersaturations

Sharp gradients in thermodynamic properties at
cloud top pose difficult problems for the numerical op-
erators in Eulerian models. In particular, an accurate
prediction of the supersaturation field at cloud top has
eluded most cloud models (e.g., Grabowski 1989; Ko-
gan et al. 1994; Feingold et al. 1994). In an illuminat-
ing study, Grabowski and Smolarkiewicz (1990) illus-
trate how this problem may be mitigated by an im-
provement in one’s numerical operators and choice of
thermodynamic variables. Stevens et al. (1996) argued
that in addition to the truncation error contributions to
cloud-edge supersaturations, the ubiquitous assumption
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whereby microphysical processes are driven by grid-
averaged thermodynamic quantities leads to significant
and spurious supersaturations as a cloud advects
through a gridbox.

Stevens et al. (1996) show how the production of
cloud-top supersaturations in the Eulerian dynamical
framework result from the assumption that grid-aver-
aged thermodynamic quantities can be used to force the
microphysical processes. However, such an assumption
is not explicit in the TEM framework, yet it too suffers
cloud-top supersaturation peaks. To understand this
phenomenon, the trajectories that experienced second-
ary cloud-top peaks in the supersaturation (greater than
0.5%) are examined; all of them evolve through a cycle
of warming and drying followed by cooling and mois-
tening immediately prior to the supersaturation maxi-
mum, as illustrated by Fig. 14.

To demonstrate the spurious nature of mixing along
trajectories that cross cloud interfacial boundaries, it is
necessary to consider a trajectory crossing from a grid
volume that is saturated to one that is subsaturated. In
the LES-BM, the advected parcel (from which the tra-
jectory data is driven) will warm and dry on the time-
scale of this crossing (i.e., in a time step) and not on
some natural mixing timescale determined by local par-
cel-scale properties of the flow. In such situations the
mixing timescales are much longer than the advective
timescales, and our representation of trajectory evolu-
tion will be erroneous. In some sense, the excursion of
trajectories above cloud top may represent the motion
of cloud top into the next higher grid volume, where

1000. — P [hPa]

qr [g ke™']
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FiG. 14. Scatterplot of (a) pressure, (b) total-water mixing ratio,
and (c) liquid-water potential temperature along cloud-top trajecto-
ries that lead to secondary maxima in supersaturations at time = 0.
The time dependence of the trajectories is normalized by the total
amount of time they spend in a subsaturated environment.
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Fi1G. 15. Comparison of profiles of (a) number concentrations, and
(b) diameter dispersion. Experiment TEM-LWK (solid line), exper-
iment TEM-ENK (long dash), experiment TEM-ENK with new con-
densation routine, and no gas-kinetic effects included (short dash)
experiment TEM-ENK with new condensation and gas kinetic effects
(dotted line).

such motion is not significant enough to saturate the
next grid volume and hence is not represented by the
model. The parcels are thus too rapidly dried and
warmed along the trajectories as illustrated in Fig. 14,
thereby generating anomalous cloud-top supersatura-
tions upon their simulated reentry into the cloud layer.
To mitigate this problem, one can model mixing using
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a more detailed method, which makes use of the dif-
ference between the parcel’s state and that of the en-
vironment as well as the local deformation. Unfortu-
nately, such an approach still requires a specification
of an entrainment rate for which our model gives little
guidance. Nevertheless this approach is an area of ac-
tive research.

b. Calculations of condensation and evaporation

As this study reveals certain deficiencies in the con-
densation—evaporation calculations (i.e., the Tzivion et
al. 1989 method is too dispersive and did not account
for gas kinetic effects) alternative approaches are con-
sidered. Significantly better solutions (both faster and
more accurate) are obtained by using a new remapping
scheme and a simple parameterization of gas kinetic
effects. Details of this new method are given in the
appendix, while results are plotted in Fig. 15a. This
figure shows the resultant number concentration pro-
files produced by the new scheme, compared to the
experiments TEM-LWK and TEM-ENK. Results both
with and without gas kinetic effects are plotted. The
inclusion of the gas kinetic effects is very well repre-
sented by the new method (in generating these data we
chose [, = 4 um (see appendix)); moreover, the num-
ber concentrations are also somewhat flatter and the
more limited values of dispersion in the new approach
reduced by half the discrepancy in values of diameter
dispersion evident in comparisons of TEM-ENK and
TEM-LWK (see Fig. 15b).

c. Trajectory timescales

Given that a number of important processes (e.g.,
oxidation rates in aqueous phase chemistry and precip-
itation formation) are strongly dependent on in-cloud

T

® ]

T " )y
B

L] ]
£
&

R ]

1

02 -

™ 1 v S SORPPRY TP +

[ ] 10 20 0 20 80 o

Time (minutes)

FiG. 16. The probability density function showing the distribution
of times spent by different trajectories in cloud. (3D simulation given
by solid line, 2D simulation given by dashed line).
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residence times, the trajectory dataset has been ana-
lyzed in order to develop a better estimate of the dis-
tribution of such timescales as simulated by the LES.
Results of this analysis are plotted in Fig. 16. Although
the dominant timescale is on the order of a large eddy
turnover time (~12 min) the distribution of timescales
is relatively broad. Consequently a certain favored sub-
set of trajectories (e.g., the trajectory in the top panel
of Fig. 9) recirculate within the cloud, thereby pro-
longing their in-cloud residence time. For the sake of
comparison we also ran the Eulerian cloud model in
two dimensions. The trajectory structure produced in
the two-dimensional simulation of the same case has a
considerably narrower spectrum of timescales. The
lack of a significant long timescale tail results in a sig-
pificantly smaller mean timescale of 8 min (notwith-
standing that in both the two- and three-dimensional
simulations the most common timescale is on the order
of 8 min). This points to one limitation of two-dimen-
sional simulations. Others will be addressed in a sep-
arate study.

Our calculations of condensational growth neglect
radiative effects. However, a number of investigators
(e.g., Barkstrom 1978; Austin et al. 1995; Ackerman
et al. 1995) have indicated that radiative effects may
be important in the evolution of cloud-top cloud-drop
spectra, particularly if cloud-top residence times are
long. With this in mind, the cloud-top residence times
of the trajectory set are also investigated. Figure 17
illustrates the frequency distribution of the time over
which trajectories are continuously suspended above
700 m. Summing over all classes indicates that ap-
proximately 35% of the trajectories exceeded the 700-
m level during at least one point in their evolution.
Most of the trajectories that reach 700 m spend less
than 7.5 min at cloud top, with the most frequent class
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Time [min] spent above 700m
FiG. 17. A histogram showing the frequency of different time in-

tervals, where the time intervals correspond to the amount of time a
parcel spends above 700 m.

JOURNAL OF THE ATMOSPHERIC SCIENCES

VoL. 53, No. 7

spending between 2.5 and 5 min near cloud top. How-
ever, a significant fraction of the trajectories (about 8%
of 500) spent more than 10 min at cloud top. Assuming
the cloud-top portion of our trajectory ensemble rep-
resents the realistic evolution of a parcel, it appears that
radiative effects may be important to the dynamical
evolution of the cloud-drop spectra—although the ne-
glect of subgrid energy in the velocities used to advect
parcels probably leads to an overestimate of cloud-top
residence times in the above analysis.

d. Relationship to other work

In a relevant analytic attempt at treating some of the
ideas addressed in this study, Cooper (1989) developed
a theoretical framework for understanding droplet
spectral broadening associated with the condensational
growth of drops along turbulent trajectories. Although
it would be of interest to examine our results in light
of his work, fundamental differences between the ap-
proaches make the value of such a comparison dubious.
The differences in approach are in themselves interest-
ing, however, as they better illuminate the nature of the
present work.

Cooper (1989) examined the contribution to spectral
broadening in parcels of air on the order of meters and
argued that to leading order the dominant contribution
(within the regime of validity of the equilibrium su-
persaturation approximation) is due to two terms: (i)
the fluctuations in the integral radius along the trajec-
tories of individual drops, which end up constituting
the drop spectrum at a given time and place; (ii) the
correlations in fluctuations of integral radius and ver-
tical velocity along the same trajectories. In all cases
fluctuations are evaluated with respect to the ensemble
average of the integral radius and vertical velocity over
all constituent trajectories. Instead of looking at broad-
ening on the parcel scale, the present work looks at the
contribution to broadening at a fixed level and on space
and timescales of O(1000 m) and O(1000 s), respec-
tively. Moreover, and perhaps more significantly, the
present work does not consider the trajectories of in-
dividual drops, but rather of individual parcels of air
with which an initial aerosol population (and subse-
quent drop distribution) are assumed to remain coin-
cident. In other words, and in contrast to Coopers work,
a four-dimensional space-time rendering of the trajec-
tories studied herein do not cross. These fundamental
differences, make it impossible to formally evaluate the
different terms in his formulation.

Nevertheless there is one element of Cooper’s
(1989) analysis that we may begin to address within
the current framework. That is the contribution to spec-
tral broadening from differential cloud-base activation.
By equating the differential of the In of a function with
its dispersion [i.e., by setting d(Inx) = o¢,/x] and on
the basis of a simple representation of cloud-drop ac-
tivation (which assumes that aerosol activation is pro-
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portional to supersaturation raised to the power K),
Cooper obtained the following relationships between
updraft (w), number concentration (N) and diameter
(D) dispersions:

Ko,

@t 2K)w (15)

Comparing on/N to ap/D in Fig. 13 shows that op/
D is approximately equal to o/N for simulated mixing
(control experiment). For adiabatic parcels it is also
about equal to on/N near cloud base, but falls off to
about $o,/N toward cloud top. Noonkester’s (1984 )
observations of nonprecipitating stratocumulus concur
with the simulations in that diameter and number dis-
persion are about equal. Only for the relatively small
dispersion profiles generated assuming constant updraft
velocities (experiment S3) is Cooper’s one-third rela-
tion between number concentration and diameter dis-
persion characteristic of the data. This suggests that
distributions are sufficiently large to render the as-
sumption that d(Inx) = o,/ a poor one.

The trajectory updraft data gives o, =~ 0.24 and w
~ (.56 m s~'. Subtracting the dispersion in experiment
S3 from that in experiment S1 yields an estimate of o,/
D due solely to differential cloud-base activation: oy/

~ 0.04. So that in order to evaluate Eq. (15) all that
is needed is an estimate of K. Unfortunately, in contrast
to Coopers (1989) analysis (which is based on
Twomey’s activation scheme, which assumes a Junge
distribution ), our data is derived on the assumption that
the lognormal-distribution function better characterizes
the aerosol. This means that the activation spectrum is
characterized by a range of K depending on the super-
saturation, thus making a direct comparison between
our data and Cooper’s relation (which for reasonable
ranges of X is approximately linear in K) difficult. Not-
withstanding that reasonable values of K may be cho-
sen so as to allow Eq. (15) to capture the simulated
values of diameter dispersion, agreement is probably
fortuitous; especially when it is recalled that a key step
in the derivation (i.e., the relation between diameter
and number concentration dispersion) is not well rep-
resented by the data.

e. Relationship to observations

Because the TEM took for granted the dynamical
framework provided by the LES, comparisons between
models—while instructive—are also limited. In par-
ticular, we are only able to assess to what extent the
LES-BM derived microphysical solutions are consis-
tent with the simulated trajectory structure of the cloud.
Clearly there is room for further evaluation. While a
qualitative comparison of the model to observations of
stratocumulus by Noonkester (1984) and Nicholls
(1984) did indicate rough agreement in normalized sta-
tistics, it is still not clear whether the right answers are
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predicted for the right reason. Models of the class of
the LES-BM are much more limited by resolution then
they are by their physics, and while a classic test of a
model so limited is one of convergence at increasing
resolution, computational limitations render such an
approach impracticable.

There does exist, however, the observational capa-
bility to more accurately constrain the model. The rel-
evant pieces of the condensation-nucleation puzzle are
the probability density function of w, which can be
measured in nondrizzling clouds using a K,-band radar
(Frisch et al. 1995), and below cloud using lidar; CCN
spectra in the range of supersaturations below 1.5%
(e.g., Hudson and Frisbie 1991); the vertical thermo-
dynamic structure of the boundary layer, measurements
of the in-cloud droplet spectrum and the cloud-top ra-
diative forcing (all of which can be generated using an
adequately configured tethered balloon). A more con-
straining test for the model would be to then see if it
can simulate all the pieces of this puzzle to within the
experimental accuracy of the measurements. While all
these measurements can in principle be made (as in-
dicated), they have to our knowledge not been made
simultaneously.

The LES-BM is clearly unable to represent features
that exist at scales below the resolved scales, which
with current computational capabilities are on the order
of scores of meters. It is, however, unclear to what ex-
tent inhomogeneity on scales smaller than this are im-
portant in regulating the macroscopic microphysical
behavior of the cloud (i.e., quantities like drizzle).
Laboratory experiments in mixing layers at moderate
Reynolds numbers have indicated that inhomogeneities
introduced at the scale of the largest eddies may be
quite long lived (Breidenthal 1981). For instance, the
model proposed by Broadwell and Breidenthal (1982)
estimates that large-scale inhomogeneities may persist
for up to an eddy turnover time (about 10 min) until
they are stretched and folded to a scale where diffusive
effects are important. While clouds differ from mixing
layers in several important respects? the suggestion that
considerable structure exists below the resolved scales
of the model requires more detailed observations fo-
cused on particular questions that relate this structure
to large-scale features. For instance, using models such
as the LES-BM to make falsifiable hypotheses about
the relationship between entrainment, drizzle, and fine-
scale structure (or lack thereof) in the cloud would ap-
pear to be a fruitful avenue of investigation.

7. Summary

A dynamical model coupled to a detailed represen-
tation of the droplet spectrum (the LES-BM) has been

*They are two-phase flows, have considerably larger Reynolds
numbers, and the coherent structures are more plume like.
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developed for the study of a variety of processes in the
stratocumulus-topped marine boundary layer. Simula-
tions of the condensation—nucleation problem for an

- idealized stratocumulus layer are evaluated on the basis
of observations and results from simple parcel models
integrated over an ensemble of trajectories produced by
the LES. The comparisons reveal that although the
LES-BM is able to realistically simulate many micro-
physical features of observed stratocumulus, relatively
fine vertical resolution, and some representation of gas
kinetic effects are important in representing cloud-base
activation properly. A new condensation—evaporation
scheme is derived to include gas kinetic effects and
reduce the amount of numerical dispersion associated
with the original calculations. Perhaps the most vexing
problem for the LES-BM is its inability to resolve the
mixing process across cloud interfacial boundaries.
Within a gridbox all mixing is taken to be homoge-
neous and microphysical calculations are driven by
grid-averaged thermodynamic quantities. Both ap-
proaches probably lead to significant errors. Lastly, due
to the nonlinear dependence of processes like precipi-
tation formation and radiation on the characteristics of
the droplet distribution, it is not clear to what extent
small errors in the representation of the latter will lead
to more significant errors in the former.

The simulations illustrate how the microphysical
structure of the cloud is a strong function of the tur-
bulent circulations and that models that fail to resolve
these circulations will, in the absence of its adequate
parameterization, be unable to reproduce many aspects
of cloud microphysical structure. Although two-dimen-
sional simulations appear to well resolve the basic fea-
tures of boundary-layer eddies (e.g., Feingold et al.
1994), it is shown that their timescales differ consid-
erably from their three-dimensional counterparts.

On the basis of the trajectory analysis it is shown
that values of diameter dispersion predicted in the ab-
sence of mixing, while significant, are a factor of two-
to-five smaller than commonly observed values of or-
der 0.2. Consequently, mixing and perhaps other mech-
anisms are likely to be important; notwithstanding that
mixing as represented in the Eulerian cloud model led
to reduced values of dispersion. Observed values of
dispersion in the number concentration are explainable
solely on the basis of trajectories having different up-
draft velocities. Moreover, they are on the same order
as values of diameter dispersion leading to disagree-
ments of about 100% when compared to Coopers
(1989) result that suggests that the latter should scale
as one-third of the former.

Trajectory timescales are evaluated and it is found
that the simulated trajectories spend on average 7 min
in cloud. Cloud-top residence times, while perhaps
overestimated, are often on the order of 10 min or
longer, thus suggesting that radiational processes may
have sufficient time to significantly impact the nature
of the cloud drop spectra.
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APPENDIX
New Condensation/Evaporation Calculations

The basic approach of the Tzivion scheme is com-
mon to all semi-Lagrangian schemes in which drops
are grown according to a Lagrangian representation and
a simulated distribution function is remapped back to
an Eulerian grid. In some semi-Lagrangian schemes,
the drops are grown on small time steps and the super-
saturation field evolves freely over the small time steps
(e.g., Kogan 1991). The Tzivion scheme, however, is
designed to grow drops over longer time steps accord-
ing to the analytic solutions to their growth rates con-
sistent with the time integral of the supersaturation field
provided by the semianalytic solutions to the supersat-
uration equation. This scheme takes advantage of the
fact that a growth equation of the form:

dm
I d(m)k(t), (A1)

generally allows analytic solutions. Tzivion et al.
(1989) assume ¢(m) = m'”® for which the analytic
solution is the well-known form

) 2 372
m(t+ 6t) = <m(2,’3 + 57) ,
where

t+6t
T= f k(t")dt', (A2)

and m, = m(t). Moreover, by linearizing the zeroth
and first moments in a bin, a distribution function can
be constructed that also yields analytic solutions for the
remapping. Unfortunately, including gas kinetic effects
generally requires the inclusion of a mass dependence
in the thermodynamic term C(p, T'), which precludes
the possibility of analytic solutions. However, it has
been shown (Clark 1974a) that gas kinetic effects may
be well represented by assuming that ¢(m) = m*>/(m'"?
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+ [*), where [* corresponds to a length scale: [*

= ly(37p;)'"?, with Iy of order 5 ym. In this case ana-

Iytic solutions to Eq. (16) may still be found, namely:
3

172 K
m(t+6t)=[<(m(')’3+l*)2+§'r) —l*] (A3)

and analytic solutions to the remapping can also be
solved for.?

However, the analytic solutions to the remapping
based on the assumption of linearized moments are far
too cumbersome to be numerically attractive. For this
reason, a remapping scheme based on assumed top-hat
distributions is derived, where the impetus for such a
remapping came from the moment conserving tech-
niques of Egan and Mahoney (1972). In contrast to
Egan and Mahoney, where the second moment is prog-
nosticated in order to predict the width of the top hat,
we diagnose a measure of the width of a top hat, R;, in
the jth bin based on two heuristic methods. The first
method is to choose the largest width consistent with
the mean mass and the assumption that all the mass
must be contained within a bin:

R. M M
J J_ x,-)

g .
L =min{ x4, — —,
(’ N; " N,

> (A4)
The second method used the relation between the vari-
ance o and width of a square pulse distribution such
that R; = (120,)"/?/ A x;, where Ax; is the width of the
Jjth bin and o; is the standard deviation of the distri-
bution within it. Because we do not solve for the second
moment within a bin, we must use the closure assump-
tion of Tzivion et al. (1987) to relate the second mo-
ment in the jth bin, Z;, to the zeroth, N;, and first mo-
ments, M;, so that Z, = (§;M7)/N; with closure param-
eter §; = 5 + 3(N;x/M;) — (N;x,/M;)?, where x; is the
lower mass limit of the jth bin. Given these definitions,
the value of g; follows:

oL _ (MY _ (M

gj N, (N,) (M) (& —1). (A5)
Both methods lead to values of R that approached zero
(i.e., the distribution within a bin becomes monodis-
perse) as the mean mass in a bin approaches a bin
boundary; however, the first method predicts values of
R smaller than the second for all values of the mean
mass. After some experimenting, it is found that the
first method tends to sharpen the distribution too rap-
idly during evaporation, while the second method is

* Note that the inverse of phase relaxation time, x, used in the
calculation of supersaturation (and implicit in the calculation of 7)
goes as ¢(m) integrated over the distribution [i.e., x = (¢(m))]; con-
sequently, a redefinition of ¢ requires a slight modification of the
calculation of the phase relaxation time so that its inverse is no longer
exactly proportional to the integral radius.
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overly diffusive, so that taking the average value of R;
yielded better results. In fact, the remapping with this
definition of R; performed better (i.e., it better repre-
sented the evolution of the average mass and it is less
diffusive) than the old in all off-line tests and is on
average three times faster.
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