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1. GENERAL INTRODUCTION 
 
 
 
Language is one of the most crucial younger evolutionary achievements of the 

homo sapiens sapiens (Darwin, 1871). Recently, however, remarkable cogni-

tive capacities such as complex auditory and visual pattern learning have also 

been discovered in non-human primates (Fitch and Hauser, 2004; Grainger et 

al., 2012) and even in birds (Gentner et al., 2006; Abe and Watanabe, 2011). 

These sophisticated skills in animals were interpreted by some authors as the 

precursor of the ability to learn genuine linguistic representations. Nevertheless, 

in order to produce and comprehend language, it is essential to be able to dis-

criminate, combine and integrate a very complex set of linguistic elements, in-

cluding phonological, graphematic, morphological, syntactic, semantic, prosod-

ic and pragmatic entities. This faculty is a uniquely human trait. 

 
Syntax and semantics, the two linguistic domains which are in the focus of this 

thesis, are two core higher-order language functions. Mastering syntactic rules, 

which determine how small linguistic units are combined to form complex 

phrase structures, is crucial for understanding a language. In order to interpret 

the meaning of a sentence, however, a speaker must also be proficient in ac-

cessing lexical-semantic information to allow the build-up of semantic relations 

between words in a sentence and, moreover, to map this lexical-semantic in-

formation onto world knowledge. Thus, it is the interplay of syntax and seman-

tics that guarantees language production and comprehension. 

 
The processing of language based on auditory and visual and, if necessary, 

tactile sensory organs is regulated by an organ which has reached ultimate 

complexity in the course of the phylogeny of the homo sapiens sapiens 5 the 

brain. The neuroanatomical and neurophysiological foundations of language 

have been scientifically illuminated since about 150 years. Pierre Paul Broca, a 
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French physician, was the first to anatomically localize the ability to produce 

language. Based on his autopsy findings that patients suffering from produc-

tion aphasia had specific nerve tissue lesions, he provided evidence that lan-

guage functions are located in the left frontal cortex of the brain (Broca, 1863). 

Slightly later, Carl Wernicke, a German physician, discovered that not all lan-

guage deficits had their origin in lesions in the cortical area Broca had de-

scribed before. Rather, he found that damage to the posterior portion of the left 

superior temporal gyrus is associated with what he called a sensory aphasia, 

i.e. difficulties in language comprehension. Another important progress Wer-

nicke made, was that he did not only take into account the language selectivity 

of frontal and temporal cortical areas but rather pointed out that also the con-

nections between these areas are crucial for both producing and comprehend-

ing language. Accordingly, he speculated that damage to fronto-temporal as-

sociation systems would lead to a third type of aphasia which he called con-

duction aphasia (Wernicke, 1874). 

 
Although the notion of language-selective cortical areas and long-distance lan-

guage networks was already established in the 19th century (Broca 1863; 

Wernicke, 1874; Lichtheim 1885), it was not possible to directly assess this no-

tion empirically until the 1990s when magnetic resonance imaging of human 

tissue was developed (Kwong et al., 1992). This groundbreaking technology 

together with the already established electroencephalography as well as mag-

netoencephalography made it possible to investigate the brain basis of lan-

guage non-invasively and in vivo. Accordingly, our understanding of the neural 

underpinnings of syntactic and semantic processing has dramatically in-

creased since that time even though the topic is still controversially discussed. 

Most of what we know about the relationship of syntax, semantics and the 

brain stems from neuroimaging and event-related potentials studies with adults. 

However, so far, we do not know much about how these language functions 
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develop according to the maturation of the brain. Therefore, the magnetic res-

onance imaging research presented in this thesis has been conducted to shed 

light on syntax and semantics networks in the developing brain. 

 
In chapter 2, I will give an overview of the current state of research in both the 

adult and the language acquisition literature reporting influential models as well 

as important studies. Chapter 3 comprises a description of the experimental 

methods used covering both the acquisition and statistical analysis of the be-

havioral as well as the neuroimaging data. In the first part of chapter 4, I will 

report an event-related functional magnetic resonance imaging (fMRI) study 

showing how cortical activation patterns for syntactic and semantic processes 

change as the brain matures. In the second part of chapter 4, I will introduce a 

diffusion tensor imaging (DTI) study in which we demonstrate how white matter 

fiber tracts contribute to the propagation of syntactic and semantic information 

between syntax- and semantics-selective fronto-temporal cortical regions. 

Chapter 5 contains a summary of our findings and how they expand our 

knowledge about the brain basis of language development. 
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2. DATA, MODELS AND RESEARCH PERSPECTIVES 
 
 
 
In  chapter  2,  I will  outline Friederici’s  adult model  of  the  structural  and  func-

tional neural network underlying the processing of syntactic and semantic in-

formation in sentence comprehension (Friederici, 2011). This model also 

serves as a reference frame for the interpretation of the few data available on 

how language comprehension works in the child brain. 

 

2.1. The brain basis of syntactic and semantic processing in adults 
 

Friederici highlights both the spatial extension of the language network and the 

temporal dynamics of language processing. A scheme of the temporal dynam-

ics of language processing can be seen in Figure 2.1. The spatial extension of 

the language network in the brain is shown in Figure 2.2. Note that Friederici 

argues for a strong left-lateralization of both syntax and 5 to a lesser extent 5 

semantics. 

 
 

Figure 2.1. The time course of several linguistic subprocesses within auditory language 

comprehension. (Figure adapted from Friederici, 2011.) 
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Figure 2.2. Fronto-temporal language regions (Broca’s area, premotor cortex, frontal opercu-

lum (FOP), superior temporal gyrus) and the course of their connecting white matter fiber 

pathways (arcuate fasciculus (AF), superior longitudinal fasciculus (SLF), extreme capsule 

fiber system (ECFS), uncinate fasciculus (UF)). (Figure adapted from Friederici, 2011.)  

 

In the first instance, Friederici’s  model  of  brain-based language processing 

takes into account acoustic and phonological analyses going on within 100ms 

after auditory stimulation by a spoken sentence (Näätänen et al., 1997; 

Obleser et al., 2006). Both the primary auditory cortex (PAC) and the planum 

temporale (PT) are involved in these processes (Rauschecker and Scott, 2009; 

Scott and Johnsrude, 2003). According to Friederici, the information about the 

acoustic and phonological features of the input sentence is then transmitted to 

the anterior portion of the left superior temporal gyrus (aSTG) and sulcus 

(aSTS) as well as the frontal operculum (FOP), on the one hand, and to the 

posterior portion of the superior temporal gyrus (pSTG) and sulcus (pSTS), on 

the other hand. The fronto-temporal connection between the aSTG/STS and 
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the FOP is established by a ventral white matter fiber tract covering the unci-

nate fasciculus (UF) (Friederici et al., 2006). In Friederici’s  model,  both  the 

aSTG/aSTS and the FOP support early syntactic processes of limited com-

plexity like the initial detection of phrase structures occurring between 120 and 

200ms (Knösche et al., 1999; Friederici et al., 2000; Friederici and 

Weissenborn, 2007; Dikker et al., 2009). More complex syntactic processing, 

including the identification of hierarchical structures within a sentence, takes 

place later at around 300 to 500ms in the already mentioned pSTG/STS 

(Cooke et al., 2002; Vandenberghe et al., 2002; Humphries et al., 2005; 

Bornkessel and Schlesewsky, 2006; Kinno et al., 2008; Friederici et al., 2009; 

Snijders et al., 2009; Santi and Grodzinsky, 2010; Newman et al., 2010). How-

ever, this is not achieved by the pSTG/STS alone but, as Friederici argues, 

critically involves the pars opercularis of the inferior frontal gyrus (IFGoper) in 

Broca’s  area  (Friederici et al., 2006; Makuuchi et al., 2009; Newman et al., 

2010; Wilson et al., 2010). Accordingly, information about complex syntax is 

propagated through a dorsal pathway connecting both regions via the superior 

longitudinal fasciculus (SLF) and the arcuate fasciculus (AF) (Wilson et al., 

2011). Although the semantic network also covers the pSTG (Friederici et al., 

2003; Obleser and Kotz 2010), like the syntax network, as well as the pMTG 

and although semantic processing takes place in a parallel time window (Li et 

al., 2006), it rather depends on a ventral fiber tract through the extreme cap-

sule fiber system (ECFS) transmitting semantic information to the pars triangu-

laris of the inferior frontal gyrus (IFGtri) and the pars orbitalis of the inferior 

frontal gyrus (IFGorb), as Friederici points out (Friederici, 2002). Finally, in or-

der to enable a successful interpretation of a sentence, both syntactic as well 

as semantic information has to be integrated then in the pSTG/STS (Friederici 

et al., 2009; Grodzinsky and Friederici, 2006). Prosodic information is pro-

cessed in right-hemispheric brain regions connected via the the posterior cor-

pus callosum both during initial phrase structure building (Eckstein and 



8 |  S y n t a x  a n d  s e m a n t i c s  n e t w o r k s  i n  t h e  d e v e l o p i n g  b r a i n
 

Friederici, 2006; Sammler et al., 2010) and more complex syntactic processes 

occurring later (Steinhauer et al., 1999; Friederici et al., 2007; Bogels et al., 

2010). Note, that Friederici also proposes a second dorsal stream via the 

SLF/AF which she considers responsible for mapping auditory patterns onto 

motor plans during articulation processes (Hickok and Poeppel, 2007; Rilling et 

al., 2008; Saur et al., 2008). 

 
In contrary to predecessing dual stream models (Hickok and Poeppel, 2007), 

Friederici’s  4-pathway-model gives a more comprehensive account of how 

language processing works as a complex interplay between all of its linguistic 

subcomponents and the underlying structural and functional neural network. 

Furthermore, it is currently put on a more solid data footing than so-called uni-

fication models assuming that representations from all linguistic domains are 

unified in the left IFG while the dorsolateral prefrontal cortex is responsible for 

language-related attentional control processes and the temporal cortex sup-

ports storage and retrieval of linguistic information (Hagoort, 2005). 
 

2.2. The brain basis of syntactic and semantic processing in children 
 
Up to this day, there is no model available describing the development of struc-

tural and functional neural networks underlying language acquisition. In contra-

ry to the relatively rich adult literature, the child literature on the neural under-

pinnings of language processing is scarce. Accordingly, I will provide an over-

view of the currently available data, rather than discussing a coherent model. 

 
Most of what we know about how linguistic information is processed in the ma-

turing brain, comes from event-related potentials (ERP) studies on infants and 

toddlers (Friederici, 2005; Kuhl, 2010). On the basis of these data, a relatively 

clear picture of the timing of various linguistic processes has emerged although 

the discussions continue (see Figure 2.3.). 
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Figure 2.3. ERP correlates of phonological, semantic and syntactic processing indicating de-

velopmental trajectories of auditory language comprehension in infants and toddlers. (Figure 

adapted from Friederici, 2005.) 

 

It has been demonstrated that 2-months-old infants already show electrophysi-

ological responses, i.e. the mismatch negativity (MMN), to distinct phonemes 

(Friedrich et al., 2004) and also to distinct stress patterns at 5 months of age 

(Weber et al., 2004). Infants use this knowledge to identify word boundaries. 

Towards the end of the first year of life, the infant’s brain starts to become sen-

sitive to certain parameters of the intonational phrase boundary (Männel and 

Friederici, 2009; Männel and Friederici, 2011), reflected in so-called closure 

positive shift (CPS) effects in adults (Steinhauer et al., 1999). Word-level lexi-

cal-semantic processes are detectable as ERP responses, namely a frontally 

distributed negativity occurring at roughly 400ms (N400), from around 12 to 14 

months on (Friedrich and Friederici, 2005) whereas their sentence-level coun-

terparts do not arise before around 30 months of age (Silva Pereyra et al., 

2005). At the end of the third year of life it is also possible to identify the elec-

trophysiological underpinnings of syntactic processing. First local phrase struc-

ture building processes occuring at 32 months of age are reflected in the so-

called early left anterior negativity (ELAN) (Oberecker et al., 2005). A sensitivi-
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ty for decoding morphosyntactic information seems to be measurable only from 

36 months of age on in terms of a left anterior negativity (LAN) and a centro-

parietally distributed positivity occurring at roughly 600ms (P600) (Schipke et 

al., 2011). Note that all theses components have higher latencies in children as 

opposed to adults. Given that all major electrophysiological components which 

can be detected in adults, are already established in 3-year-old children, ERP 

studies suggest that language-developmental processing differences between 

adults and children are quantitative, rather than qualitative in nature (Friederici, 

2005). 

 
The view that the structural and functional organization of language relevant 

perisylvian neural networks in children was similar to their adult counterparts 

found support in the first functional magnetic resonance imaging (fMRI) and 

diffusion tensor imaging (DTI) studies on speech processing in infants 

(Dehaene-Lambertz et al., 2006). However, this view was challenged by the 

results reported in the first fMRI study investigating the neural basis of syntax 

and semantics in kindergarten children of 5 to 6 years of age in which the au-

thors describe broader and less specific activation patterns in children com-

pared to adults (Brauer and Friederici, 2007). Recently, also functional and 

structural connectivity data from a combined fMRI-DTI experiment on 2 days 

old infants suggested qualitative differences (Perani et al., 2011). In contrast to 

adults, the newborns demonstrated pronounced interhemispheric but immature 

intrahemispheric connectivities. Furthermore, it has been demonstrated that 

these disparities regarding interhemispheric fronto-temporal connections are 

still present in 7-year-old children (Brauer et al., 2011). While adults rely more 

on the dorsal SLF/AF, children seem to recruit both the dorsal SLF/AF and the 

ventral ECFS for processing linguistic representations. Taken together, the 

current picture of the developmental trajectories related to the localization of 

language functions in children is not as clear as the current picture of their age-
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dependent timing. It is a major goal of the work presented in this thesis, to con-

tribute to the clarification of this picture. So far, a fronto-temporal network in-

volving the STG, MTG and IFG (Moore-Parks et al., 2010; Nunez et al., 2011) 

as well as dorsal and ventral fiber tracts has been described as playing a role 

for language processing in the developing brain. Children differ from adults in 

that they recruit a broader and less left-lateralized network (Vannest et al., 

2009). Additionally, infants show stronger interhemispheric but weaker intra-

hemispheric connectivities than adults. An adult-like maturation of interhe-

mispheric white matter fiber tracts connecting inferior frontal with mid and su-

perior temporal areas is not even reached at 7 years of age. 

 

2.3. Research questions and hypotheses 

 

In the present thesis, we investigate how the behavioral, brain functional and 

brain structural underpinnings characterizing syntactic and semantic pro-

cessing in auditory language comprehension change during language devel-

opment and brain maturation from 3 years of age to adulthood. In order to 

shed light on this topic, we apply a multimodal approach combining the analy-

sis of response accuracy and reaction time data with fMRI-based hemodynam-

ic cortical activity measures on the whole-brain level as well as in regions of 

interest (ROIs) and also with probabilistic DTI measures defining the course 

and the constitution of relevant white matter fiber tracts. 

 
There are 3 general research questions we would like to answer in this thesis: 

 
1. How do children at distinct stages of their language development, i.e. chil-

dren of 3 to 4 years of age, 6 to 7 years of age and 9 to 10 years of age differ 

from adults with respect to the hemodynamic activation patterns underlying the 

neural processing of syntactic and semantic information? 
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2.1. At the behavioral level, a tight interdependence of syntactic and semantic 

processes in children has been known for a long time (Friederici, 1983). Is this 

tight interdependence reflected at the functional neural level? 

2.2. Is there also evidence for different behavioral processing strategies be-

tween the age groups? 

 

3.1. Which functional and structural changes occur in the course of brain matu-

ration within white matter fiber pathways connecting fronto-temporal areas 

which support the processing of syntax and semantics? 

3.2. What are the precise functional roles of the identified tracts? Do they con-

tribute to the propagation of syntactic, semantic or both types of information? 

On the basis of the current literature we formulate the following hypotheses: 

 

1. The younger the children are, the more the brain activation patterns for syn-

tactic and semantic processing overlap and the less segregated they are com-

pared to adults (Brauer and Friederici, 2007; Nunez et al., 2011). 

 
2.1. The tight interdependence of syntactic and semantic processes in young 

children might be reflected in a syntax x semantic interaction effect in the fron-

to-temporal cortex. This effect should, however, disappear in older children 

and adults. 

2.2. The younger the children are, the more they should rely on semantic in-

formation in order to achieve a successful interpretation of a sentence. In con-

trast, adults are expected to focus more on syntactic cues. 

3.1. In adults, we assume to isolate a highly developed dorsal fiber pathway 

playing a role for the processing of syntax (Wilson et al., 2011) and a ventral 

pathway playing a role for the processing of semantics (Friederici, 2011). We 

hypothesize, that this clear division is less pronounced in the maturing brain. 
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3.2. Although the functional roles of these tracts might be different at earlier 

developmental stages, we expect to corroborate associations between syntax 

and a dorsal pathway and semantics and a ventral pathway, respectively. 
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3. GENERAL METHODS 
 
 
 
The following chapter includes a theoretical overview of the experimental 

methods employed in the investigations described in the subsequent chapter. 

Emphasis rests on the complete introduction of all relevant experimental pa-

rameters. At first, I will give a general outline of behavioral and brain meas-

urements followed by an introduction to the principles of nuclear magnetic res-

onance (NMR) from a classical physics perspective. On this basis, I will explain 

how NMR is applied to the experimental techniques of functional magnetic 

resonance imaging (fMRI) and diffusion-weighted imaging (DWI). Chapter 3 

closes with general remarks on the statistical methods used to analyze the be-

havioral, functional and anatomical data presented in chapter 4. 

 

3.1. Data acquisition  
 
3.1.1. Behavioral measurements 
 

Some psycholinguistic paradigms for behavioral measurements can be com-

bined and synchronized with functional imaging measurements. This approach 

allows to draw direct conclusions about interrelations between behavioral data 

and functional brain data. The best-validated and most frequently described 

tasks in the language-related developmental neuroscience literature are deci-

sion, selection and judgment tasks. These task types have been applied to a 

wide range of linguistic domains including phonology (Wilke and Schmithorst, 

2006), the lexicon and semantics (Gaillard et al., 2007; Moore-Parks et al., 

2010; Nunez et al., 2011; Newman, 2012), syntax (Brauer and Friederici, 

2007) and texts (Wilke et al., 2005). 
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Following the well-documented positive experience with selection tasks in pre-

school children, an age-appropriate picture selection task was designed in or-

der to assess the interplay of syntactic complexity and semantic plausibility in-

formation during auditory language comprehension. It will be described in more 

detail in chapters 4.1.1. and 4.1.2. of this thesis. Picture selection tasks have a 

long tradition in psycholinguistics (McDaniel et al., 1996). However, given that 

space and time are limited in the MR scanner we pretested the stimulus mate-

rial following 2 general considerations. First, it had to be technically possible to 

perform the task inside the MR tube while participants are not allowed to move 

more than around 3mm. By the way, this requirement made the act-out para-

digm, for example, which has been frequently used by developmental psycho-

linguists especially to test young children (Correa, 1995), incompatible with an 

fMRI investigation. The same holds true for overt language production tasks 

including repetition tasks which can induce strong facial muscle movements. 

Second, the task should not exceed an overall duration of 15 minutes, which 

has turned out to be the upper limit for kindergarten children. Additionally, in 

order to increase the probability that the participating children execute the 

whole experiment from start to finish, we had to make sure that the task is age-

appropriate with regard to its difficulty and its desirability. Accordingly, the task 

was designed as playful and interactive as possible to keep the children moti-

vated. 

 

3.1.2. Neuroimaging measurements 
 

Several experimental designs are available to address a wide range of specific 

research questions in fMRI (Figure 3.1.). A good choice is very important be-

cause the more appropriate the selection of an experimental design is, the 

more precise the data acquisition and later data evaluation are. 
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Figure 3.1. The three main design types used in fMRI. In a block design (A), stimuli of one 

condition are presented directly after another while in an event-related design (B), stimuli of 

different conditions are presented in a randomized series of individual trials. Both stimulus 

delivery designs can also be combined into a mixed design (C). (Figure adapted from Amaro 

and Barker, 2006.) 
 

Depending on a certain research question and a certain stimulus material, a 

so-called block design can be very suitable (Amaro and Barker, 2006). In such 

a design, a series of multiple stimulus events of only one distinct experimental 

condition is presented in a coherent time window of mostly about 10 to 60 se-

conds. After this period, the next time block is started and stimuli belonging to 

a different experimental condition are presented. Unfortunately, many types of 

stimuli, especially in language experiments, cannot be presented on the basis 

of such a rigid architecture. However, the advantage of this traditional design 

which was the only design used in the first early 1990s fMRI experiments is its 

good statistical power in detecting hemodynamic effects (Friston et al., 1999). 

On the other hand, it is not very powerful when applied to estimate the time 

course of brain activations. 

 

A

B

C

Block Design

Mixed Design

Event-Related 
Design
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A so-called event-related experimental design (Josephs et al., 1997; Friston et 

al., 1998) served as a framework of the fMRI study that I introduce in section 

4.1. When this design is applied, stimulus events of distinct experimental con-

ditions are presented each in individual trials. This allows to deliver stimuli fully 

(pseudo-)randomized and jittered (Rosen et al., 1998). Event-related designs 

are younger than block designs because it took some years of methodical re-

finement to produce the proof that even very short hemodynamic activity 

changes leading to transient blood-oxygen-level-dependent (BOLD) signal in-

creases result in measurable effects suitable for successful statistical evalua-

tion (Buckner et al., 1998). But although event-related designs permit to detect 

hemodynamic activation differences they are nevertheless still not as powerful 

as block designs regarding their sensitivity. However, a big advantage of 

event-related designs is their broad applicability to a much wider range of re-

search questions. Furthermore, they lead to much higher temporal resolution 

of the hemodynamic response signal than block-designs do (Buxton et al., 

2004). 

 
Some studies also employ a mixed design in which some of the experimental 

factors are delivered in blocks and some as (pseudo-)randomized events with-

in blocks (Donaldson et al., 2001). In principal, this hybrid method allows to 

disentangle both transient as well as sustained activation because good time 

course estimation and good activation detection can be combined. In practice, 

however, only very few research questions fit to this approach. 

 
MR scanning of healthy young adults has become a routine investigation in 

neuroscience. Prior to the measurements, participants undergo safety instruc-

tions and give informed consent to take part in a study. Additionally, it is 

checked whether there are any contraindications making it necessary to with-

hold MR scanning, e.g. ferro-magnetic objects in the body which are suscepti-
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ble to electro-magnetic fields. Depending on the purpose of a certain study, 

participants might have to fulfill further criteria in order to be suitable for an ex-

periment. Most linguistic experiments, for example, require right-handedness 

to increase the likelihood of left-lateralization of language functions. Adult par-

ticipants can remain up to 2 hours in a MR scanner without moving excessively, 

meaning that a large amount of high quality data can be acquired in a short 

time. Very few participants have to stop the scans because of being claustro-

phobic. 

 
It is more difficult to acquire MR data of children. First of all, it is less efficient 

because many more children than adults interrupt scanning, stop scanning or 

do not even enter the scanner. Accordingly, drop-out rates are much higher in 

children compared to adults and they increase exponentially the younger the 

children are.  
 

 
 

Figure 3.2. The mock scanner at the Max Planck Institute for Human Cognitive and Brain 

Sciences. Children go through a training session in which the real MR environment can be 

simulated playfully in order to familiarize them with the experimental procedures. 
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Based on our data and the literature (Byars et al., 2002; O'Shaughnessy et al., 

2008), we estimate that drop-out rates are around 50% in 3- to 4-year-old chil-

dren, up to 25% in 6- to 7-year-old children and up to 10% in 9- to 10-year-old 

children, if they are unprepared for scanning. In order to reduce drop-out rates, 

children are trained in a mock scanner prior to the actual measurement (Fig-
ure 3.2.). 
 

The rationale behind a mock-up session is, first, to assess whether a child 

would make a suitable participant based on its current emotional, cognitive and 

motivational development and, second, to familiarize the child with an MR envi-

ronment, the measurement procedures and the tasks it has to solve. In prac-

tice, it is important to help the participants not to be afraid of the scanner but 

rather to have fun with the experiment. Therefore, the experimenter has to set 

up the training as a game, especially in younger children. Sometimes it is nec-

essary to include the parents as well. Additionally, young participants have to 

train lying still in the scanner and, most importantly, not to move their heads. 

This can be achieved by giving them encouraging feedback on-line during a 

mock-up session. Motion sensors stopping the presentation of a video, for ex-

ample, in case of head movement have also proven useful. All in all, it is cru-

cial to simulate the actual measurement session as precise as possible so that 

the children do not get distracted or scared in the real MR environment. Alt-

hough mock-up sessions are time consuming, they significantly reduce drop 

out rates to about less than 40 % in 3- to 4-year old children and less than 10% 

in 6- to 7-year-old children while 9- to 10-year-old children, like adults, show no 

noteworthy drop out anymore. An optimal result with respect to data quantity 

as well as data quality is achieved in a child-friendly, low-noise scanner with a 

wide tube. Further remarks on the MR measurements we took from the 3 child 

samples can be found in chapter 4.1.2. 
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3.2. Nuclear magnetic resonance imaging 
 

Nuclear magnetic resonance 

 

Nuclear Magnetic Resonance (NMR) is a phenomenon demonstrated inde-

pendently in 1946 by the research groups of Felix Bloch (Bloch et al., 1946) 

and Edward Purcell (Purcell et al., 1946). It occurs when the nuclei of certain 

atoms are immersed in an external static magnetic field B0 and exposed to a 

second oscillating magnetic field B1. If an atomic nucleus experiences nuclear 

magnetic resonance, depends on whether it possesses an intrinsic angular 

momentum, i.e. a nuclear spin. It is a fundamental characteristic property of 

elementary particles. Hydrogen (1H) nuclei of water molecules for example 5 

the principal component of the brain and the whole body 5 are composed of 

single protons that do have a spin. 

 
As spinning protons of hydrogen nuclei behave like moving electrical charges 

they possess a magnetic dipole moment quantifying the force a nucleus can 

exert on electric currents but also the torque any magnetic field will exert on it. 

This phenomenon bases on the fact that hydrogen protons have two distinct 

energy states (NE) determined by the equation NE = 2S(1H) + 1 where S is the 

spin quantum number and S(1H) = 1/2. The effect is that a hydrogen proton 

spins along axes of opposite directions. One spin axis points north, i.e. parallel 

to B0 and the other spin axis points south, i.e. anti-parallel to B0. Now the rea-

son why hydrogen nuclei possess a magnetic dipole moment and hence in-

duce an electromagnetic field is that they have an odd number of protons. If 

there were an even number of protons in the nuclei, every proton would be 

paired, i.e. for every parallel spinning proton there would be an antiparallel 

spinning proton. The result would be that the two electromagnetic fields of 

these paired protons would cancel each other out. Nuclei with an odd number 



22 |  S y n t a x  a n d  s e m a n t i c s  n e t w o r k s  i n  t h e  d e v e l o p i n g  b r a i n
 

of protons, however, always contain an unpaired proton inducing an electro-

magnetic field (Hashemi et al., 2010). 

 
As the static magnetic field B0, the 1H nucleus is exposed to, exerts a torque 

on its electromagnetically charged protons, the 1H nucleus would tend to align 

with B0. However, as described above the 1H nucleus also has an intrinsic an-

gular momentum, a nuclear spin, so that it instead initially keeps spinning at a 

certain angle around the B0 field axis (Figure 3.3.). This so-called precession 

movement proceeds at a certain frequency which is directly proportional to the 

strength of B0 and the constant ratio of the magnetic dipole moment to its an-

gular momentum, called the gyromagnetic ratio C of the proton. Thus, the pre-

cession  frequency G0 5 often called Larmor frequency 5 of a nucleus can be 

described by the equation G0 = CB0. In a 3 Tesla scanner, as used for the ex-

periments described in chapter 4, G0 of 1H = 42.576 MHz/T * 3T = 127.728 

MHz (Hashemi et al., 2010). 

 
 

Figure 3.3. Precession 5 a core principle of Nuclear Magnetic Resonance. Although the stat-

ic magnetic field B0 exerts a torque on the hydrogen nucleus, it does not immediately align 

with it but keeps spinning for a while, i.e. precessing at a frequency I0, at an angle around it 

because the nucleus forms a magnetic dipole with an angular momentum. (Figure adapted 

from Buxton, 2009.) 
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NMR bases on applying electromagnetic field gradient pulses of a certain ra-

diofrequency introducing a linear magnetic field inhomogeneity to create a se-

cond weak magnetic field B1 as mentioned above. Inducing a dynamic B1 (Bxy) 

transversal to B0 (Bz) results in a so-called excitation of the spinning 1H nuclei. 

Therefore, the frequency of B1 must equal the Larmor frequency G0 of the pre-

cessing nuclei (Figure 3.4.).  
 

 
 

Figure 3.4. The 4 main phases of Nuclear Magnetic Resonance. Initially, a nucleus is aligned 

with the static magnetic field B0 (A). When a radiofrequency (RF) pulse is introduced, the nu-

cleus tips over at a certain angle L (B) and precesses (C). When the RF pulse is deactivated, 

the nucleus realigns to B0, i.e. it relaxates (D) generating an NMR signal. (Figure adapted 

from Buxton, 2009.) 

 

During excitation a nucleus takes up electromagnetic energy while absorbing 

the B1 radiation. As a consequence, the direction of the nucleus’ spinning axis 

gets alternated from the z plane towards the xy plane. If the flip angle is limited 

to 90°, as it is the case in the fMRI study to be presented in chapter 4, the hy-

drogen nuclei are at their highest energy state during maximal transversal 

alignment against B0. After a certain time B1 is  turned off so that the proton’s 

spinning axis gradually reorients towards the longitudinal Bz direction. During 
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this reorientation process which is called longitudinal relaxation the nucleus re-

leases photons carrying the energy it has absorbed before as radio frequency 

radiation during transversal excitation. Relaxation continues until the nucleus 

reaches maximal longitudinal alignment with B0 when it is at its lowest energy 

state again. This process of going back to the lowest energy state, i.e. the 

equilibrium state, is often called saturation recovery. Saturation refers to the 

energy uptake during excitation (Hashemi et al., 2010). 

 

Hydrogen protons emitting energy during relaxation create a transient NMR 

signal which can be measured as currents induced in a nearby detection coil. 

This fast decaying signal is called Free Induction Decay (FID). It can be rec-

orded and visualized by assigning color values to signal strength values. As 

every tissue probe is characterized by a heterogeneous hydrogen proton den-

sity, it generates a distinct FID signal strength and hence also a distinct color 

value which is mostly a grey value contrast (Levitt, 2008). 

 

Magnetic resonance imaging 

 

As already mentioned, the NMR signal contrast depends on the proton density 

in a given tissue probe. In the human body there is a relatively high hydrogen 

proton density because of the abundance of water molecules in most of the 

tissues. Brain tissue for example contains approximately 71% of water in white 

matter, 84% of water in grey matter and even 97% of water in cerebrospinal 

fluid (CSF) (Buxton, 2009). 

 
Proton density, however, is not the only factor influencing the NMR signal con-

trast. It also depends on the time it takes a spinning proton to realign towards 

the z-axis during longitudinal relaxation and to recover to the state of magnetic 

equilibrium. This time is generally called T1, but also longitudinal relaxation 
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time, thermal relaxation time or spin-lattice relaxation time (Figure 3.5.). The 

latter term refers to the time it takes a spinning proton to release the energy 

obtained during excitation back to the surrounding lattice of macromolecules in 

the course of its saturation recovery. T1 is a time constant depending on the 

tissue of interest and the strength of B0. In a 3 Tesla scanner 5 as used for the 

investigations to be presented in this thesis 5 it is approximately 832ms for 

white matter, 1331ms for grey matter and 2300ms for CSF (Wansapura et al., 

1999). It is important to note that T1 is the time it takes a spinning proton to on-

ly partially align with the z-axis and to recover to the state of magnetic equilib-

rium. Optimal alignment and full recovery takes 3 to 5 times longer than T1 

(Hashemi et al., 2010). 
 

 
 

Figure 3.5. The time constant T1 denotes the time it takes a spin to start releasing energy 

and hence induce an NMR signal during longitudinal relaxation. (Figure adapted from Berry 

and Bulpitt, 2009.) 
 

The second time constant affecting the NMR signal contrast is called T2. It de-

notes the time it takes protons for transverse relaxation along the xy direction 

so that T2 is often called the transverse relaxation time (Figure 3.6.). T2 relax-

ation  is  the  irreversible  process  by  which  a  proton’s  net  magnetization  (M0) 

value decreases exponentially to about 37% of its initial value in the xy plane 

during  longitudinal relaxation. It measures the rate of  the signal’s  intrinsic de-
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cay after an excitatory radiofrequency pulse is delivered. The basis of this ef-

fect is that shortly before deactivating the radiofrequency pulse, every single 

proton precesses at  the same frequency G0. Furthermore, each proton’s pre-

cessional cycle phase is synchronized. These two properties allow the proton 

to absorb the energy released by another nearby excited proton. According to 

this process, T2 relaxation is also called spin-spin relaxation. However, this 

energy transfer is transient as G0 starts fluctuating due to molecular vibrations 

or rotations leading to a gradual loss of phase coherence and hence causing 

signal decay. The T2 signal decay is much shorter than the T1 signal decay. It 

is about 80ms in white matter, about 110ms in grey matter and about 1800ms 

for CSF at 3 Tesla (Buxton, 2009). 

 

 
 

Figure 3.6. The time constant T2 denotes the time it takes a spin to start releasing energy 

and hence induce an NMR signal during transverse relaxation. (Figure adapted from Berry 

and Bulpitt, 2009.) 
 

In addition to dephasing processes caused by molecular vibrations or rotations 

as described above, there is another dephasing process caused by constant 

main field inhomogeneities, gradient field inhomogeneities or sample-induced 

inhomogeneities. The effect of this phase coherence loss is that the T2 signal 

decay is slightly accelerated. Such a spin-spin relaxation speeded up by addi-

tionally occuring dephasing is called T2* relaxation (Figure 3.7.). T2* is slightly 
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shorter than T2 (Hashemi et al., 2010). Measurement sequences determined 

by T1, T2 and T2* relaxation times are called T1-, T2- or T2*-weighted imaging 

sequences. 

 

 
 

Figure 3.7. T2* relaxation occurs faster than T2 relaxation because of stronger dephasing 

caused by additional field inhomogeneities. (Figure adapted from Berry and Bulpitt, 2009.) 
 

A very important imaging parameter decisively influencing the T1 signal con-

trast is the so-called repetition time (TR). To clarify what the TR is, it has to be 

pointed out that the magnetic field induced in a sample, e.g. the brain, is virtu-

ally determined as a cuboid divided into several slices of a certain thickness 

which are again divided into cuboids of a certain size called voxels (volume 

pixels). During acquisition of an MR image, slices are excited one after another 

in an ascending, descending or interleaved order. This so-called slice selection 

requires multiple recordings of each slice in order to generate an MR image. 

Exactly the time between two excitations of one and the same slice in a certain 

probe is the TR. Its influence on T1 bases on the fact that the longer the TR is, 

the more time the spinning protons have for saturation recovery and longitudi-

nal magnetization, which in turn enables them to absorb more energy and to 

emit a stronger signal. Hence, a long TR, i.e. less T1 weighting, gives all of the 

three main brain tissues sufficient time to relaxate so that white matter, grey 

matter and CSF emit a comparably strong signal. A short TR on the other hand, 
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i.e. T1 weighting, only allows quickly relaxating tissue like white matter to gen-

erate a strong signal while CSF, for example, which has a much longer T1, is 

only very slightly relaxated and therefore emits only a weak signal (Brown and 

Semelka, 2010). 

 
The echo time (TE) also called time to echo or echo delay time is a further 

substantial imaging parameter. It has a fundamental impact on the T2 signal 

contrast. TE is defined as the time span between the application of the 90° RF 

excitation pulse and the signal detection after transversal realignment. This 

temporal delay during data collection is necessary as gradient field inhomoge-

neities occur causing the protons to spin out of phase, as already described 

above. Measurement cannot take place until the time point is achieved when 

the spins are in phase again. When a short TE is chosen, measures are taken 

at an early stage of relaxation and hence T2 weighting is low. Hardly any con-

trasts would appear between white matter, grey matter and CSF. A long TE, i.e. 

strong T2 weighting, however, increases signal intensities. Tissue with a rela-

tively long T2, like CSF, would induce a strong signal when a long TE is cho-

sen as opposed to grey matter and white matter who have a short T2 (Buxton, 

2009). 

 
So far, proton density and relaxation time constants have been described as 

the two main factors contributing to the intensity of the MR signal. The next 

step is to explain how spatial information is obtained from this signal and how 

this information is used to compute a three-dimensional image. 

 
In order to localize signal sources in a slice, a technique called slice selection 

is applied (Figure 3.8.). Slice selection requires inducing distinct magnetic field 

strengths within the entire set of slices in a probe. Once a slice differs to all 

other slices with regard to its field strength, it also possesses a different Lar-

mor frequency. Hence, when a gradient pulse of a certain radiofrequency is 
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applied, only the slice carrying the corresponding Larmor frequency gets exci-

tated. This method is technically implemented by using a so- called gradient 

coil creating a linear increase or decrease of a magnetic field in the z-direction. 

As soon as all z-directed signal values within a slice are fully measured, they 

can be decomposed into a 2D image matrix, the k-space or Fourier space, in 

which every voxel is represented by a pixel (picture element) of a specific grey 

value. However, to complete this matrix it is necessary to identify signals also 

along the x- and y-axis which is called spatial encoding (Buxton, 2009). 

 
 

Figure 3.8. Slice selection. Gradient coils induce additional magnetic fields of individual 

strengths in each slice so that only slices matching the Larmor frequency of the applied ra-

diofrequency pulse get excitated. (Figure adapted from Buxton, 2009.) 
 

Spatial encoding comprises two operations which are frequency coding and phase 

coding (Figure 3.9.). Frequency coding is again achieved by applying a magnetic 

field gradient along the x-axis. The result is that a distinct set of voxels represented 

by a pixel column of the later k-space 2D image matrix differs in frequency from all of 

the other columns. Now  the  relative amplitude of every voxel set’s  frequency corre-

sponding to a certain pixel column can be calculated (Stehling et al., 1991). The 

spectrum of spin frequencies to be captured is determined by an MR imaging param-

eter called acquisition bandwidth. Its extent defines the thickness of the slices under 

investigation (Brown and Semelka, 2010). 
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In order to define the entire k-space frequency spectrum, frequency values of each 

pixel set which is arranged row wise in the 2D image matrix must also be calculated. 

This second step comprises phase coding. Therefore, a so-called phase coding gra-

dient is applied transiently in y-direction immediately after excitation. The effect is that 

spins located in a range where the magnetic field is stronger, precess faster than 

more distant spins who are exposed to a weaker magnetic field. This so-called phase 

shifting allows to identify phase-separated spins along the y-axis of a probe (Hashemi 

et al., 2010). 

  
 

Figure 3.9. Spatial encoding and Fourier transform. An image matrix containing a spectrum 

of spin frequencies and spin phases is decomposed into real space constituent frequencies 

applying a Fourier transform (FT) and finally converted into a 3D image. (Figure adapted from 

Buxton, 2009.) 
 

In order to compute a 3D image out of the now defined image matrix, a so-

called Fourier transform is applied (Figure 3.9.). This mathematical operation 

allows to decompose signals, i.e. time functions, into a series of constituent 

frequencies in real space and therefore is the foundation of MR image recon-

struction. The size of an actual image section is configured by another im-

portant MR imaging parameter called field of view (FOV) (Hashemi et al., 

2010). 
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After the discovery of NMR by Bloch and Purcell, it was mainly developed fur-

ther for chemical and physical molecular analysis. In 1971, however, a break-

through towards the applicability of NMR for imaging living tissue was achieved, 

when Raymond Damadian could demonstrate differences in relaxation times 

between healthy and tumor tissue (Damadian, 1971). Magnetic resonance im-

aging in the true sense was first shown on small water-filled test tube samples 

by Paul Lauterbur in 1973 (Lauterbur, 1973). Later that same year, Peter 

Mansfield succeeded in performing magnetic resonance imaging in solids 

(Mansfield and Grannell, 1973). Another milestone in developing the technique 

was set in 1975 when Richard Ernst introduced phase and frequency encoding 

and applied Fourier transform for image reconstruction (Kumar et al., 1975). In 

1977, Peter Mansfield developed the so-called echo-planar imaging (EPI) 

method which decisively accelerated image acquisition. It enabled Mansfield to 

acquire a complete image slice from one excitation in a fraction of a second 

(Mansfield, 1977). 
 

Functional magnetic resonance imaging 

 

It took another 15 years until initially Kenneth Kwong (Kwong et al., 1992) and 

then after him also Peter Bandettini (Bandettini et al., 1992) and Seiji Ogawa 

(Ogawa et al., 1992) published the first human functional images created using 

the BOLD effect. 2 years before that, in 1990, Ogawa (Ogawa et al., 1990) had 

already demonstrated that brain microvasculature in cats interacts with T2* 

signal intensity. Keith Thulborn and co-workers paved the way for these find-

ings in the early 1980s showing that hemoglobin carries distinct MRI signals as 

a function of its oxygenation state (Thulborn et al., 1982). 
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However, the relationship between local neural activity and subsequent 

changes in cerebral blood flow, i.e. neurovascular coupling, has been at least 

roughly known since the late 19th century (Roy and Sherrington, 1890; James, 

1890).  Crucial  for  Ogawa’s  and  Kwong’s  breakthrough  was  Linus  Pauling’s 

discovery that oxy- and deoxyhemoglobin differ in magnetic susceptibility 

(Pauling and Coryell, 1936). Based on this finding, it could be assumed that 

oxygen concentration changes in a brain area have an impact on the MR sig-

nal. Another important milestone was reached in the early 1940s when Kety & 

Schmidt were the first to confirm that cerebral blood flow is regulated by the 

brain itself. They observed that when oxygen consumption increases, neurons 

emit biochemical signals causing surrounding blood vessels to dilate (Kety and 

Schmidt, 1945; Kety and Schmidt, 1948). 

 
The BOLD contrast is the key effect utilized for functional MRI of cerebral neu-

ral activity. It foots on the assumption that activated brain tissue shows an in-

creased cerebral metabolic rate (CMRO2) as well as an increased regional 

cerebral blood flow (rCBF) and local cerebral blood volume (lCBV) in its sur-

rounding cerebrovascular bed (Logothetis et al., 2001; Arthurs and Boniface, 

2002) (Figure 3.10.). As a consequence, activated brain tissue undergoes an 

increased delivery of oxygenated hemoglobin as opposed to less-activated 

brain tissue thereby changing its magnetic susceptibility, i.e. its degree of 

magnetization in response to the external magnetic fields. Hemoglobin mole-

cules in red blood cells (erythrocytes) are iron-ions-containing (Fe2+) metallo-

proteins binding up to 4 oxygen (O2) molecules from the pulmonary alveoli to 

release it into the nerve cells and to collect carbon dioxide (CO2) resulting from 

converting biochemical energy from nutrients into adenosine triphosphate 

(ATP) in the course of a complex redox reaction. The more oxygen molecules 

are bound in hemoglobin, the stronger they shield the ferromagnetic properties 

of the iron ions making oxygenated hemoglobin diamagnetic, i.e. practically 
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non-magnetic. The opposite effect occurs in deoxygenated hemoglobin which 

makes it paramagnetic, i.e. magnetic. Now given that paramagnetic deoxygen-

ated hemoglobin induces a local magnetic field gradient, i.e. magnetic field in-

homogeneities, around blood vessels and given that its concentration drops in 

activated brain tissue, the strength of this gradient decreases. As a conse-

quence, the spinning protons in each excitated slice dephase more slowly and 

hence the T2*-weighted imaging signal intensity increases. This effect is most 

pronounced in the venous capillaries, venules, and surrounding brain paren-

chyma. Recently, also glucose, ATP and aerobic glycolysis have been found to 

contribute to the actual MR signal (Raichle and Mintun, 2006) whereas chang-

es in lCBV per se do not. 
 

 
 

Figure 3.10. The three constitutive components of the BOLD signal. Neural activity influ-

ences cerebral blood volume (CBV), cerebral blood flow (CBF) and cerebral blood oxygen 

consumption (CMRO2) in surrounding blood vessels and finally causes an increased delivery 

of diamagnetic oxygenated hemoglobin. (Figure adapted from D’Esposito et al., 2003.) 
 

The temporal dynamics of the BOLD effect are characterized by the so-called 

hemodynamic response function (HRF) (Figure 3.11.). Initially, the MR signal 

goes below baseline very shortly immediately after stimulus onset because the 

cerebrovascular response to activity in a neuronal population is delayed by a 

couple of seconds. After this so-called "initial dip", typically around 1-3 seconds 

after stimulus onset, the signal begins to rise (Malonek and Grinvald, 1996). 

During this "overshoot" phase it reaches its peak normally after 4-6 seconds in 

adults and usually about 2 seconds later in children depending on the region of 

Stimulus Neural response

CBV

CBF BOLD signal

CMRO2
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interest (Brauer et al., 2008). If the stimulation continues, the BOLD signal re-

mains at a local overshoot plateau slightly below peak. As soon as the stimula-

tion stops, the signal decreases and finally falls below baseline again. This 

signal suppression after stimulation is called the "post-stimulus undershoot" 

(Bandettini et al., 1997). 
 

 
 

Figure 3.11. The hemodynamic response function. After stimulus onset, the fMRI signal 

shortly falls slightly below baseline, then overshoots and keeps at a plateau level. As soon as 

the stimulation stops, the signal transiently drops below baseline and then realigns to it. 

 

At first sight, the BOLD response seems to be linear (D'Esposito et al., 2003). 

However, several non-linear characteristics were discovered in the course of 

fMRI research. One of the most important observations was that rCBF and 

lCBV transients underlie different temporal dynamics. Accordingly, several 

models were proposed in order to take this problem into account. 

 
The oxygen limitation model (Buxton and Frank, 1997) is based on the central 

assumptions that increased rCBF is coupled to increased capillary blood veloc-

ity and not to the more extensive recruitment of capillaries, i.e. higher lCBV, 

and that all of the oxygen leaving the brain capillaries is completely metabo-
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lized by the surrounding brain tissue. The main observation supporting these 

assumptions was that increased rCBF shortens capillary transit time and 

hence that less oxygen can be extracted by the bordering brain tissue. Now 

given that the oxygen delivery rate is defined by the product of rCBF and oxy-

gen extraction fraction, rCBF has to increase much more than the actual oxy-

gen metabolic rate in order to ensure higher delivery of oxygen to the brain. 

In order to provide a more comprehensive account of the interrelations be-

tween rCBF, lCBV, CMRO2 and the BOLD response, Buxton and colleagues 

also established the so-called balloon model (Buxton et al., 1998). In this mod-

el, the cerebral blood vessels are modeled as a balloon with a blood inflow rate 

Fin and a blood outflow rate Fout. While during resting state it is assumed that 

Fin = Fout, the balloon inflates when Fin > Fout and deflates when Fin < Fout. An 

inflow rate Fin(t) forms the driving function of the system and the outflow rate is 

a  function of  the balloon’s volume Fout (v). Whenever the balloon expands its 

internal pressure rises and hence the outflow rate increases (Buxton, 2009). 
 

Diffusion-weighted imaging 

 

When obtaining spatial information from the MR signal as described above, 

one assumes that all hydrogen protons remain at a constant location within a 

probe. In practice, however, spins constantly move. Accordingly, in order not to 

violate the stationarity hypothesis, a motion correction technique, which will be 

explained the section 'motion correction', has to be applied to the MR data be-

fore analyzing them. Nevertheless, residual motion remains and limits the spa-

tial resolution of MR imaging to around 10µm. 

 
Brownian motion 5 one of the main intrinsic factors for the constant movement 

of hydrogen protons 5 is the source for another import MR imaging technique: 

diffusion-weighted imaging (DWI). Note that Brownian motion refers to the very 
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general property of thermally driven, theoretically random mobility of particles. 

In the case of the brain it is mainly water diffusing based on a diffusion con-

stant D (Stejskal and Tanner, 1965) driven by body heat. Here, motion of water 

molecules is not absolutely random and equal in all directions (isotropic) but 

constrained by tissue properties and hence to a certain degree directed (aniso-

tropic). The most important neuroanatomical structure showing a characteristic 

anisotropic water diffusion is the white matter of the brain as it is shows pro-

nounced alignment. Accordingly, DWI has proven to be especially useful for 

imaging the macroanatomy of white matter fiber tracts. It gives a better repre-

sentation of in vivo white matter anatomy than other MR imaging contrasts and 

also provides a clear progress compared to conventional histological studies 

on the postmortem brain. The first application of DWI to the human brain was 

reported in 1986 by Le Bihan and colleagues (Le Bihan et al., 1986). 

 
DWI is based on the same principles as MRI in general. The special feature of 

DWI is that intra-voxel incoherent motion is used to create the actual image 

contrasts. Therefore the gradient field is applied in the direction of a predeter-

mined diffusion axis of interest. Now the spins that move along this axis 

change their precession frequency and hence the rephasing pulse is no longer 

equivalent to the original phasing pulse. Accordingly, spins showing large dif-

fusion and thus strong dephasing induce a weak signal whereas areas which 

show less extensive diffusion and are thus less dephased induce a stronger 

signal (Figure 3.12.). The strength of the actual contrast depends on the ap-

parent diffusion coefficient (ADC) of the tissue on the one hand, and on the 

strength, the duration and the TR of the gradient field on the other hand (Mori, 

2007). 
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Figure 3.12. The basics of diffusion-weighted imaging. Prior to the radiofrequency (RF) pulse, 

a dephasing gradient field, i.e. a diffusion-sensitizing gradient, is applied to the water mole-

cules causing phase shifts. As water molecules move through nerve fibers, the refocusing 

pulse applied subsequently to the RF pulse induces a second gradient field, which does not 

completely rephase them with the first gradient field. Accordingly, the more dephased the wa-

ter molecules are, the more they reduce the strength of the MR signal. (Figure adapted from 

Qayyum, 2009.) 

 

Diffusion tensor imaging 

 

DWI is limited to isotropic diffusion because diffusion can only be measured 

along the axis of the applied gradient. In order to capture also anisotropic diffu-

sion in other directions, Basser and co-workers (Basser et al., 1994a; Basser 

et al., 1994b) modeled molecular movement on the basis of a so-called tensor, 

i.e. a symmetric matrix comprising at least 3 eigenvectors with 3 eigenvalues. 

Accordingly, the technique was called diffusion tensor imaging (DTI). In DTI, a 

diffusion tensor, quantifying direction and distance of the molecular motion in 

three spatial dimensions, is calculated for each voxel. The longest eigenvector 

within the diffusion tensor codes the direction of the strongest diffusion where-
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as the shortest eigenvector within the diffusion tensor codes the direction of 

the weakest diffusion. Accordingly, diffusion tensors in more isotropic media 

are spherical whereas diffusion tensors in more isotropic media like white mat-

ter rather have an ellipsoid shape as motion perpendicular to the fiber direc-

tions is limited by tissue barriers like myelin. All directionality and distance val-

ues are converted into scalar indices ranging from 0 (isotropy) to 1 (anisotropy). 

These so-called fractional anisotropy values finally reveal a ratio between ani-

sotropic and isotropic diffusion tensor components (Moritani et al., 2009). 

 

3.3. Data analysis 
 
3.3.1. Behavioral data statistics 
 

Behavioral measurements were taken only in the functional imaging study to 

be presented in chapter 4.1., in which both the child participants as well as the 

adult control participants had to perform a picture selection task. Response 

correctness as well as reaction times were recorded based on response button 

presses to measure the participants’ performance. Response correctness was 

evaluated including only trials in which a response was given. Trials in which a 

participant missed to give a response were not considered because it was not 

possible to clearly determine what the actual source of theses misses was. 

Reaction time was taken in milliseconds and averaged to get the mean reac-

tion time. Only correct reaction times were analyzed. Basic descriptive 

measures (means, standard deviation, standard error) were calculated in order 

to obtain a first overview of differences in performance within the samples. 

 
Before any inferential statistics were used, we checked whether the data ful-

filled the conditions for the application parametric tests. As this was the case, 

repeated-measures analyses of variance (ANOVA) were calculated for statisti-
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cal evaluation of the results. Bonferroni correction was applied whenever it was 

necessary. For post-hoc analyses, we also used two-sided paired t-tests and a 

Fisher’s  exact  test. How all these statistical approaches were concretely ap-

plied to the behavioral data, is explained in detail in the chapters 4.1.2. and 

4.1.3. 
 

3.3.2. Functional magnetic resonance imaging data statistics 
 
Raw data preprocessing 

 

 
 
Figure 3.13. Preprocessing of fMRI data. The raw functional images undergo motion correc-

tion (including realignment to their original position), coregistration with the corresponding 

high-resolution anatomical images, slice timing correction (not shown in the picture), normali-

zation on a standard brain template (comprising the segmentation and transformation of dis-

tinct types of tissue) and spatial smoothing with a Gaussian kernel as well as temporal 

smoothing (not shown in the picture). All preprocessing steps are explained in the main text. 

(Figure adapted from http://www.fil.ion.ucl.ac.uk/spm/course/slides12-zurich/.) 
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To maximize the validity of statistical analyses applied to raw data sets ac-

quired in the MR scanner, these data sets undergo a series of preprocessing 

procedures before being statistically assessed. The preprocessing steps ex-

plained in the following sections are motion correction, slice timing correction, 

registration, normalization and smoothing (Figure 3.13.). These procedures 

are introduced in detail because they crucially influence the later data analysis. 
 

Motion correction 

 

When statistically analyzing MR data, one assumes that each volumetric pic-

ture element (voxel) of brain tissue acquired in the course of the imaging pro-

cedure remains exactly at a certain fixed position constantly over the whole 

acquisition period (Brown and Semelka, 2010). Human participants, however, 

are no perfectly static probes. Sources of the participant’s  head movements 

are generally involuntary muscle contractions occurring for example during 

breathing (Paling and Brookeman, 1986), pulsation (Weisskoff et al., 1993) 

and fasciculation but also voluntary muscle contractions due to certain events 

(Birn et al., 1998; Birn et al., 1999) or 5 what it is not the case in present study 

5 task demands. Whenever head movement occurs, each voxel’s  time series 

is derived from more than one coordinate in the brain so that the static probe 

premise is violated and data are confounded or at least less sensitive (Yetkin 

et al., 1996). Especially in young child populations excessive head movement 

occurs much more frequently than in adult populations. Data quality can be se-

verely reduced sometimes to the point of complete data loss. Furthermore, as 

head movement causes signal changes in a voxel, it can happen that this sig-

nal change cannot be differentiated from task driven brain signal changes an-

ymore if both are correlated with each other (Hajnal et al., 1994; Thacker et al., 

1999). 
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Motion prevention is an important factor for ensuring good data quality. Motion 

prevention firstly comprises constraining the test participant’s head and ensur-

ing  the  person’s  comfort  while  lying  on  the  table.  Secondly,  the  participant 

should be instructed to remain as still as possible during the whole experiment, 

not to talk, not to adjust head and to swallow as rarely as possible. Thirdly, 

head motion can be prevented by designing an experiment in that way that the 

scanning length can be maximally reduced. Fourthly, a training session in a 

mock scanner can help participants getting used to hold the head still in the 

MR scanner. 

 
As motion prevention of course cannot completely exclude motion and as 

hence the data acquired may contain motion-related artifacts, post-hoc motion 

correction is needed in order to correct for misalignment of MRI data. There-

fore, every single image acquired undergoes realignment to be transferred into 

a coherent geometric space. Realignment involves two stages: registration and 

transformation. Registration comprises an estimation of 6 motion parameters 

describing the rigid body transformation between each image and a reference 

image. The 6 motion parameters consist of 3 translational and 3 rotational vec-

tors in which translation is defined as motion along the x-,y- and z-coordinate 

axes and rotation as pitch about the x-axis, roll about the y-axis and yaw about 

the z-axis. Once the whole series of images is registered, each image can be 

transformed, i.e. it can be resampled according to the transformation parame-

ters determined during its registration so that it exactly matches the reference 

image’s grid of voxels. In the study to be presented in section 4.1., a B-Spline 

Interpolation algorithm was used to achieve that (Friston et al., 1994). 

 
Still after realignment movement occurs between and within slice acquisition. 

Furthermore, interpolation can create artifacts due to resampling. Also non-

linear distortions and even complete drop-out appear from time to time due to 
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inhomogeneity of the magnetic field caused by tissue composition differences 

across the brain. The effect is that image distortions vary with movement. That 

means that the rigid body transformation assumption made in conjunction with 

realignment is not strictly followed anymore. To correct for that, images have to 

undergo unwarping which is a post-hoc method to estimate these changes in 

distortion. Unwarping helps to reduce the amount of variance in the data that 

can be accounted for by effects of movement (Andersson et al., 2001). 
 

Slice timing correction 

 

An image of the whole brain is not acquired as once, but slice-by-slice. For ex-

ample, in the experiment to be discussed in chapter 4.1. slices were collected 

in an interleaved fashion. That means slices 1, 3, 5 ... 25 were collected first 

and after that slices 2, 4, 6 ... 26. Moreover, during MR scanning brain volumes 

are not acquired simultaneously, but serially. Every single voxel of a slice with-

in a volume is collected with a certain temporal delay throughout a specified 

TR. When evaluating BOLD signals statistically, however, one implies that 

these signals originate from one and the same point in time in all collected vol-

umes. To achieve this coherent temporal representation of functional signals, 

each voxel activation value must be virtually returned to a fixed reference time. 

Exactly  this  is how slice  timing correction works. A voxel’s  time course  is ex-

amined, then phase shifted via Fourier transformation and finally a cubic-

spline-interpolation algorithm is applied to get back the time course as it would 

have turned out to be if every voxel would have been sampled at the very 

same time (Dale and Buckner, 1997). 
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Functional-structural coregistration 

 

Functional images acquired during MR scanning are of low resolution and of 

little anatomical contrast. As there is a special interest in a precise neuroana-

tomical localization of brain activations it is necessary to map functional imag-

es onto structural images of high-resolution and high-contrast. Exactly this is 

achieved by applying a coregistration algorithm linking functional T2* EPI 2D 

images to T1 MP-RAGE 3D images for each participant. This algorithm bases 

on the same principles as realignment during slice-timing correction described 

in section 3.3.2.1.1. above. 6 motion parameters are estimated to compute a 

transformation matrix that can be applied to the functional T2* EPI 2D images 

as well as to the T1 MP-RAGE 3D images. 

 

Spatial normalization 

 

As each human brain is individual, there are remarkable differences regarding 

weight, volume and morphology such as shape and organization of gyri and 

sulci. In order to compute powerful 2nd level group statistics across all partici-

pants, however, all individual datasets must be converged into a common ana-

tomical reference space. This is again achieved by employing a transformation 

matrix to virtually compensate volume and morphology differences between 

the functional data set of each participant and a standard brain image template. 

For the purposes of the investigations to be discussed in the present work, the 

Montreal Neurological Institute space (MNI space) has been used as a proba-

bilistic reference space. Its coordinates are derived from an average of more 

than one hundred individual structural MR images (Fonov et al., 2011). The 

2nd very common and traditional reference space for normalization found in 

the neuroscience literature is the Talairach space. Although still widely in use, 
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it is questioned how representative it can be for a whole population as it foots 

on measurements from just one dissected post-mortem brain. 

 

Temporal smoothing 

 

Three types of temporal filters are used to obtain temporally smoothed MR da-

ta. These are high-pass filters, low-pass filters and band-pass filters. Voxel 

time series of fMRI data often show low-frequency drifts. These drifts may be 

caused by physiological noise such as respiration but also by physical, i.e. 

scanner-induced system noise such as inhomogeneities of the static field due 

to imperfect shimming or instabilities in the gradient fields. If not taken into ac-

count, low-frequency drifts severely reduce the power of statistical data analy-

sis. They also invalidate event-related averaging, which assumes stationary 

time courses, i.e. time courses with a constant signal level. Since the signal 

drifts are slowly rising and falling, they are removed by using a high-pass filter 

of a certain cut-off frequency. This filter lets high frequencies representing 

stimulus-related activity pass, but removes low frequencies, i.e. the signal drifts. 

However, low-pass filtering may bring along the risk of removing task-related 

signal of interest variation. This may happen if the filter is not properly adjusted 

to the maximum of every stimulus condition’s frequency. By the way, this fre-

quency is sampled at twice the rate of any stimulation according to the Nyquist 

frequency limitation implying that the maximum frequency that can be identified 

equals one half of the actual sampling rate (Friston et al., 2000). 

 
A low-pass filter leaves low frequencies intact while attenuating high frequency 

noise. It has not been applied in the study that is reported in chapter 4.1., as 

this study bases on an event-related experimental design. In these designs 

stimulus presentation and respiration can occur at similar frequencies which 

would substantially complicate filtering. 
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Of course, low-pass and high-pass filters can also be combined. This is called 

band-pass-filtering, if low- as well as high frequencies are filtered out as soon 

as they reach two predefined cut-off frequency values. The other possibility is 

to attenuate only a specified range of frequencies lying within an interval lim-

ited by a lower and an upper cut-off frequency value. This is called band-stop-

filtering. 

 

Spatial smoothing 

 

Spatial smoothing means applying a low-pass filter to the acquired images in 

order to remove high frequencies of the signal from the data while enhancing 

low frequencies. This works that way that voxel values are averaged with sur-

rounding voxel values. The size of the voxel clusters to be smoothed depends 

on the size of the used kernel. As standard practice in neuroscience, a Gauss-

ian kernel is applied. That means that the fMRI signal is convolved with a 

Gaussian function (Friston et al., 1994). The width of the Gaussian "bell curve", 

specified by its full width at half maximum (FWHM), determines how many 

voxels are smoothed. This procedure improves the signal-to-noise ratio (SNR) 

and better pronounces spatial correlation within the data, but also reduces im-

age resolution and may introduce false-positive or false-negative activations, 

so that a balance must be found. A FWHM of 4mm has proven most appropri-

ate for the fMRI experiment described in chapter 4.1. 

 

1st and 2nd level statistical analysis 

 

After preprocessing the functional images, they were statistically assessed on 

the first-level using the Statistical Parametric Mapping (SPM) (Friston, 2007) 

approach implemented in the SPM8 software. Within this univariate framework, 

all single voxel time series are passed to a general linear model (GLM), con-
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cretely a regression model of the form y = xX+Z where y is the voxel’s hemody-

namic (BOLD) response function (i.e. the response variable), x is a regressor 

(in our case a certain stimulus condition) represented as a column vector in a 

design matrix, β is the beta value (parameter) quantifying the contribution of 

the stimulus condition x to the explanation of y and ε is the error term account-

ing for noise fluctuations. When all parameters are estimated, the data are de-

composed into the actual BOLD effects and errors for each voxel. As a next 

step, the parameter estimates can be passed to t tests in order to create condi-

tion-wise t maps and z maps, respectively. However, as the GLM is applied to 

a large number of voxels (mostly more than 100 000), the data have to be 

thresholded in order to correct for multiple comparisons. SPM8 includes clus-

ter-level thresholding based on the Gaussian Random Field Theory identifying 

both improbably high and improbably broad activation peaks. Finally, the cor-

rected t maps are subtracted from each other in order to directly compare ex-

perimental conditions. 

 
At the second level, inferences about parameter estimates and accordingly 

about the impact of certain regressors can be made employing statistical mod-

els which best fit the specific experimental design and the samples under in-

vestigation. The actual 2nd level models applied in our fMRI experiment are 

explained in chapter 4.1.2. 

 
SPM8 has become the standard for the analysis of fMRI data. However, there 

are several other general linear model based software packages (Cox, 1996; 

Lohmann et al., 2001; Smith et al., 2004). Furthermore, there are also model-

free approaches (Rombouts et al., 2009). 
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3.3.3. Diffusion tensor imaging data statistics  
 

The preprocessing of Diffusion MRI raw data comprises motion correction and 

registration procedures I do not explain in detail because they follow similar 

principles like the corresponding fMRI preprocessing procedures described in 

chapter 3.3.2. In the next crucial step, a diffusion tensor model has to be fitted 

on the motion corrected and registered diffusion images before fractional ani-

sotropy maps can be created for each participant. I have already introduced 

these concepts in chapter 3.2. 'Diffusion Tensor Imaging'. For group-level sta-

tistics, the single-subject fractional anisotropy maps have to be normalized 

(see 3.3.2.). For this purpose, we derived template maps from each of our 4 

samples separately in order to identify the most representative one within each 

group. This was done by registering all FA maps onto each other in order to 

detect the map which required minimal warping for registering the remaining 

images on it. Alternatively, this can also be done by using a standard brain 

template. As a result of warping all FA maps onto the most typical FA map, we 

obtained deformation fields which we then applied to the single-subject FA 

maps. The resulting normalized single-subject FA maps were finally averaged 

and thresholded in order to create group-mean FA maps. Based on these 

group-mean FA maps, we used specific fMRI activation clusters as starting 

points for probabilistic tracking in order to isolate fiber tracts relevant for syntax 

and semantics. Additionally, we extracted FA values corresponding to the iden-

tified group tracts from single-subject FA maps. These analyses are explained 

in more detail in chapter 4.2.2. of this thesis. 
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4. INVESTIGATIONS 
 
 
 
Two contiguous studies, which have been in the main focus of the dissertation 

work, are reported in the present chapter. In section 4.1., I describe an event-

related fMRI experiment, in which we investigated the development of cortical 

areas supporting syntactic and semantic processing in auditory sentence com-

prehension. In the subsequent section 4.2., I report a DTI experiment, in which 

we examine how the functional organization of white matter fiber tract connec-

tions between the previously identified frontal and temporal language regions 

changes in the maturing brain.  

 

4.1. Functional neural segregation of syntactic and semantic processing 
from 3 years of age to young adulthood 

 
4.1.1. Introduction  
 

Although there is a tight functional interrelation between syntax and semantics, 

both language functions are represented in clearly segregated neural networks 

in the adult brain (Bookheimer, 2002; Newman et al., 2010; Friederici, 2011), 

with the pars opercularis of the left inferior frontal gyrus (left IFGoper) support-

ing complex syntactic processes and the pars triangularis of the left inferior 

frontal gyrus (left IFGtri), as well as the pars orbitalis of the left inferior frontal 

gyrus (left IFGorb), subserving higher-level semantic processes. 

 
There is, however, indirect evidence that these underlying neural networks are 

not fully specialized in children. Rather, the few studies available report over-

lapping activation for processing syntactic and semantic information, even in 

late primary school age children (Brauer and Friederici, 2007; Nunez et al., 
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2011). When tested behaviorally on-line, children up to the age of 11 years old 

show an interaction of syntactic and semantic processes, whereas adults 

demonstrate a clear independence of these two processing components 

(Friederici, 1983). With respect to the underlying brain structures, it has been 

found that the leftward asymmetry of the IFGoper and the IFGtri observed in 

adults only develops later in childhood, with the asymmetry of the IFGtri 

emerging around the age of 5 years, and that of the IFGoper emerging around 

the age of 11 years (Amunts et al., 2003). These neuroanatomical data sug-

gest a late specialization of the cortex supporting syntactic processes. The de-

velopmental trajectories of the functional neuroanatomy of syntax and seman-

tics in the course of language acquisition, however, are poorly studied and far 

from being understood. 

 
In the present event-related fMRI study, we used a cross-sectional design to 

investigate whether children of 3 to 4 years of age, 6 to 7 years of age and 9 to 

10 years of age do, or do not, already show an adult-like segregation of activa-

tion patterns for syntactic and semantic processes, or whether the behaviorally 

observed interdependence of syntactic and semantic information is reflected at 

the neural level. 

 
One major experimental challenge was the requirement for an extremely flexi-

ble paradigm, applicable to samples of very heterogeneous cognitive maturity. 

Numerous test versions of the behavioral experiment had to be piloted, espe-

cially in the youngest age range, until we achieved an optimal operationaliza-

tion. 

 
We selected relative clauses to provide the basis for analyzing syntactic com-

plexity across the target age range, for two principal reasons. Firstly, based on 

the literature (Kidd et al., 2007) and on our own pilot studies on 3- to 4-year-old 

children, we reasoned that even our youngest participants should be able to 
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master at least a simple canonical version of these syntactic structures. Sec-

ondly, it is feasible to control relative clauses for all of the possible confounding 

variables (see 4.1.2.). Here, we profited from the fact that both the acquisition 

of relative clauses and their processing in adults are well-studied within psy-

cholinguistic frameworks (Kidd, 2011; Fedorenko et al., 2012). In order to 

achieve different levels of syntactic complexity, we contrasted canonical sub-

ject relative clauses (SR: "Where is the [subject], who [verb] the [object]?") with 

more difficult non-canonical object relative clauses (OR: "Where is the [object], 

who the [subject] [verb]?"). Using interrogative sentences in a picture selection 

task, enabled us to increase the interactivity of the experimental setting, and 

hence the motivational attractiveness of the stimulus material for young partici-

pants. 

 

The starting point of our considerations in operationalizing semantic pro-

cessing was that 3- to 4-year-old children are familiar with natural sizes of ani-

mals, which are among the first things they develop a prototype-semantic con-

cept of (Rosch, 1975). Crucially, our pilot studies showed that children of this 

age are, furthermore, able to derive plausibility constraints for certain simple 

actions ("carry", "catch", "chase", "pull", "push", "throw") dependent on world 

knowledge about the natural sizes of the animals involved. Accordingly, it 

seemed plausible to the children that a tall animal could act out these actions 

on a small animal. So, we used 6 "tall" animals ("bear", "dog", "fox", "lion", 

"tiger", "wolf") prototypically taller than 6 "small" animals ("monkey", "beetle", 

"bird", "frog", "hedgehog", "rabbit") for our stimulus material. A semantically 

plausible proposition was established if one of the 6 tall animals ("the big A") 

was the agent performing one of the 6 possible actions on one of the 6 small 

animals ("the small B"), which was the patient undergoing this action. An inver-

sion of this argument structure resulted in a semantically implausible proposi-
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tion. See 4.1.2. for a comprehensive report on participants, stimulus material 

and experimental procedure. 

 

 
 
Table 4.1. The 2x2 factorial design. Illustrated are example sentences the participants lis-

tened to while a corresponding picture set (Figure 4.1.) was presented simultaneously during 

the sentence-picture matching task. 
 

 

Semantic 

Plausibility 

(high  low) 

 

Example sentences 

Syntactic  

Complexity  

(low  high) 

Plausible 

Proposition 

Wo ist der große Fuchs, der den kleinen Käfer trägt? 

Where is the big fox, [who]NOM [the]ACC small beetle carries? 

Where is the big fox, who carries the small beetle? 

Subject  

Relative  

Clauses 

Implausible 

Proposition 

Wo ist der kleine Käfer, der den großen Fuchs trägt? 

Where is the small beetle, [who]NOM [the]ACC big fox carries? 

Where is the small beetle, who carries the big fox? 

Subject  

Relative  

Clauses 

Plausible 

Proposition 

Wo ist der kleine Käfer, den der große Fuchs trägt? 

Where is the small beetle, [who]ACC [the]NOM big fox carries? 

Where is the small beetle, who the big fox carries? 

Object  

Relative  

Clauses 

Implausible 

Proposition 

Wo ist der große Fuchs, den der kleine Käfer trägt? 

Where is the big fox, [who]ACC [the]NOM small beetle carries? 

Where is the big fox, who the small beetle carries? 

Object  

Relative  

Clauses 
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Figure 4.1. Example picture set used in the picture selection task. Participants had to select 

one out of two pictures showing the agent-patient-scheme (who does what to whom) match-

ing the argument structure of the corresponding sentence. 

 

This pioneering paradigm (Table 4.1., Figure 4.1.) has allowed us to shed first 

light on the effects of semantic plausibility during language development. To 

the best of our knowledge, there is no other language acquisition literature 

available at present, which addresses this topic. Our work provides first in-

sights on how brain-functional language development progresses after infancy 

(Sakai, 2005; Dehaene-Lambertz et al., 2006; Kuhl, 2010). 

 
For adults, we expected that fMRI activation for syntactic and semantic pro-

cesses would occur in segregated brain regions, with the factor syntactic com-

plexity, in particular, being located in the left IFGoper, and the posterior portion 

of the left superior temporal gyrus (left pSTG) and sulcus (left pSTS) (Newman 

et al., 2010; Friederici, 2011). Accordingly, we hypothesized that semantic im-

plausibility would lead to increased activation in the left IFGtri and the left 

IFGorb. Moreover, we hypothesized that, for children, the brain activation pat-

terns for syntactic and semantic features would be less segregated. 
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4.1.2. Methods 
 
Participants  

 

89 children (age 3y 9m to 4y11m, n=40; age 6y 7m to 7y 11m, n=20; age 9y 

7m to 10y 11m, n=29) were recruited on a voluntary basis from kindergartens 

and primary schools in Leipzig. During an informative briefing about the study, 

parents gave written informed consent and children gave verbal assent to par-

ticipate in the study. All experimental procedures were approved by the Uni-

versity of Leipzig Ethical Review Board. 

 
All children underwent a training session in a mock scanner to familiarize them 

with the experimental procedure. Thereby, they practiced the task with stimuli 

similar to but not identical to those used for the actual fMRI experiment. In or-

der to reduce head motion, children were equipped with a motion sensor fixed 

to their forehead in the training session, and the presentation stopped every 

time too much movement occurred. To further reinforce this feedback, motivat-

ing verbal advice to lie still was also given. If a child fulfilled the motivational 

and cognitive preconditions to take part in the fMRI study, handedness (Edin-

burgh Handedness Inventory) (Oldfield, 1971), intelligence (Kaufman ABC Se-

quential Processing Scale) (Melchers and Preuss, 2009) and language com-

prehension skills (German version of the Test for Reception of Grammar 

TROG-D) (Fox, 2011) were assessed. Additionally, parents completed a ques-

tionnaire to ensure their children had neither a history of neurological or neuro-

logically relevant diseases, nor psychiatric disorders. 83 children (age 3y 9m to 

4y11m, n=35; 6y 7m to 7y 11m, n=20; age 9y 7m to 10y 11m, n=28) received 

a positive evaluation (handedness laterality quotient [+60, KABC and TROG-D 

test results within normal range as well as no history of relevant diseases) and 

were invited for fMRI scanning. 
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20 participants had to be excluded from data analysis because fMRI data could 

not be collected or could not be analyzed because of too much movement dur-

ing scanning. 3 more datasets were discarded because spikes occurred on 

several images. Datasets from a total of 60 children (age 3y 9m to 4y11m, 

n=20, 12 female, mean age 4y 4m; age 6y 7m to 7y 11m, n=20, 11 female, 

mean age 7y 5m; and age 9y 7m to 10y 11m, n=20, 8 female, mean age 10y 

3m) were considered for the final fMRI analysis. 

 
Furthermore, 26 adult participants were recruited from the University of Leipzig 

community, who were all right-handed, had normal intelligence and language 

skills and no history of relevant diseases. All gave written informed consent to 

participate on a voluntary basis. 2 datasets which revealed movement artifacts 

and 2 further datasets containing spikes had to be excluded. 2 more datasets 

were not included in the actual analysis because the participants showed outly-

ing behavioral data. A total of 20 adult datasets (7 female, age 21y 8m to 33y 

6m, mean age 26y 5m) were analyzed. 

 
Behavioral data acquisition  

 

While lying in the scanner, participants listened to interrogative sentences (du-

ration range: 3.571 s to 3.999 s, mean duration: 3.81 s ) via MR compatible 

headphones (VisuaStim XGA, Resonance Technology Inc.) and watched 2 

parallel pictures of equal size through an MR compatible eyeglass display 

(VisuaStim XGA, Resonance Technology Inc.). When auditory stimulation was 

over, but the visual stimulus was still present, they performed a picture selec-

tion task in which they were given a maximum response time of 2.5 s to decide, 

via button press, which picture showed the correct agent-patient (who does 

what to whom) scheme. Button presses were recorded with Presentation 

(http://www.neurobs.com). Sentences were spoken by a professional female 
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native speaker in a unisonous and moderately child-directed prosody, and rec-

orded at a sampling rate of 44,100 Hz (Stereo). For the purpose of the experi-

mental presentation, the recordings were downsampled to 22,050 Hz (Mono), 

their intensities were normalized, and fade-ins as well as fade-outs of 50 ms 

(silence) were added to them using Praat (http://www.fon.hum.uva.nl/praat/). 

Pictures were designed with Adobe Illustrator (Adobe Systems Inc.). Partici-

pants were instructed to attentively watch the pictures, to attentively listen to 

the sentences and to respond as fast as possible, as soon as auditory stimula-

tion was over. 

 
After finishing the experiment, participants were asked if any problems oc-

curred with respect to the stimulation. During this post-hoc interview, partici-

pants were also surveyed in order to evaluate if they applied a certain strategy 

to solve the task ("How did you find out which was the correct picture?"). If par-

ticipants only reported that they focused on features of the visual scenarios ("I 

was looking at the animals." or "I was looking at what the animals did." etc.) 

without referring to linguistic features of the sentences, they were assigned a 

semantic strategy. If, on the other hand, they reported that they paid attention 

to certain nouns, verbs and relative pronouns or to case marking and sentence 

structure, they were assigned a syntactic strategy. Participants describing both 

aspects were assigned a hybrid strategy. 

 
The whole experiment comprised of 96 target trials (24 trials per condition) and 

12 null event trials, with a duration of approximately 8 seconds. Before the on-

set of the first target trial, a child-friendly oral introduction, together with a pic-

ture of a girl, was presented for about 32 s followed by a pause of approxi-

mately 2 s (blank screen). After the last trial run, the picture of the girl ap-

peared again and the end of the experiment was announced for around 2 s. 

Each target trial started with a jitter (blank screen) of variable length (0 s, 0.5 s, 
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1 s or 1.5 s). Then the picture appeared and with a delay of 0.5 s the sound 

stimulus was presented. Pictures disappeared as soon as a response button 

was pressed. The total experiment time was about 15 min. 

 
The trial order was pseudo-randomized for each participant, using a MATLAB 

(The MathWorks Inc.) script, so that identical factor levels did not occur in 

more than 4 succeeding trials. Maximum succession of identical conditions 

was limited to 2 trials. These restrictions were set in order to avoid priming of 

factor levels and conditions, respectively. Furthermore, randomization was 

constrained in that a gap of at least 1 trial was established before identical 

verbs and identical nouns could appear again. This was intended to avoid lexi-

cal-semantic priming. Each of the 12 nouns occurred 8 times and each of the 6 

verbs 16 times within the whole experiment. Each noun-verb-noun combination 

appeared exactly 4 times (once per condition) and was not presented else-

where. 

 
Biases related to any unwanted systematic arrangement of the pictures and 

their contents were prevented by counterbalancing the position of the correct 

picture and the position of agent and patient within the picture so that each cor-

rect picture was on the left side of the display and each agent was on the left 

side within a picture in 50% of all trials. Succession of identical between-

pictures positions and identical within-pictures positions, respectively, was lim-

ited to 4 trials. Jitter durations were pseudo-randomized so that jitters of the 

same length did not occur in more than 3 successive trials, in order to be able 

to exclude a timing bias. 

 
Because only the nouns and verbs were the varying elements within the stimu-

lus material, their frequency had to be controlled in order to exclude this as a 

confounding variable. Nouns had a Mannheim spoken corpora 

(http://celex.mpi.nl/) frequency ranging from 1 to 45 matches and verbs had a 
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Mannheim spoken corpora frequency ranging from 5 to 109 matches. To en-

sure there were no outliers in the material, each noun and each verb was 

checked for possible frequency effects. This item analysis did not reveal any 

correlations. None of the items had a systematic influence, either on response 

accuracy, or on reaction time. Considering the adult psycholinguistic literature 

cited above, it is unlikely that frequency differences between subject and object 

relatives in general could have confounded the experiment. From case and 

corpus studies reported in the psycholinguistic literature on language acquisi-

tion it is known that frequency differences between both sentence types are 

not even present (Brandt et al., 2008). Another variable controlled within a 

separate item analysis was age of acquisition of nouns and verbs. Parents had 

to assign a value from 1 (very early acquisition age) to 7 (very late acquisition 

age) for each lemma used. The results revealed a narrow range from 2.21 to 

2.94. Again, no correlation between this variable and the behavioral data was 

detected. Animacy was controlled by including only animate arguments in each 

sentence (Bornkessel-Schlesewsky, 2006). Working memory confounds 

caused by effects of item length were excluded because only very limited dif-

ferences in numbers of phonemes (range 3-5) and syllables (range 1-2) were 

allowed for the nouns and verbs, while the rest of the stimulus elements were 

of constant length. Because no optional syntactic elements (adjunctions) oc-

curred between the arguments and the verb of any sentence, it is very unlikely 

that the syntactic complexity manipulation implemented by short-distance 

movement of the object noun phrase, inherent in the object relative clause, in-

troduced a working memory confound. 
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Behavioral data analysis 

 

Responses, as well as reaction times, were recorded to measure performance 

of the participants. As a first approach to the data, simple descriptive statistical 

measures (means, standard deviation, standard error) were computed in order 

to identify outlying subsamples. Next, in order to ensure applicability of para-

metric tests, datasets were tested for approximate normality by applying the 

Kolmogorov-Smirnov test. No significant differences from normal distribution 

were found in any of the 4 samples. 

 
A 4 (group) x 2 (syntactic complexity) x 2 (semantic implausibility) repeated 

measures analysis of variance (ANOVA) was then computed in order to draw 

conclusions from mean accuracy rates and mean reaction times of the sam-

ples, on the level of between-group inferential statistics. For post-hoc assess-

ment of within-group effects, this procedure was applied again to each of the 4 

samples separately by running isolated 2 (syntactic complexity) x 2 (semantic 

implausibility) ANOVAs. Results were Bonferroni-corrected at P < 0.05 for the 

4 comparisons, so that only P values smaller than 0.0125 (0.05 divided by 4) 

were considered to indicate significant effects. Additionally, in order to explore 

post-hoc whether there were any further selective response accuracy or reac-

tion time differences between groups, with respect to syntactic complexity and 

semantic implausibility, we computed two-sided paired t-tests on all sample 

combinations.  

 
Only trials in which a response (correct or incorrect) was given were included 

into the comparison of response accuracy means. For the assessment of reac-

tion times, only correct answers were modeled. P values are reported exactly 

to the fourth decimal place and reported as P < 0.0001 whenever P exceeded 
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this cutoff. All statistical analyses reported so far were calculated using IBM 

SPSS 19 (IBM Corp.). 

 
Processing strategies across age groups were assessed by running a Fisher’s 

exact test on the 4 (group) x 3 (processing strategy) contingency tables which 

examined the significance of the association between both variables. These 

computations were carried out with MATLAB (The MathWorks Inc.). 

 

fMRI data acquisition  

 

The experiment was carried out at the Max Planck Institute for Human Cogni-

tive and Brain Sciences in Leipzig on a 3.0-Tesla Siemens TIM Trio (Siemens 

AG) whole-body magnetic resonance scanner using a 12-radiofrequency-

channel head coil. With the goal of investigating brain functional activity on the 

basis of a scanning protocol sensitive to BOLD contrasts, a T2*-weighted gra-

dient-echo echo-planar imaging (EPI) sequence was applied to 26 slices with 

TR = 2 s, TE = 30 ms, FOV = 192mm, matrix size = 64 x 64 voxels and voxel 

size 3 x 3 x 3 mm. In order to correct for geometric distortions in EPI caused by 

magnetic field inhomogeneity, a field map was obtained for each dataset. For 

anatomical localization, T1-weighted three-dimensional magnetization-

prepared rapid-acquisition gradient echo (MPRAGE) pulse sequences with TR 

= 1.480 ms, TE = 3.46 ms, TI = 740 ms, FOV = 256 mm, matrix size = 256 x 

240 x 192 and voxel size = 1 x 1 x 1.5 mm were acquired. 

 

fMRI data analysis 

 

Functional images were preprocessed using SPM8 (http://www.fil.ion.ucl.ac.uk/ 

spm/software/spm8/). Firstly, a cubic spline interpolation algorithm was applied 

to the time series of individual slices, to correct for time differences between 
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slices recorded within the same scan, and to resample them afterwards (slice 

time correction). Secondly, images were realigned (i.e., spatially registered and 

transformed) to the first acquired image to correct for movement between 

scans, and then unwarped to correct for distortions caused by magnetic field 

inhomogeneities and interpolation artifacts (motion correction). Thirdly, low-

resolution functional images of each participant were mapped (i.e., coregis-

tered) onto the corresponding high-resolution T1-weighted structural images 

and subsequently normalized to age-appropriate Montreal Neurological Insti-

tute (MNI) templates (Fonov et al., 2011) (spatial normalization). Finally, data 

were spatially low-pass filtered using a 4 mm full width half-maximum (FWHM) 

Gaussian kernel, which proved to be the best tradeoff between a good signal-

to-noise ratio and a good resolution. A temporal high-pass filter with a cut-off 

frequency of 1/120 Hz was applied in order to remove low-frequency drifts 

within voxel time series (spatial and temporal smoothing). After preprocessing, 

the data were checked for the impact of residual head motion. 13 datasets cor-

rupted by outlying movement exceeding 3 mm (> 1 voxel width) were discard-

ed as outliers. 

 
For statistical analysis, functional whole-brain data were passed to a general 

linear model to run a least-squares parameter estimation (regression analysis), 

as implemented in SPM8. Design matrices were created on the basis of a he-

modynamic response function and its derivatives. First-level contrast images 

were computed for all 4 conditions against the baseline (null events). Only cor-

rect trials were modeled in all samples. Realignment parameters were included 

as regressors into the model. As a second-level approach, a 4 (groups) x 2 

(syntactic complexity) x 2 (semantic implausibility) full factorial ANOVA was run 

on the first-level contrasts, using age and gender as covariates, to detect be-

tween group effects. Hereby, activation clusters for the 3 interaction effects, as 

detected in the between-group analysis, served as masks. Only within-group 
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main effects for syntactic complexity, located within the group x syntactic com-

plexity interaction mask; within-group main effects for semantic implausibility, 

located within the group x semantic implausibility interaction mask; and within-

group main effects for syntactic complexity x semantic implausibility interaction, 

located within the group x syntactic complexity x semantic implausibility inter-

action mask, were considered to be valid effects. 

 
It was necessary to use a single template in order to provide a common space 

for group comparison. However, the risk of creating artifacts by applying spatial 

transformations which were too large had to be minimized (Muzik et al., 2000). 

Normalizing all 4 groups on the MNI 4.5-18.5 atlas proved to be the best solu-

tion to this problem. A 4 (group) x 6 (mean values of 3 translational and 3 rota-

tional parameters obtained by spatially normalizing anatomical T1 images of all 

participants to the MNI 4.5-18.5 template) repeated-measures ANOVA on the 

spatial transformation data of each participant did not reveal a significant main 

effect of group (F3,76 = 2.07, P = 0.1045).  

 
First-level contrasts, compared to baseline, were then entered into a post-hoc 

second-level random effects model, based on flexible factorial 2 (syntactic 

complexity) x 2 (semantic implausibility) ANOVAs, in order to investigate with-

in-group effects of the factors. Effects of interest were syntactic complexity 

(contrasting the 2 conditions in which object relative clauses occur against 

those 2 conditions in which subject relative clauses occur), semantic implausi-

bility (contrasting the 2 conditions in which implausible semantic information 

was provided against those 2 conditions in which plausible semantic infor-

mation was provided), and the interaction of both factors (contrasting the sim-

ple-syntax-plausible-semantics condition and the simple-syntax-plausible-

semantics condition with the two remaining conditions). Effects of no interest 

(i.e., syntactic simplicity and semantic plausibility) were also analyzed, but did 
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not reveal any significant or informative results. Condition-wise activation dif-

ferences between groups were explored computing several post-hoc two-tailed 

paired samples t-tests. 

 
In the post-hoc 2 x 2 ANOVA performed on the adult datasets, only effects 

surviving a conservative family-wise error correction at an alpha level of 0.01 

were considered significant. Given that the effects were very robust and broad-

ly distributed across the left IFG, cluster-level thresholding would have made it 

impossible to disentangle the precise location of the activation peak. However, 

a more liberal correction for multiple comparisons had to be applied for the 

post-hoc ANOVAs within the child groups. Possibly due to worse signal-to-

noise-ratios, induced by stronger residual movement in child datasets 5 a re-

peated-measures ANOVA on the root mean square values of the realignment 

parameter time series for all groups revealed a significant main effect of group 

(F3,76 = 6.17, P = 0.0065) 5 restrictive voxel-by-voxel thresholding, like in adult 

datasets, was inappropriate. Instead, the probability of a false detection was 

determined by dual thresholding of both type I error and cluster size, running 

10 000 iterations of a Monte Carlo Simulation using AFNI AlphaSim 

(http://afni.nimh.nih.gov/afni). Only clusters extending over more than 11 

voxels were considered significant, minimizing the probability of false detection 

to max. 0.0440 for uncorrected alpha rates of 0.005 given that voxels were 

smoothed with a 4 mm FWHM kernel. This thresholding procedure was also 

used for the results of the between-groups 4 x 2 x 2 ANOVA. 

 
Functional regions of interest (ROIs) were investigated using the MarsBaR 

toolbox (http://marsbar.sourceforge.net/). As both effects of interest were im-

plemented in a 2 x 2 factorial design, liberal sub-threshold effects for the 2 x 3 

corresponding orthogonal contrasts qualified as intrinsic functional localizers 

(Friston et al., 2006). However, the lower limit for sub-threshold activation was 
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set to P < 0.1 (uncorrected for multiple comparisons). Only clusters that 

showed activations equal to or stronger than this sub-threshold limit were con-

sidered in the analysis. Furthermore, only clusters located within one of the 5 

brain regions, in which significant whole-brain effects had previously been ob-

served in one of the samples, were assessed. However, this procedure, did not 

apply to cases where a significant whole-brain level activation cluster was al-

ready present in one of these regions. If this was the case, the corresponding 

whole-brain level activation cluster was used as an exploratory ROI. After hav-

ing defined and created all relevant ROIs, beta-weights and time courses were 

extracted from these clusters to compute mean percent signal changes for all 

conditions in each group. The resulting values for the syntactic complexity and 

the semantic implausibility contrast were then compared using two-sided 

paired t-tests. Significance values were Bonferroni-corrected, i.e., divided by 

the number of regions (5) assessed. 
 
4.1.3. Results 
 
4.1.3.1. Effects of syntactic complexity on mean response accuracy rates 
 
In order to get a first overview of the behavioral performance across the whole 

age range, we calculated mean response accuracy rates for all groups and all 

conditions from the responses given during fMRI scanning (Figure 4.2.A). In 

the adult group, we observed a ceiling effect covering all syntactic complexity 

levels (99.46% accuracy in SR, 99.17% accuracy in OR). Remarkably, children 

as young as 3 to 4 years old performed above chance both in the 2 SR condi-

tions (72.08% correct responses) and in the 2 OR conditions (59.33% correct 

responses). This performance is better than the results reported in the psycho-

linguistic literature, but in line with the findings of our pilot studies. We assume 

that our semantic plausibility manipulations acted as world knowledge cues, 
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easing comprehension and hence increasing overall performance. The 6- to 7-

year-old children demonstrated a performance of 92.30% correct responses in 

trials containing SR and 78.78% correct responses in trials containing OR. In 

syntactically simple SR conditions the 9- to 10-year-old children gave a correct 

response in 94.83% of all trials. For the syntactically more complex OR condi-

tions they achieved a response accuracy of 94.54%. 
 

 
 
Figure 4.2. Behavioral results. (A) Mean response correctness (%) for the adult group and 

the child groups. (B) Mean reaction time (ms) for the adult group and the child groups. Aster-

isks indicate significant main effects. Error bars indicate s.e.m. 
 

As a next step, we explored whether the differences in processing syntactic 

complexity, as reflected in the reported mean response correctness values, re-

vealed any effects between groups. Therefore, we computed a 4 (group - 

GROUP) x 2 (syntactic complexity - SYN) x 2 (semantic implausibility - SEM) 

repeated measures ANOVA on the mean response correctness data. This re-

vealed a significant main effect of GROUP (F3,76 = 66.34, P < 0.0001) and of 

SYN (F3,76 = 19.40, P < 0.0001) as well as a GROUP x SYN interaction (F3,76 = 

4.26, P = 0.0078). We observed neither a significant main effect of SEM (F3,76 

= 0.63, P = 0.4266), nor a significant GROUP x SEM interaction (F3,76 = 0.40, P 

= 0.7527). Furthermore, there was no significant SYN x SEM interaction (F3,76 
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= 0.98, P = 0.3255) and also no GROUP x SYN x SEM interaction (F3,76 = 0.16, 

P = 0.9209). 

 
Finally, we ran 4 separate 2 (SYN) x 2 (SEM) repeated measures ANOVAs 

within each group to disentangle post-hoc the extent to which the mean accu-

racy results of each sample contributed to the GROUP x SYN interaction re-

ported above. We found a significant main effect of SYN after Bonferroni cor-

rection for the 4 comparisons (see 4.1.2.) in the 6- to 7-year-old children (F1, 76 

= 12.76, P = 0.0018) but in neither the 3- to 4-year-old children (F1,76 = 4.69, P 

= 0.0433) nor in the 9- to 10-year-old children (F1,76 = 0.03, P = 0.8682) nor in 

adults (F1,76 = 0.46, P = 0.5074). Hence, we reasoned that the GROUP x SYN 

interaction was mainly driven by the performance of the two youngest child 

groups, especially the 6- to 7-year-old children. 

 
In order to explore post-hoc whether there were any further selective response 

accuracy differences between groups with respect to syntactic complexity, we 

additionally computed two-sided paired t-tests, combining all samples with 

each other. Given that the reported ANOVAs revealed significant results only 

for syntactic complexity, we did not consider it informative to look into semantic 

implausibility differences.  

 
The performance of the adults was significantly better compared to all 3 of the 

child groups, both with respect to simple subject relative clauses (SR; t19 = 6.77, 

P < 0.0001 vs. the 3- to 4-year-old children; t19 = 4.13, P = 0.0013 vs. the 6- to 

7-year-old children; t19 = 2.38, P = 0.0284 vs. the 9- to 10-year-old children) 

and more complex object relative clauses (OR; t19 = 7.83, P < 0.0001 vs. the 3- 

to 4-year-old children; t19 = 4.43, P < 0.0001 vs. the 6- to 7-year-old children; t19 

= 2.50, P = 0.0224 vs. the 9- to 10-year-old children). 

Mean accuracy rates in the 9- to 10-year-old children were significantly better 

than in both of the two younger child groups when looking at OR (t19 = 6.80, P 
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< 0.0001 vs. the 3- to 4-year-old children; t19 = 3.50, P = 0.0019 vs. the 6- to 7-

year-old children). When looking at SR, however, the accuracy of the 9- to 10-

year-old children was better compared to the 3- to 4-year-old children (t19 = 

4.81, P < 0.0001) but not compared to the 6- to 7-year-old children (t19 = 1.08, 

P = 0.2944). Compared to the 3- to 4-year-old children, the 6- to 7-year-old 

children demonstrated a significantly better performance both in trials contain-

ing SR (t19 = 4.73, P < 0.0001) and in trials containing OR (t19 = 3.64, P = 

0.0021). 

 
In the last stage of our post-hoc analyses we assessed within-group differ-

ences of syntactic complexity separately for each sample. In the adults no sig-

nificant within-group differences occurred between SR and OR (t19 = 0.68, P = 

0.5071). However, we detected a significant accuracy rate difference between 

SR and OR in the 3- to 4-year-old children (t19 = 2.17, P = 0.0434) and also in 

the 6- to 7-year-old children (t19 = 3.57, P = 0.0022). The 9- to 10-year-old chil-

dren performed equally high regardless of the syntactic complexity (t19 = 0.17, 

P = 0.8675) within the sentences. 
 

4.1.3.2. Effects of semantic implausibility on mean reaction times 
 

Reaction times provided another measure for the behavioral performance of all 

4 age groups. Mean reaction times (Figure 4.2.B) in the adults were 494 ms in 

sentences containing semantically plausible information, and 490 ms in sen-

tences containing semantically implausible information. The 3- to 4-year-old 

children needed on average 811 ms to give a response when the semantic 

scenario was plausible and an average of 935 ms when it was implausible. 

Mean reaction time for plausible semantics was 613 ms, and 641 ms for im-

plausible semantics, in the 6- to 7-year-old children. The 9- to 10-year-old chil-
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dren responded after 574 ms on average to semantically plausible sentences 

and after 558 ms on average to semantically implausible sentences.  

 
We used testing procedures that were analogous to those applied to the mean 

response correctness data, to investigate if mean reaction time differences for 

semantic implausibility would also reveal between-group effects. We found a 

significant main effect of GROUP (F3,76 = 12.61, P < 0.0001) and of SEM (F3,76 

= 5.64, P = 0.02), as well as a significant GROUP x SEM interaction (F3,76 = 

5.22, P = 0.0023). We could detect neither a significant main effect of SYN 

(F3,76 = 2.36, P = 0.1287), nor a significant GROUP x SYN interaction (F3,76 = 

0.50, P = 0.6863). Additionally, we did not observe a significant SYN x SEM 

interaction (F3,76 = 0.56, P = 0.4577), or a significant GROUP x SYN x SEM in-

teraction (F3,76 = 0.5002, P = 0.6844). 

 
An isolated main effect of SEM occurred exclusively in the 3- to 4-year-old 

children (F1,76 = 8.29, P = 0.0103) but not in the adults (F1,76 = 0.73, P = 0.4032), 

the 6- to 7-year-old (F1,76 = 0.98, P = 0.3333) or in the 9- to 10-year-old children 

(F1,76 = 0.63, P = 0.4374), when we calculated 4 separate 2 (SYN) x 2 (SEM) 

repeated measures ANOVAs. On the basis of the result of this post-hoc test, 

we reasoned that the 3- to 4-year-old children’s reaction time differences in re-

sponse to semantically plausible and semantically implausible sentences had 

the main impact on the interaction. 

 
We applied the post-hoc testing procedure described in the last section on the 

response accuracy data to the mean reaction time data as well, focusing on 

semantic implausibility differences, given that this was the only factor we found 

a significant main effect for. When comparing conditions in which sentences 

were semantically plausible, the adults responded significantly faster than the 

3- to 4-year-old children (t19 = 3.42, P = 0.0031) but not significantly faster than 

the 6- to 7-year-old children (t19 = 1.99, P = 0.0635) or the 9- to 10-year-old 
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children (t19 = 0.62, P = 0.5454). For semantically implausible sentences, reac-

tion times of the adults were significantly shorter than both the 3- to 4-year-old 

children (t19 = 4.98, P < 0.0001) and the 6- to 7-year-old children (t19 = 2.19, P 

= 0.0422), but not the 9- to 10-year-old children (t19 = 1.21, P = 0.2432). 

The 3- to 4-year-old children responded significantly slower than the 6- to 7-

year-old and the 9- to 10-year-old children when looking at both plausible se-

mantics (t19 = 3.78, P = 0.0011 vs. the 6- to 7-year-old children; t19 = 3.30, P = 

0.0043 vs. the 9- to 10-year-old children), as well as implausible semantics (t19 

= 5.40, P < 0.0001 vs. the 6- to 7-year-old children; t19 = 4.21, P < 0.0001 vs. 

the 9- to 10-year-old children).  

 
The 6- to 7-year-old and 9- to 10-year-old children differed from each other 

with respect to neither semantic plausibility (t19 = 1.03, P = 0.3141) nor seman-

tic implausibility (t19 = 0.89, P = 0.3844). From a within-group perspective, only 

the 3- to 4-year-old children showed significantly longer reaction times for pro-

cessing semantically implausible versus semantically plausible sentences (t19 = 

2.88, P = 0.0102). However, we could not detect any significant differences in 

the adults (t19 = 0.33, P = 0.7454), the 9- to 10-year-old children (t19 = 0.79, P = 

0.4373) or the 6- to 7-year-old children (t19 = 0.99, P = 0.3333). 
 

4.1.3.3. Syntactic and semantic processing strategies 
 
In order to gain more information about the possible processing strategies ap-

plied by the different age groups, we asked all participants post-scanning, if 

they followed a certain strategy for solving the sentence-picture matching task. 

The design of this survey is summarized in section 4.1.2. The background of 

this additional assessment is that each of the trials could be solved by relying 

more on either syntactic or semantic features of the stimuli: Applying a formal 

syntactic strategy, focusing on the initial noun phrase preceding the actual 
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relative clause and on the case-marked relative pronoun that follows, could 

substantially ease performance and would be expected to minimize semantic 

processing load. On the other hand, a semantic strategy would be based more 

on the propositional schemes (agents and actions) of the visual scenario. 

17 out of the 20 (85%) participants in the 3- to 4-year-old age group made a 

statement. They all reported that they focused on the animals and the actions 

they performed. We took this as evidence that they followed a semantic strate-

gy. A slightly different picture emerged in the 6- to 7-year-old children. While 

11 of them (55%) still reported the circumscribed semantic strategy, 9 of them 

(45%) reported that they looked out for both the semantic scenario and the ar-

rangement of the relevant linguistic constructions. A similar hybrid processing 

strategy was described by only 1 of the 9- to 10-year-old children (5%). For the 

representative majority of this group (19 out of 20 children; 95%), we docu-

mented that they just relied on the syntactic cues they detected. All 20 adult 

participants consistently reported a formal syntactic strategy. We confirmed 

these systematic associations between age and chosen sentence processing 

strategies by running a Fisher’s  exact  test  on  the  4  (group)  x  3  (processing 

strategy) contingency tables, which was significant (P < 0.0001). 

 

4.1.3.4. Whole-brain fMRI 
 

As a first analytical step to explore whole-brain blood-oxygen-level-dependent 

(BOLD) effects between groups, we submitted first level contrast images to a 4 

(GROUP) x 2 (SYN) x 2 (SEM) full factorial ANOVA. We discovered main ef-

fects of GROUP (P < 0.001), of SYN (P < 0.001) and of SEM (P < 0.001) as 

well as a GROUP x SYN interaction (P < 0.005), a GROUP x SEM interaction 

(P < 0.005), and a SYN x SEM interaction (P < 0.005). Additionally, we found a 

GROUP x SYN x SEM interaction (P < 0.005). All P-values were corrected on 

the cluster-size level (see 4.1.2.). 
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Post-hoc, we tried to isolate the within-group effects driving the 3 interactions 

with the factor GROUP. In order to achieve this, we ran flexible factorial 2 

(SYN) x 2 (SEM) ANOVAs on the first level contrast images, separately for 

each of the 4 samples (Figure 4.3.). Further remarks on additional work steps 

preceding this analysis can be found in section 4.1.2. 
 

 
 
Figure 4.3. Whole-brain level fMRI results. Activation clusters indicate significant blood-

oxygen-level-dependent (BOLD) main effects of syntactic complexity (red) and semantic 

plausibility (yellow), as well as the interaction of both factors (orange) thresholded at P < 0.01 

(family-wise error corrected) in adults, and at P < 0.005 (cluster size corrected) in the 3 child 

groups. See Table 4.2. for cluster sizes, MNI coordinates and TMax scores of all activated re-

gions. 
 
In the adults, the only observable BOLD contrast was a significant main effect 

for SYN in the left IFGoper (P < 0.01, family-wise error corrected). In the 3- to 

4-year-old children we did not observe significant main effects of either SYN or 

SEM, but we did find an interaction between both factors in the left temporal 

cortex, extending from the mid to the posterior portion of the left superior tem-

poral gyrus (left mSTG/pSTG; P < 0.005). In contrast to the procedure applied 

for the adult group, this, and all further P-values reported in this section were 
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corrected on the cluster-size level. (See 4.1.2. for a discussion of this issue.) In 

the 6- to 7-year-old children, we also found an interaction of SYN and SEM (P 

< 0.005), which was located in the mid portion of the left superior temporal gy-

rus and sulcus (left mSTG/STS). Furthermore, we detected a main effect for 

SYN (P < 0.005) in the posterior portion of the left superior temporal gyrus and 

sulcus (left pSTG/STS). Additionally, we observed a SEM main effect (P < 

0.005), covering the left mSTG/STS. The 9- to 10-year-old children demon-

strated a significant main effect of SYN in the left IFGtri (P < 0.005) and also a 

main effect for SEM in the left anterior superior temporal gyrus and sulcus (left 

aSTG/STS; P < 0.005). However, unlike in the 3- to 4-year-old and 6- to 7-

year-old children, an interaction effect was not present in the 9- to 10-year-old 

children. In accordance with the literature, an adult-like left-lateralization char-

acteristic for auditory language comprehension was clearly established in all 

groups, even the youngest. A complete list of all activations comprising cluster 

sizes, MNI coordinates and TMax scores including two right-hemispheric clus-

ters can be found in Table 4.2. 

 
A 
Macroanatomical region Cluster size MNI coordinates TMax 
  x y z  
Interaction Syntactic Complexity  
& Semantic Implausibility 

     

Left anterior cingulate cortex 19 -15  17  34 5.05 
Left posterior superior temporal gyrus 
Left middle superior temporal gyrus 

74 -54 -25    7 4.41 

Left anterior cingulate cortex 17 -30   -1  40 4.20 
Left occipital cortex 27 -15 -79  13 4.00 
Right anterior cingulate cortex 10  30   -1  49 3.53 
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B 
Macroanatomical region Cluster size MNI coordinates      TMax 
  x y z  
Main Effect Syntactic Complexity      

Left posterior superior temporal sulcus 
Left posterior superior temporal gyrus 

12 -48  -37    1 3.38 

Main Effect Semantic Implausibility      

Left middle superior temporal sulcus 
Left middle superior temporal gyrus 

14 -45 -10 -11 3.28 

Interaction Syntactic Complexity & Se-
mantic Implausibility 

     

Left middle superior temporal gyrus 
Left middle superior temporal sulcus 

24 -42 -19   -2 3.65 

 

C 
Macroanatomical region Cluster size MNI coordinates      TMax 
  x y z  
Main Effect Syntactic Complexity      

Left inferior frontal gyrus, pars triangu-
laris 

28 -30  29    1 4.25 

Main Effect Semantic Implausibility      

Right occipital cortex  84  24 -73   -5 4.13 
Left anterior superior temporal sulcus 
Left anterior superior temporal gyrus 

14 -39  11 -20 4.12 

 
D 
Macroanatomical region Cluster size MNI coordinates      TMax 
  x Y z  
Main Effect Syntactic Complexity      

Left inferior frontal gyrus, pars opercu-
laris 

37 -45  23  16 6.78 

 

Table 4.2. Activation clusters for all whole-brain fMRI effects of interest. Displayed are cluster 

sizes, MNI coordinates and TMax scores for (A) 3- to 4-year-old children, (B) 6- to 7-year-old 

children, (C) 9- to 10-year-old children (all thresholded at P < 0.005 and corrected on the 

cluster size level) and (D) adults thresholded at P < 0.01 (FWE). 
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In order to investigate activation differences for syntactic complexity, semantic 

implausibility as well as the syntax semantics interaction effects between 

groups we computed several post-hoc two-tailed paired samples t-tests (Fig-
ure 4.4.).  
 

 
 

Figure 4.4. (A) Whole-brain level group activation differences of the syntactic complexity & 

semantic implausibility interaction between the 3- to 4-year-old children and the 6- to 7-year-

old children (yellow, P < 0.01), the 9- to 10-year-old children (green, P < 0.01), and the adults 

(blue, P < 0.001). (B) Activation differences of the syntactic complexity & semantic implausi-

bility interaction between the 6- to 7-year-old children and the 9- to 10-year-old children 

(green, P < 0.005), and the adults (blue, P < 0.001). (C) Whole-brain level group activation 

differences of syntactic complexity between the 9- to 10-year-old children and the 3- to 4-

year-old children (yellow, P < 0.005), as well as between the 9- to 10-year-old children and 
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the 6- to 7-year-old children (green, P < 0.005). (D) Activation differences of syntactic com-

plexity between the adults and all 3 child groups, i.e., the 3- to 4-year-old children (yellow, P 

< 0.0001), the 6- to 7-year-old children (green, P < 0.001), and the 9- to 10-year-old children 

(blue, P < 0.0001). 

(E) Whole-brain level group activation difference of semantic implausibility between the 9- to 

10-year-old children and the adults (P < 0.05). 

 

A group comparison of syntactic complexity between the adults and each of 

the three child groups consistently revealed a significant difference in the dor-

sal part of the pars opercularis of the left inferior frontal gyrus (P < 0.0001 vs. 

the 3- to 4-year-old children, P < 0.001 vs. the 6- to 7-year-old children and P < 

0.0001 vs. the 9- to 10-year-old children). The interaction effect in the 3- to 4-

year-old children was significantly different compared to all three older age 

groups. It was most pronounced when testing against the adults (P < 0.001, 

left pSTG) and became gradually weaker when testing against the 9- to 10-

year-old children (P < 0.01, left mSTG and left pSTG) as well as the 6- to 7-

year-old children (P < 0.01, left mSTG and left pSTG). It also turned out that 

the interaction observed in the 6- to 7-year-old children revealed a significant 

group effect when compared to the 9- to 10-year-old children (P < 0.005, left 

mSTG) as well as the adults (P < 0.001, left mSTG) in this area. Syntax activa-

tion in the left IFGtri, as detected in the 9- to 10-year-old children, proved to be 

significantly different from both the 3- to 4-year-old children (P < 0.005) and the 

6- to 7-year-old children (P < 0.005). Furthermore, a group comparison of se-

mantic implausibility between the 9- to 10-year-old children and the adults re-

vealed a significant difference in the left aSTG/STS (P < 0.05). 
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4.1.3.5. Region-of-interest selectivity to syntax and semantics 
 
In order to analyze more closely the activation clusters which are potentially 

relevant for processing syntactic complexity and semantic implausibility infor-

mation, we investigated BOLD signal changes in 5 functionally defined ROIs 

located within one of the 5 brain regions in which significant whole-brain-level 

effects were detected. These are the left IFGoper and the left IFGtri, as well as 

the anterior, middle and posterior portions of the left STG/STS (Figure 4.5.). 
 

 
 
Figure 4.5. Region-of-interest fMRI results. Bar charts indicate BOLD signal changes in 5 

functional regions of interest (ROIs) relevant for processing syntactic complexity (Syn) and 

semantic implausibility (Sem) within a sentence: the pars opercularis of the left inferior frontal 

gyrus (left IFGoper), the pars triangularis of the left inferior frontal gyrus (left IFGtri), the ante-

rior portion of the left superior temporal gyrus and sulcus (left aSTG/STS), the middle portion 

of the left superior temporal gyrus and sulcus (left mSTG/STS) and the posterior portion of 

the left superior temporal gyrus and sulcus (left pSTG/STS). Asterisks indicate Bonferroni 

corrected significance levels (**** = P < 0.001, *** = P < 0.005, ** = P < 0.01, * = P < 0.05) for 

differences between both factors. Error bars indicate s.e.m. See 4.1.2. for an explanation of 

the applied cluster size correction method, as well as a description of how the ROI analysis 

was performed. 
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In the adults, we consistently observed that percent signal change values were 

higher for syntactic complexity than for semantic implausibility in 4 of the 5 

ROIs covering language-relevant perisylvian regions, with the exception of the 

left IFGtri. However, we found no significant differences between syntax and 

semantics in the 3- to 4-year-old children. In the 6- to 7-year-old children, only 

a slightly different picture emerged, with the left mSTG/STS demonstrating a 

significantly higher BOLD percent signal change for semantic implausibility in 

contrast to syntactic complexity. Finally, the 9- to 10-year-old children showed 

significantly stronger signal changes when syntactically more complex sen-

tences had to be processed both in the left IFGoper and in the left IFGtri, as 

well as in the left pSTG. 
 

4.1.4. Discussion 
 
A principle finding of this study is that the neural basis of language develop-

ment is characterized by an increasing segregation of syntax- and semantic-

related brain systems. In the youngest age groups, including 3- to 4-year-old 

children, these two aspects of language comprehension interacted in one sin-

gle brain region, i.e. the mid-to-posterior left superior temporal cortex. Even at 

7 years of age, syntactic complexity and semantic implausibility were not yet 

independent at the neural level. Both types of linguistic information still re-

vealed significant interactions in the left mSTS, mSTG, pSTS and the pSTG, 

that is in brain structures crucially involved in processing features from both 

language domains (Grodzinsky and Friederici, 2006; Humphries et al., 2007). It 
was only by the age of 9 to 10 years that syntactic complexity was processed 

in the left IFGtri independent from semantic implausibility which recruited the 

left aSTG/STS. 
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Thus, both syntax and semantics processes are not yet independent in young 

kindergarten children of 3 to 4 years of age. Rather, it appears that syntactic 

complexity and semantic implausibility interact in the mid and posterior tem-

poral cortex during language comprehension at this age. However, in the 6- to 

7-year-old children a selectivity for semantic versus syntactic processes in the 

left mSTG/STS was observed, although in addition to an interaction effect. Our 

behavioral data indicate that this first step in the neural segregation of syntax 

and semantics in the left temporal cortex goes along with more generally effi-

cient language comprehension performance, as the 6- to 7-year-old children 

responded more accurately and faster than the 3- to 4-year-old children. 
A second major step of developmental change can be observed around the 

age of 9 to 10 years. At this age children demonstrated adult-like dissociable 

brain activations for the processing of syntactic complexity and semantic im-

plausibility. We revealed the left IFGtri to be critically responsible for pro-

cessing syntactic complexity at 9 and 10 years of age. The syntax-selectivity of 

this region has already been reported in the adult literature (Musso et al., 2003; 

Santi and Grodzinsky, 2007; Caplan et al., 2008; Kinno et al., 2008; Pallier et 

al., 2011). A developmental shift from the recruitment of the left mSTS, mSTG, 

pSTS and the pSTG to the recruitment of the left IFGtri may causally relate to 

the better performance for object relative clauses compared to the two younger 

age groups. The left IFGtri seems to provide a highly efficient system for pro-

cessing complex syntax at a late primary school age. Further support for this 

conclusion comes from the results of our ROI analysis. Full selectivity to syn-

tactic complexity features in relative clauses within the left IFG did not arise un-

til the end of the 10th year of life. Note, however, that the 9- to 10-year-old 

children still differed slightly from the adults in that the latter show no semantic 

plausibility effect at all and primarily recruit the left IFGoper for complex syntax, 

whereas the former show a significant effect for semantic implausibility in the 

left aSTG/STS (Vandenberghe et al., 2002; Reilly and Peelle, 2008; Rogalsky 
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and Hickok, 2009). These age differences were also clearly reflected in the 

ROI analyses of the left IFG. While the the 9- to 10-year olds showed the 

strongest selectivity in the left IFGtri, the adults demonstrated a syntax-specific 

selectivity in the left IFGoper. Although both the adults and the 9- to 10-year 

old children reported that they applied a purely syntactic strategy during the 

comprehension task, they do this on a different neural basis. While adults are 

able to filter out irrelevant semantic information by employing their highly spe-

cialized system for syntax in the left IFGoper, 9- to 10-year-old children rather 

recruit the left IFGtri which is less selective for syntax. 
 
In line with earlier studies, the adults showed a significantly increased activa-

tion for complex syntax in the left IFGoper (Friederici et al., 2006; Makuuchi et 

al., 2009; Newman et al., 2010; Wilson et al., 2010). This area, especially, was 

proven to become more fine-tuned towards syntactic complexity as the brain 

matures. We interpret this functional specification in the context of anatomical 

findings showing that the leftward asymmetry of the IFGoper develops late and 

is only present at the age of 11 years, whereas a left IFGtri asymmetry is pre-

sent much earlier (Amunts et al., 2003). The left IFGoper may only be able to 

serve as an efficient syntax processor once it is fully matured neuroanatomical-

ly. Clearly, the observed age difference of the involvement of the left pars 

opercularis activation in the adults and the pars triangularis activation in the 

primary school children for syntactic complexity in German language demon-

strated here, must await replication in neurotypologically different languages, 

since in word-order fixed languages, such as English, syntactic complexity ef-

fects in adults are often reported for both the pars opercularis and the pars tri-

angularis (Grodzinsky, 2000; Cooke et al., 2002; Ben-Shachar et al., 2003; 

Ben-Shachar et al., 2004; Constable et al., 2004; Fiebach et al., 2005; Santi 

and Grodzinsky, 2010; Pallier et al., 2011; Tyler et al., 2011). However, the 

present data indicate that a developmental shift towards a primary involvement 
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of the pars opercularis holds true for a morphosyntactically rich free-word-order 

language such as German. 

 
In summary, our results indicate that 3- to 4-year-old children process syntax 

and semantics in strongly overlapping and interacting left-lateralized superior 

temporal brain regions. As sentence comprehension becomes faster and less 

bound to the primacy of semantics at 6 to 7 years of age, the selectivity for 

syntactic and semantic information in the superior temporal cortex increases. A 

fronto-temporal neural segregation of the two functions is accomplished only 

by the age of 9 to 10 years. This important language-developmental change 

towards a highly-efficient comprehension system goes along with an increased 

syntax  selectivity  in  Broca’s  area.  The  present  results  demonstrate  that  lan-

guage development is characterized by the neural segregation of the syntactic 

and semantic processing systems. Neural segregation may serve as a general 

principle underlying the increasing efficiency of performance during cognitive 

development. 
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4.2. The development of white matter fiber pathways supporting the pro-
cessing of syntax and semantics  

 
4.2.1. Introduction 
 
Recent studies described several dorsal and ventral white matter fiber tracts 

and ascribed different functional roles for language processing to them. By 

now, there is strong evidence that both a dorsal pathway, namely the superior 

longitudinal fasciculus (SLF) and the arcuate fasciculus (AF) as well as a ven-

tral pathway comprising the extreme capsule fiber system (ECFS) are general-

ly involved in syntactic processing (Friederici, 2011; Papoutsi et al., 2011; 

Rolheiser et al., 2011; Griffiths et al., 2012). Complex syntactic information, in 

particular, is propagated via the dorsal fiber tract (SLF/AF) (Friederici, 2011; 

Wilson et al., 2011). Both the dorsal tract covering the SLF/AF and the ventral 

tract covering the ECFS have also been discussed as playing a decisive func-

tional role for processing semantics. On the one hand, it has been argued that 

semantic information is propagated via the AF and that the specific termination 

of the AF in the left temporal cortex determines this functional involvement. 

The sub-portion of the AF terminating in the MTG was interpreted to selectively 

support the transmission of semantic information (Glasser and Rilling, 2008). 

On the other hand, there is stronger evidence that it is rather a ventral tract via 

the ECFS which is mainly involved in the propagation of semantic information 

(Catani et al., 2005; Friederici, 2011; Rolheiser et al., 2011). 

 
In the last years, progress has been made in exploring how cortical connectivi-

ty between perisylvian language areas changes in the course of development 

(Friederici, 2012). However, the current literature focuses either on young in-

fants (Dehaene-Lambertz et al., 2006; Dubois et al., 2009; Perani et al., 2011) 

or on primary school children (Lebel and Beaulieu, 2009; Brauer et al., 2011). 
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How language-related structural maturation progresses after infancy and be-

fore school entry, however, has not been investigated yet. Accordingly, we in-

tended to shed first light on this developmental stage of the language network. 

 

The specific goal of our cross-sectional fMRI-DTI study of 3- to 4-year-old and 

9- to 10-year-old children as well as adults was to identify developmental 

changes in neural fiber pathways connecting functional areas which support 

the processing of complex syntax and semantics in sentence comprehension. 

We used blood-oxygen-level-dependent (BOLD) activation peaks of syntactic 

and semantic processing from the fMRI experiment reported in the previous 

chapter 4.1. of this thesis as starting points for probabilistic fiber tracking. We 

assumed that the tracts derived from the resulting fractional anisotropy (FA) 

maps are functionally involved in transmitting information from a cortical area 

which was modulated by syntactic information to another syntax-sensitive cor-

tical area and analogical from a cortical area which was modulated by seman-

tic information to another cortical area showing selectivity for semantics. Fur-

thermore, in order to corroborate these findings, we tested whether we could 

detect any correlations between behavioral measures of performance in com-

prehending either syntactically complex or semantically implausible sentences 

and FA values in the corresponding fiber tracts we identified. 

 
In view of the adult group, we hypothesized to isolate a dorsal fiber tract con-

necting the left IFGoper, which is involved in processing complex syntax, with 

the left pSTG. Given that we did not find a main effect for semantic implausibil-

ity in the adults because we chose a very simple experimental manipulation 

suitable for preschool children, we could not derive a seed specifically repre-

senting semantics and hence did not have any hypothesis for this language 

function. 
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For 9- to 10-year-old children, we assumed a dorsal pathway connecting the 

left IFGtri and the left pSTG to be responsible for the propagation of syntactic 

complexity information. Additionally, we expected a ventral pathway in this age 

group, playing a supportive role for syntax, to connect the left IFGtri via the left 

frontal operculum with the left pSTG. Based on our fMRI results revealing a 

main effect for semantic implausibility in the left aSTG/STS, we expected to be 

able to isolate a second ventral tract playing a role for transmitting information 

about the semantic plausibility of a sentence. 

 
In 3- to 4-year-old children, we hypothesized that all dorsal and ventral tracks 

running through the left MTG/STG, we would observe, would be less differenti-

ated than in adults and in 9- to 10-year-old children. Additionally, we expected 

that the corresponding FA values would be lower at 3 and 4 years of age com-

pared to adults and to 9- to 10-year-old children. 
 

4.2.2. Methods 
 
Participants 

 

29 children and 19 adults from 3 of the 4 age groups who took part in the pre-

viously reported fMRI study, participated in this DWI study. Note, that we did 

not include 6- to 7-year-old children because DWI data of 7-year-old children 

were already collected in a previous study in our laboratory (Brauer et al., 

2011). We acquired 12 datasets of 3- to 4-year-old children (8 female, mean 

age 4y 7m), 17 datasets of 9- to 10-year-old children (7 female, mean age 10y 

3m) and 19 datasets of adult participants (7 female, mean age 26y 4m). The 

selection process as well as exclusion criteria are reported in detail in section 

4.1.2. Adult participants as well parents, who all have given written informed 

consent before the fMRI study, were asked whether they wanted to participate 
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in a second follow-up experiment. Children gave explicit verbal assent to take 

part in the second session. All experimental procedures were approved by the 

University of Leipzig Ethical Review Board. 

 

Procedure 

 

The experimental procedures for the fMRI study have been described in chap-

ter 4.1.2. In the DWI study, participants were only instructed to lie as still as 

possible in the scanner. During the overall experiment time of approximately 

20 minutes, participants watched a video via the MR compatible VisuaStim 

system (VisuaStim XGA, Resonance Technology Inc.). 

 

DWI Data Acquisition 

 

The experiment was carried out at the Max Planck Institute for Human Cogni-

tive and Brain Sciences in Leipzig on a 3.0-Tesla Siemens TIM Trio® whole-

body magnetic resonance scanner using a 12-radiofrequency-channel head 

coil.  

 
In a first scanning session we collected functional and structural data. All as-

pects of both the acquisition and the analysis of these data are comprehen-

sively described in 4.1.2. 

 
In a second scanning session we collected diffusion-weighted data using a 

twice-refocused spin EPI sequence (Reese et al., 2003) with echo time = 100 

ms, repetition time = 9300 ms, matrix size = 128 x 128, voxel size = 1.7 x 1.7 x 

1.7 mm, 65 axial slices providing 60 isotropically distributed diffusion-encoding 

gradient directions with b0 = 1000 s/mm2. 7 anatomical reference images with-

out diffusion weighting were acquired once at the beginning of the sequence 
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and after each block of 10 diffusion-weighted images for off-line motion correc-

tion. Fat saturation was applied together with 6/8 partial Fourier imaging and 

generalized auto-calibrating partially parallel acquisitions (GRAPPA) with ac-

celeration factor = 2 (Griswold et al., 2002). 

 

DWI Data Analysis 

 

T1-weighted structural images as well as diffusion-weighted images were skull-

stripped using the FSL Brain Extraction Tool (Smith, 2002) and afterwards 

coregistered into Talairach space (Talairach and Tournoux, 1988). We used 

the images without diffusion-weighting for estimating motion correction param-

eters applying a rigid-body transformation algorithm (Jenkinson et al., 2002) 

implemented in FSL. Motion correction for diffusion-weighted images was 

combined with a global registration to the T1-weighted structural images. 

Therefore, the gradient direction for each volume was corrected with the rota-

tion parameters. After registration, images were interpolated to the new refer-

ence frame with an isotropic voxel resolution of 1 mm and then a voxel-wise 

diffusion tensor was fitted to the datasets. 

Probabilistic fiber tracking was performed taking seeds from the fMRI analysis 

reported in chapter 4.1. Therefore, we extracted global as well as local peak 

activation coordinates from fMRI within-group effects and used FSL to project 

them onto the individual T1-weighted structural images applying the coeffi-

cients obtained by inverse linear and nonlinear registration of the individual 

anatomical images to age-appropriate MNI templates (Fonov et al., 2011). In-

dividual fractional anisotropy maps thresholded at 0.25 were then created to 

generate a white matter skeleton for each participant running tract-based spa-

tial statistics (TBSS) as implemented in FSL (Smith et al., 2006). These white 

matter skeletons enabled us to control if the extracted fMRI activation coordi-

nates were effectively located in the white matter. Individual white matter 
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voxels closest to the group activation coordinates served as seed points for the 

actual fiber tracking. 

 
Probabilistic fiber tracking was performed computing a series of random walks 

(number of repetitions fixed by Monte Carlo Simulations) starting from a seed 

point and running through surrounding voxels in order to obtain a probabilistic 

map based on this trajectory. Random walks are constrained by the orientation 

of the diffusion tensor in the seed voxel and the surrounding voxels. The num-

ber of times the random walk terminates in a specific voxel determines how the 

degree of connectivity strength between voxels is calculated. All these analyti-

cal steps were performed using the vdconnect algorithm implemented in 

LIPSIA (Lohmann et al., 2001; Anwander et al., 2007). The resulting single-

subject connectivity maps were then normalized onto the most typical partici-

pant’s map  for each group. Therefore, a deformation  field was applied to the 

single-subject maps. Target subjects maps were identified by aligning each 

probability map to every other one in order to compute for which map spatial 

transformation to all remaining maps within the group was minimal. The con-

nectivity values correspond to the number of tracks per voxel and range be-

tween zero and 100.000. To reduce the dynamic range, a logarithmic trans-

formation was applied to these values followed by a scaling between zero and 

one. Group connectivity maps were finally averaged and thresholded at 0.25. 

 
FA values within the obtained tracts were extracted applying the vistat function 

implemented in LIPSIA. Prior to this, we created inclusion masks for all regions 

of interest based on the literature on the anatomy of the relevant tracts in 

adults (Mori et al., 2005; Galantucci et al., 2011) and children (Lebel and 

Beaulieu, 2009; Brauer et al., 2011) using the vledit tool implemented in 

LIPSIA. In order to limit our analysis to the tracts of interest and to exclude 

neighboring tracts not sharing any projections with the original tracts we creat-
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ed exclusion masks for 9- to 10-year-old children and adults. This was not 

possible for 3- to 4-year-old children, however, because we could not build on 

data on the literature and did not have strong a priori hypotheses. 

 
Functional associations between DTI (FA) measures and behavioral measures 

(mean response accuracy percentages) modeled as linear dependencies be-

tween both factors were computed with IBM SPSS 19 (IBM Corp.). We report-

ed Pearson correlations. Correlations including reaction times were not men-

tioned because we did not detect any significant results based on this measure. 
 

4.2.3. Results 
 
4.2.3.1. fMRI results revisited 
 
The whole-brain fMRI results have already been reported in section 4.1.3.4. of 

the present thesis. In brief, in adults, we observed a significant main effect for 

complex syntax (SYN) in the left IFGoper (P < 0.01, family-wise error corrected, 

MNI coordinates: -45, 23, 16). Further local activation peaks could be detected 

in the immediate vicinity of this global cluster (P < 0.005, MNI coordinates: -42, 

17, 25 and -54, 26, 16). In the 3- to 4-year-old children, we detected neither a 

significant main effect of SYN nor of SEM but a SYN x SEM interaction extend-

ing from the mid to the posterior portion of the left superior temporal gyrus (left 

mSTG/pSTG) (P < 0.005, MNI coordinates: -54, -25, 7). The 9- to 10-year-old 

children demonstrated a significant main effect of SYN in the left ventral IFGtri 

(P < 0.005, MNI coordinates: -30, 29, 1). Additional local peak activity was 

found in the left ventral IFGoper (P < 0.005, MNI coordinates: -57, 19, 17). Fur-

thermore, we discovered a main effect of semantic implausibility in the left 

aSTG/STS (P < 0.005, MNI coordinates: -39, 11, -20). All P-values of the child 

samples were corrected on the cluster-size level. 
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Assessing regions of interest (ROIs) in adults, we consistently observed that 

percent signal change values were higher for syntactic complexity than for se-

mantic implausibility in 4 of 5 left-hemispheric language ROIs (IFGtri, 

aSTG/STS, mSTG/pSTG, pSTG/pSTS but not IFGoper). The 9- to 10-year-old 

children showed significantly stronger signal changes when syntactically more 

complex sentences had to be processed both in the left IFGoper and the left 

IFGtri as well as in the left pSTG. No significant differences between syntax 

and semantics could be observed in any of the 5 ROIs in the 3- to 4-year-old 

children. 

 

4.2.3.2. Probabilistic fiber tractography of syntactic complexity 
 
We used the syntax-related fMRI effects to derive group-specific functional 

seeds which we took for probabilistic fiber tracking (Figure 4.6.). 
 

Seeding in the syntax-relevant BOLD activation peak within the left IFGoper in 

adults, we obtained a dorsal long-distance fiber tract running to the posterior 

part of the left STG and the left MTG (left pSTG/MTG) via the left SLF and the 

left AF. Dense short-distance connections to the remaining left IFGoper and to 

dorsal portions of the left IFGtri could be observed as well (Figure 4.6.A). 

 

In the 9-to 10-year-old children, long-distance fibers passing through the ven-

tral portion of the left IFG tri, i.e. the corresponding area for complex syntax de-

fined by maximum BOLD activity, connect it with the posterior portion of the left 

superior and middle temporal cortex and finally the occipital cortex following 

the left inferior fronto-occipital fasciculus (IFOF) via the extreme and external 

capsule. When seeding in the ventral portion of the left IFGoper, which was al-

so found to be involved in syntactic processing on the basis of a local BOLD 
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activation peak, we obtained a connectivity map linking this area to the superi-

or temporal cortex following the left SLF and the left AF (Figure 4.6.B). 

 

 
 

Figure 4.6. White matter fiber tracts supporting the transmission of syntactic complexity in-

formation. (A) In the adults, we placed a functional seed in the left IFGoper where we ob-

served the maximum BOLD activation for syntax and isolated a dorsal pathway terminating in 

the left posterior STG/MTG (green). (B) In the 9- to 10-year-old children, we obtained a ven-

tral pathway extending into the posterior temporal and the occipital cortex when seeding in 

the activation peak located in the ventral part of the left IFGtri (blue). A seed placed in a ven-

tral portion of the left IFGoper, where a local activation peak was detected, revealed a dorsal 

pathway terminating in the left posterior STG/MTG (green). 
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Post-hoc, we used the MNI coordinates of a local activation maximum for syn-

tactic complexity (MNI coordinates: -51, 26, 7), which we found in adults when 

choosing a more liberal threshold of P < 0.005 (cluster size corrected) at the 

whole-brain level, as seed coordinates for probabilistic fiber tracking in order to 

examine the connectivity of the left IFGtri. Following this procedure, we identi-

fied a ventral pathway covering the left IFOF and extending into  the left poste-

rior MTG/STG (Figure 4.7.).  
 

 
 

Figure 4.7. The ventral white matter pathway in adults connecting the left IFGtri with the left 

posterior MTG/STG. This connectivity map was found in a post-hoc analysis using a syntax-

related local peak activation cluster in the left IFGtri (MNI coordinates: -51, 26, 7) at a liberal 

threshold of P < 0.005 (cluster size corrected). 

 
4.2.3.3. Fractional anisotropy correlates of complex syntax 
 
The response accuracy results obtained from behavioral measures acquired 

during fMRI scanning have already been described in section 4.1. To summa-

rize, in the adult group, we observed a ceiling effect (99.32% mean response 

correctness) covering all syntactic complexity levels. Accordingly, the within-

group variance was very low (s.e.m. ±0.58%). The 9- to 10-year-old children 

performed slightly less accurate than adults but also very similar regardless of 

the syntactic complexity of the sentences (94.69% overall mean response cor-
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rectness). Furthermore, the variance within subjects was higher compared to 

adults (s.e.m. ±1.83%). The 3- to 4-year-old children showed a response accu-

racy of 59.33% (s.e.m. ±5.54%) for syntactically complex sentences and 

72.08% (s.e.m. ±4.15%) for syntactically more simple sentences. We do not 

recapitulate the reaction time results here, because they did not reveal any 

significant results in the following analyses. 

 
Looking at linear dependencies between white matter anisotropy and the be-

havioral measures in the adults, we found that FA values in the left SLF/AF 

were positively correlated (r = 0.61, P = 0.008) with mean response accuracy 

rates for syntactically complex sentences (Figure 4.8.A).  

   
 
Figure 4.8. Functional associations between the processing of complex syntax and FA val-

ues in fronto-temporal white matter pathways in adults. Mean response accuracy rates for 

syntactically complex sentences positively correlated with FA values in a dorsal tract via the 

left SLF/AF (green) starting in the left IFGoper (A). However, this dependency was not pre-

sent in a ventral tract via the left IFOF which we identified post-hoc seeding in the left IFGtri 

(blue) (B). 
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In the adults, we did not find any correlations between the mean response ac-

curacy rates for complex syntax and the FA values in the ventral pathway in-

cluding the left IFOF which we isolated post-hoc seeding in the left IFGtri (Fig-
ure 4.8.B). 

 
Performing the same analysis with the data of the 9- to 10-year-old children, 

we observed a positive correlation between mean response accuracy rates for 

syntactically complex sentences and FA values in the left SLF/AF (r = 0.6, P = 

0.011) but not in the left IFOF (r = -0.19, P = 0.472) (Figure 4.9.). 

   
 
Figure 4.9. Functional relationships between syntax measures and FA values in relevant 

white matter tracts at 9 and 10 years of age. Mean response accuracy rates for syntactically 

complex sentences positively correlated with FA values in a dorsal tract via the left SLF/AF 

(green) (A) but not in a ventral tract via the left IFOF (blue) (B). 

 

4.2.3.4. Probabilistic fiber tractography of semantic implausibility 
 

Given that a separable main effect for semantic implausibility was only found in 

the 9- to 10-year-old children, our investigations concerning the white matter 

fiber pathways underlying the transmission of semantic information were lim-

ited to this age group. On the basis of our whole-brain fMRI results, we placed 

a seed at the observed activation peak located in the left aSTG/STS. Following 
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this procedure, we isolated a ventral fiber tract connecting the left aSTG/STS 

with the left orbitofrontal cortex via the uncinate fasciculus (UF) (Figure 4.10.). 
 

 
 

Figure 4.10. White matter fiber tracts involved in the propagation of semantic information at 9 

and 10 years of age. Seeding in the left aSTG/STS, we detected a ventral pathway compris-

ing the uncinate fasciculus which branches out into the left orbitofrontal cortex. 
 

Given that we did not find any plausibility effects at the behavioral level in the 

9- to 10-year-old children, we did not expect any linear dependencies between 

the fractional anisotropy within the UF and the performance measures related 

to semantics. Accordingly, there was no correlation between the mean re-

sponse accuracy rates and the corresponding FA values (r = -0.135, P = 

0.605). 

 

4.2.3.5. Probabilistic fiber tractography in 3- to 4-year-old children 
 

In order to assess syntax- and semantics-related white matter connectivity also 

in children of age 3 to 4, we created a seed from the reported SYN x SEM in-

teraction in the left mSTG/pSTG. We could not detect long-distance but only 

short-distance connections which were largely limited to mid and posterior por-

tions of the left inferior longitudinal fasciculus (ILF) parallel to the left 
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mSTG/pSTG where they were most dense. One dorsal sub-branch also cov-

ered the mid and the posterior part of the left SLF/AF but ended at the precen-

tral gyrus and did not reach the IFG (Figure 4.11.). 
 

 
 

Figure 4.11. White matter fiber tracts in the 3- to 4-year-old children. Given that we could not 

disentangle cortical areas which were selectively involved in either syntactic or semantic pro-

cessing at this age, we placed a seed in the left mSTG/pSTG where both language functions 

interacted hemodynamically. The resulting connectivity map comprised a posterior portion of 

the left SLF/AF as well as mid and posterior branches of the left ILF. 
 

In the 3- to 4-year-old children, we did not detect any correlations between FA 

values and performance in both syntax and semantics neither in the dorsal 

tract nor in the ventral tract. The FA values in the posterior sub-branch of the 

left SLF did not correlate with the mean response accuracy rates for complex 

syntax (r = 0.201, P = 0.531) or implausible semantics (r = 0.039, P = 0.904). 

Analogical, the FA values in the mid and posterior sub-branches of the ILF did 

not correlate with the mean response accuracy rates for complex syntax (r = 

0.075, P = 0.816) or implausible semantics (r = 0.064, P = 0.844). 

 
We also investigated if there were any associations between the age of the in-

dividual participants in each group and the corresponding FA values in lan-

guage-relevant white matter fiber tracts. There were no such correlations pre-

sent in the 9- to 10-year-old children or the adults. We did find, however, a 
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positive correlation between age and FA values in the mid and posterior por-

tion of the left SLF/AF (r = 0.76, P = 0.004), but not in the mid and posterior 

portion of the left ILF (r = 0.47, P = 0.123) in the 3- to 4-year-old children (Fig-
ure 4.12.). 

     
 
Figure 4.12. Maturation processes in white matter fiber pathways at 3 and 4 years of age. 

While FA values in mid and posterior parts of the SLF/AF still considerably differ as a function 

of age (A), they are already more homogenous in mid and posterior parts of the ILF (B). 

 

Post-hoc, we used the peak activation coordinates for syntax and semantics 

detected in the 9- to 10-year-old children as seed points for probabilistic fiber 

tracking in the 3- to 4-year-old children starting at the left IFGoper, the left 

IFGtri and the left aSTG/STS. We roughly replicated the anatomical course of 

the fiber tracts identified in the 9- to 10-year-old children, but we did not ob-

serve any specific involvements of these tracts in processing complex syntax 

or information about the plausibility of a sentence. 
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4.2.4. Discussion 
 
In the present study, we aimed to investigate developmental changes in neural 

fiber pathways connecting functional areas which support the processing of 

complex syntax on the one hand, and the processing of semantic plausibility 

differences on the other hand. Using probabilistic fiber tracking within the 

framework of a combined fMRI-DTI approach as well as related behavioral 

measures, we tried to identify white matter fiber tracts playing a functional role 

either in transmitting syntactic information between syntax-sensitive cortical 

areas or in transmitting semantic plausibility information between cortical areas 

which are sensitive for semantic processes. 
 
In the adults, we obtained a dorsal fiber connection between the left IFGoper 

and the posterior portion of the left STG and MTG via the SLF/AF. This dorsal 

connection could also be reproduced when seeding in both of the local fMRI 

activation peaks. We were only able to isolate a ventral fiber pathway, i.e. large 

portions of the left IFOF, when placing a seed in a more liberally thresholded 

local activation cluster of the left IFGtri. 

 
Mean response accuracy rates for syntactically complex sentences positively 

correlated with FA values in the dorsal fiber pathway. The better the task per-

formance, the higher the corresponding FA values were. Given that the within-

group variance was very low and given the limited sample size, this result 

alone does not allow a strong claim. Nevertheless, our finding that the pro-

cessing of complex syntax depends on dorsal rather than on ventral fiber tracts 

is in line with the recent literature on patient studies (Wilson et al., 2011) as 

well as artificial grammar learning studies (Friederici et al., 2006; Flöel et al., 

2009). Additional support comes from our post-hoc findings. We did not find 

any correlations between the performance in processing syntactically complex 
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sentences and the FA values in the ventral tract we identified post-hoc. There 

is evidence that ventral tracts in adults only play a role for syntactic processes 

occurring on the phrase level but not on the level of complex sentences 

(Friederici, 2011). 

 
In the 9- to 10-year-old children, we first used the global BOLD activation peak 

for syntactic complexity, located in the ventral part of the left IFGtri, as a seed 

for probabilistic tracking. The resulting ventral white matter fiber tract, i.e. the 

left IFOF, passed through the extreme and external capsule into the temporal 

cortex and branched out into the occipital cortex. As a second step, we com-

puted a connectivity map seeding in the local activation peak for syntactic 

complexity located ventrally within the left IFGoper. This time, we identified a 

dorsal tract, namely the SLF/AF leading into the left pSTG.  
 
Up to this point of our analysis, the data suggested that both a dorsal (SLF/AF) 

as well as a ventral fiber tract (IFOF) contribute to the propagation of syntacti-

cally complex information. A similar finding was already reported for younger, 

i.e. 7-year-old children (Brauer et al., 2011). However, given that the 9- to 10-

year-old children showed very different hemodynamic activation patterns com-

pared to the 6- to 7-year-old children in our fMRI study, we assumed that these 

differences should also be reflected in the functional involvement of the two fi-

ber tracts. Accordingly, we aimed to disentangle the specific contributions of 

the dorsal SLF/AF and the ventral IFOF connection, respectively, to the trans-

mission of complex syntactic information. In order to achieve this, we related 

subject-specific FA values of each of the two tracts with the corresponding 

mean response correctness rates for the syntactic comprehension task. Cru-

cially, we observed that FA values positively correlated with complex syntax in 

the dorsal pathway (SLF/AF), but not the ventral pathway (IFOF). These find-

ings provide strong evidence that only the SLF/AF, but not the IFOF, is special-
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ized on the propagation of complex syntactic features, such as the identifica-

tion of hierarchical phrase structures, in children at the age of 9 to 10 years, 

like in adults. However, similar to 7-year-old children and contrary to adults, the 

IFOF still seems to play a more pronounced role in syntactic processing, may-

be supporting the detection of less complex syntactic features at the local 

phrase level in 9- to 10-year-old children. Support for this relatively late func-

tional specialization of the dorsal syntax tract comes from a neuroanatomical 

study showing that the leftward asymmetry of the IFGoper develops late and is 

only present at the age of 11 years, whereas a left IFGtri asymmetry is present 

much earlier (Amunts et al., 2003). Furthermore, this finding is in line with the 

results of our ROI fMRI analysis. While in adults, we observed a clearly segre-

gated syntax selectivity in the left IFGoper but not in the left IFGtri, it is still 

both regions which showed a syntax selectivity at the age of 9 and 10 years. 

 
On the basis of a main effect of semantic implausibility located in the left 

aSTG/STS (Vandenberghe et al., 2002; Reilly and Peelle, 2008; Rogalsky and 

Hickok, 2009) which we detected in the 9- to 10-year-old children, we identified 

a ventral connection to the left orbitofrontal cortex via the uncinate fasciculus. 

The specific contributions of this white matter fiber tract to the processing of 

linguistic information are not well understood yet. A recent study suggested its 

involvement in semantic processes but pointed out that the functionality of this 

tract is compensable by the IFOF (Duffau et al., 2009). Future investigations 

will have to shed more light on the functional role of the uncinate fasciculus. 

Given that the fMRI analysis in the 3- to 4-year-old children did not reveal a 

separable main effect for syntax but only a syntax-semantics-interaction, we 

placed our seed at the peak of this BOLD activation. The resulting connectivity 

map comprised a short dorsal pathway, i.e. a mid and posterior sub-portion of 

the SLF/AF, as well as a short ventral pathway including a mid and posterior 

sub-portion of the ILF. The FA values we extracted from these sub-portions 
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were not correlated with the performance in comprehending both syntactically 

complex and semantically implausible sentences in this age group on the 

whole. However, we found a significant association between the age of the in-

dividual participants in this group and the FA values in the dorsal pathway, i.e. 

the mid and posterior sub-portion of the SLF/AF, but not the ventral pathway, 

i.e. the mid and posterior sub-portion of the ILF. These results suggest, that 

although the SLF/AF undergoes substantial maturational processes between 

the 4th and the 5th year of life, it does not yet play a functional role in pro-

cessing complex syntactic features which just start to emerge as representa-

tions in the developing brain at this age. 

Coming back to the results reported in our fMRI study, all syntactic and seman-

tic processing in 3- to 4-year-old children seems to take place in the temporal 

cortex. Given that there was no systematic relation between the FA values in 

the ventral short-distance pathway, which we detected, and the syntactic com-

plexity and semantic implausibility measures we took, it can be assumed that 

the language-relevant maturational processes within the temporal cortex at this 

age take place on a more microstructural level. 

 
In conclusion, we report three main findings shedding light on important devel-

opmental trajectories regarding the changing functional organization of lan-

guage-relevant white matter fiber pathways. First, our data support the hypoth-

esis that in adults it is a dorsal tract, linking together the left IFGoper and the 

left pSTG/pMTG via the SLF/AF, which is primarily involved in the processing 

of complex syntax rather than both a dorsal and a ventral tract. Second, syn-

tactic processing in 9- to 10-year-old children still depends more on both a dor-

sal (SLF/AF) and a ventral pathway (IFOF). However, a particular specializa-

tion on complex syntax is limited to the dorsal tract and does not include the 

ventral tract at this age. Third, in 3- to 4-year-old children, all processing of 

complex syntax and semantics occurs within the left temporal cortex. There-
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fore, it does not yet depend on long-distance fiber tracts connecting the tem-

poral cortex with the frontal cortex. The mid and posterior sub-portion of the 

SLF/AF still undergo intense maturation between the 4th and the 5th year of 

life. Generally, we present the first study systematically assessing the dynamic 

interplay between the functional organization of the white matter and syntax 

and semantics acquisition from 3 years of age into adulthood. The findings we 

reported, critically advance our understanding of the relationship between brain 

maturation and language acquisition. 
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5. GENERAL DISCUSSION AND CONCLUSION 

 
 
 
In chapter 5.1., I will focus on summarizing the results of the event-related 

fMRI experiment reported in chapter 4.1. It will be explained, which answers 

these results provide to the research questions 1., 2.1. and 2.2. presented in 

chapter 2.3. of this thesis and how they corroborate, substantiate and expand 

the corresponding hypotheses. In chapter 5.2., I will give a synthesis of the 

central findings of the probabilistic fiber tracking DTI experiment described in 

chapter 4.2. I will discuss answers to the research questions 3.1. and 3.2. 

framed in chapter 2.3., thereby outlining a clear picture on the basis of the giv-

en hypotheses. I want to emphasize that both studies support and complement 

one another. 

 

5.1. From the interaction to the segregation to the shift of syntax- and 
semantics-selective cortical areas 
 

The cross-sectional, event-related fMRI experiment we conducted, shed light 

on the neurobiological basis underlying the processing of syntactic and seman-

tic information from 3 years of age to young adulthood. We discovered that 

young children, in contrast to adults, do not process complex syntax and se-

mantics in distinct brain regions. Rather, our results indicated that 3- to 4-year-

old children process syntax and semantics in strongly overlapping mid and su-

perior temporal brain regions. A similar finding has already been reported in a 

study describing baseline contrasts in 5- to 6-year-old children (Brauer and 

Friederici, 2007). However, using a more sensitive direct contrast of syntax 

against semantics, we demonstrated how pronounced this non-specificity is in 

3- to 4-year-old children. Interestingly, we could not isolate separate main ef-

fects of syntax or semantics in this age group although adults generally show 
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clearly distinguishable activity patterns for both linguistic representations 

(Newman et al., 2010; Friederici, 2011). 
 
In contrary, in 6- to 7-year-old children, we were able to disentangle syntax and 

semantics in left temporal regions but without an involvement of left inferior 

frontal regions (Brauer and Friederici, 2007). These findings match the results 

reported in the event-related potentials (ERP) literature on the development of 

syntactic processing. 2-year-old as well as 3- and 4-year-old children do not 

show the syntax-related ELAN component, which has its sources in the left 

IFG and in the left aSTG (Friederici et al., 2000), but only a centro-parietal 

P600 component with sources in the STG (Hahne and Friederici, 1999) when 

confronted with syntactic violations in a sentence (Silva Pereyra et al., 2005; 

Oberecker and Friederici, 2006). Moreover, there is ERP evidence that this 

pattern is still present at 6 years of age for syntactically complex sentences 

(Hahne et al., 2004). 

 
We provided first evidence that there is a strong functional dependence be-

tween syntactic and semantic representations characterized by interaction ef-

fects present not only in children aged 3 to 4 years but also still in children 

aged 6 to 7 years. This observation complements a study demonstrating a be-

havioral interaction of syntactic and semantic processes which is still present 

even at the age of 9 and 10 years (Friederici, 1983). 

 
A functional specialization comparable to the mature adult brain is still not es-

tablished at 7 years of age. The observation that ELAN-like effects seem to 

arise at 7 years of age (Hahne et al., 2004), could not be corroborated neither 

by global nor by local BOLD activity in our sample with a mean age of 7 years 

and 5months. Nevertheless, Hahne et al.’s data and our data of 9- to 10-year-

old children converge in the observation that robust hemodynamic activity re-

lated to the processing of complex syntactic features in the left IFG going along 
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with an ELAN seems to establish between the late 8th and the early 10th years 

of life in normally developing children. Note that this only holds true for com-

plex syntactic processes. As shown in a recent study (Schipke et al., 2011), 

more simple morphosyntactic processes, like the decoding of case marking in-

formation, are detectable as broadly distributed LAN effects present already at 

the age of 3 years. Future studies will have to uncover the physiological and 

anatomical underpinnings of this activity. 
 
It is only at the end of the 10th year of life that neural selectivity for complex 

syntax, similar to that of adults, is established in the left inferior frontal and the 

left superior temporal cortex. However, qualitative differences between children 

and adults remain. A highly specialized system for syntax in the left IFGoper 

seems to enable adults to filter out irrelevant semantic information from the 

speech input in a very flexible way. Syntax selectivity in the left IFGoper has 

been frequently demonstrated in the adult literature (Friederici et al., 2006; 

Makuuchi et al., 2009; Newman et al., 2010; Wilson et al., 2010). 9- to 10-year-

old children rather recruit the left IFGtri which has been mentioned in the adult 

literature as well (Musso et al., 2003; Santi and Grodzinsky, 2007; Caplan et 

al., 2008; Kinno et al., 2008; Pallier et al., 2011). However, a recent study test-

ing 10- to 15-year-old children, reported syntax-related hemodynamic cortical 

activation in the left IFGoper (Nunez et al., 2011). These data suggest that an 

adult-like selectivity for complex syntax in the left IFGoper but not in the left 

IFGtri seems to establish during early puberty. 

 
In contrast to our findings, a recent fMRI study on semantic processing report-

ed a stronger involvement of the pars opercularis for semantics rather than for 

syntax (Moore-Parks et al., 2010). The authors interpreted their result as an 

increase in top-down control mechanisms during language processing. How-

ever, our behavioral data suggest no change with respect to task solving strat-
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egies between 9- to 10-year-old children and adults. Rather, we suggest that 

the reported shift within the inferior frontal gyrus goes along with final finetun-

ing for the processing of complex syntactic information increasing the compu-

tational efficiency of this cortical area. This view is supported by the fMRI study 

introduced in the preceeding passage (Nunez et al., 2011) and furthermore by 

a neuroanatomical study demonstrating that the leftward asymmetry of the 

IFGoper develops late and is only present at the age of 11 years, whereas a 

leftward asymmetry of the IFGtri is present much earlier (Amunts et al., 2003). 
 
Even at age 9 and 10, children still seem to be more bound to semantic cues in 

the speech input than adults are. Children might still automatically co-process 

semantic features although their syntax system is already highly developed. 

Future studies will have to concretize this observation. Evidence for the in-

volvement of the anterior portion of the left superior temporal gyrus in semantic 

processing as seen in 9- to 10-year-old children but not in adults has been 

previously reported in the adult literature (Vandenberghe et al., 2002; Rogalsky 

and Hickok, 2009) and was supported by patient data (Reilly and Peelle, 2008). 

 
Taking together our own findings and the data available from the current litera-

ture, we propose a schematic overview illustrating how hemodynamic patterns 

of cortical activation underlying syntactic and semantic processing change 

from 3 years of age to adulthood (Figure 5.1.). 
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Figure 5.1. Developmental dynamics of hemodynamic patterns of cortical activation underly-

ing syntactic and semantic processing. (A) While syntax and semantics interact in the mid 

portion of the left superior temporal cortex (orange) in 3- to 4-year-old children, both language 

functions are segregated in 6- to 7-year-old children. A mid portion of the left superior tem-

poral cortex shows higher selectivity for processing semantic information (yellow) whereas a 

posterior portion of the left superior temporal cortex shows higher selectivity for processing 

syntactic information (red). (B) Between the age of 6 to 7 years and the age of 9 to 10 years, 

the hemodynamic activity underlying syntax shifts into the left inferior frontal gyrus (red). On-

going maturation towards adulthood is characterized by a dorsal shift within the left inferior 

frontal gyrus (red). Selectivity for processing semantic information shifts frontally from mid to 

anterior portions of the left superior temporal cortex between the age of 6 to 7 years and the 

age 9 to 10 years and finally occurs in the pars orbitalis as well as in the pars triangularis of 

inferior frontal cortex (yellow). 
 

In our scheme, we distinguish two general developmental stages, the first one 

occuring between 3 to 4 and 6 to 7 years of age (A) and the second one start-

ing between 6 to 7 and 9 to 10 years and continuing into adulthood (B). 

 
In 3- to 4-year-old children, syntax and semantics are not yet distinguishable 

but rather interact in mid portions of the left superior temporal cortex. This pat-
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tern seems to be associated with the behavioral observation that children at 

that age rely more on semantic rather than syntactic cues in language com-

prehension. 

 
The first trajectory is characterized by a segregation of both functions at 6 to 7 

years of age. While a selectivity for syntactic information establishes in poste-

rior portions of the left superior temporal cortex, selectivity for semantic infor-

mation remains in mid portions of the left superior temporal cortex. Note, that 

this segregation is intralobar, meaning that it is spatially limited to the left tem-

poral cortex and does not extend it. In the course of the described trajectory, 

children show faster and more accurate language processing and they also 

seem to be less bound to semantics.  

 
A first interlobar segregation takes place between 6 to 7 and 9 to 10 years of 

age when syntax selectivity is no longer restricted to the posterior portions of 

the left superior temporal cortex but also shifts temporo-frontally into the left 

inferior frontal cortex. Behaviorally, this diversification seems to be the neural 

basis for the beginning primacy of syntactic cues over semantic cues in 9- to 

10-year-old children. The sensitivity for processing semantics shifts in an intra-

lobar fashion from mid to anterior portions of the left superior temporal cortex 

in the developmental trajectory between both age groups. This shift, however, 

might be specific to plausibility information and must await further support con-

cerning other semantic aspects. 

 
Our data suggest another intralobar shift within the left inferior frontal gyrus 

underlying the selectivity for complex syntax. This selectivity seems to migrate 

from pars triangularis to the pars opercularis in the course of puberty thereby 

increasing performance efficiency. 
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It is not our own data but rather several experiments reported in the adult lit-

erature (Friederici, 2002; Newman et al., 2010) which suggest another tempo-

ro-frontal shift from anterior portions of the left superior temporal cortex to the 

pars orbitalis and the pars triangularis of the left inferior frontal gyrus. Selectivi-

ty for semantic processes covers both regions in adults, but presumably not 

yet in 9- to 10-year-old children. Again, follow-up studies will help clarifying this 

issue. 
 
Future investigations might show that the functional segregation and shift of 

initially interacting brain areas as shown here for developmental trajectories of 

language comprehension can be viewed as a general principle of cognitive de-

velopment. 

 

5.2. From ventral to dorsal syntax fiber tracts  
 

The capacity to process syntactic complexity as well as semantic plausibility 

information does not only depend on the selectivity of fronto-temporal cortical 

regions but is also crucially associated with the functional organization of the 

connecting white matter fiber tracts. Accordingly, we combined functional 

magnetic resonance imaging (fMRI) with diffusion tensor imaging (DTI) and 

behavioral measures in order to systematically track the interplay of cortical 

connectivity and the acquisition of complex syntax as well the processing of 

semantic plausibility information from 3 years of age into adulthood. Based on 

our behavioral and fMRI findings that both syntactic and semantic processing 

is still limited to the temporal cortex in 3- to 4-year-old children, we provided 

first evidence that it does not yet depend on long-distance fiber connections 

with the frontal cortex. The dorsal pathway we identified 5 a mid and posterior 

sub-portion of the SLF/AF 5 did not extend the precentral gyrus and did not en-

ter the IFG. This finding can be aligned with infant data suggesting that the 
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SLF/AF does not extend parietal and temporal regions (Leroy et al., 2011) or at 

least terminates in the premotor cortex within the first months of life (Perani et 

al., 2011). Additionally, there is evidence that the dorsal pathway still under-

goes maturational changes at 7 years of age (Brauer et al., 2011). We argue, 

that the SLF/AF still undergoes pronounced maturational processes between 

the 4th and the 5th year of life and does not play a functional role for the pro-

cessing of both complex syntax and semantics. This view is not only supported 

by our own fMRI data but also by the ERP data introduced in the previous 

chapter 5.1. suggesting that adult like ELAN-P600 effects 5 which require in-

tercortical information transfer 5 do not emerge before the age of 7 (Hahne et 

al., 2004) for syntactically complex sentences. 
 
Remarkably, also in the ventral pathway 5 a mid and posterior sub-portion of 

the ILF 5 we could not detect a specific involvement in processing syntactic 

and semantic representations although maturation turned out to be more ad-

vanced in this tract. On the basis of these observations, we assume that the 

maturational processes related to complex syntax and semantics at this age 

are intralobar, possibly microstructural changes within the left STG and MTG. It 

remains to be seen if currently available methods, e.g. voxel-based mor-

phometry and cortical thickness measurements on large samples, are sensitive 

enough to detect these changes. Our findings add an interesting aspect to 

what we know from the infant literature about the early establishment of 

interhemispheric connectivities versus the late establishment of intrahemi-

spheric connectivities (Perani et al., 2011). It seems that intralobal maturation 

steps within the temporal cortex must reach a certain level before intrahemi-

spheric connectivities to the frontal cortex become functionally relevant for pro-

cessing syntax and semantics. Note, however, that it is plausible that more 

simple syntactic processes at the phrase level or at the morphosyntactic level 
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(Schipke et al., 2011) depend on a ventral pathway either via the left ILF or via 

the left IFOF. Follow up studies will help to clarify this issue. 
 
An adult-like syntax-specialization of a fronto-temporal dorsal tract including 

the superior longitudinal fasciculus (SLF) and the arcuate fasciculus (AF) is on-

ly established at 9 to 10 years of age. However, although a particular speciali-

zation on complex syntax is only present in the dorsal tract, the child brain still 

additionally recruits a ventral pathway covering the inferior fronto-occipital fas-

ciculus (IFOF). This pattern has already been reported for 7-year-old children 

in the literature (Brauer et al., 2011). Based on our data of 9- to 10-year-old 

children, we support the view that it is the SLF/AF playing the crucial role for 

the processing of complex syntactic information while the IFOF rather plays a 

supplementary role, involved in subprocesses of the actual syntactic analysis 

such as local phrase structure building (Friederici et al., 2006). Note that we 

report this functional differentiation only for 9- to 10-year-old children. Brauer et 

al.’s DTI data, however, taken together with our fMRI data, suggest that a par-

ticular specialization on complex syntax in the dorsal tract as seen in a signifi-

cant correlation between FA values and behavioral performance measures at 

the age of 9 and 10 years is not yet established at the age of 7 years. 

 
Our probabilistic tracking results indicate that semantic information is propa-

gated from the anterior temporal to the orbitofrontal cortex via a ventral path-

way, namely the uncinate fasciculus, in 9- to 10-year-old children. The in-

volvement of this tract in semantic processing has already been discussed in a 

recent study in adults (Duffau et al., 2009). However, this observation only indi-

rectly supports the view that the pars orbitalis of the left IFG is already involved 

in semantic processing at 9 to 10 years of age because we found no additional 

evidence analyzing its hemodynamic activity. Again, further experiments are 
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needed in order to determine the functional roles of the orbitofrontal cortex and 

the uncinate fasciculus in semantic processing at this age. 
 
Our data support the hypothesis that, in adults, it is a dorsal tract, linking to-

gether the left IFGoper and the left pSTG/MTG via the SLF/AF, which is pri-

marily involved in the processing of complex syntax (Friederici, 2011; Wilson et 

al., 2011) rather than both a dorsal and a ventral tract (Rolheiser et al., 2011; 

Papoutsi et al., 2011; Griffiths et al. 2012). We argue that all three studies sug-

gesting an involvement of both a ventral and a dorsal pathway in complex syn-

tax show methodical or conceptual problems. Rolheiser et al. present whole-

brain voxelwise correlation clusters which only overlap with the most anterior 

and the most posterior sub-portions of the ventral tract they identified. A much 

larger syntax overlap can be seen in the posterior part of the dorsal pathway. 

Given that the reported clusters are very large, we assume that the described 

overlaps with the ventral path would not have survived a more restrictive 

thresholding increasing the distinctivity of the analysis. In Papoutsi et al.’s ex-

periment, complex syntax is not a well-controlled factor. We argue that their 

phrase disambiguation preference task requires both syntactic and semantic 

processing and hence does not exclusively isolate syntax. Accordingly, we re-

late the described effects in the ECFS to semantic processes rather than to 

complex syntactic processes. A similar problem is present in the study of Grif-

fiths et al. The authors do not provide any analysis enabling themselves to rule 

out that their Anomalous Prose minus Random Word Order contrast still car-

ries word-level semantic information. Again, this would explain the functional 

involvement of the ECFS. 
 
We summarize our insights and the existing data in a simple schematic over-

view (Figure 5.2.) focusing on the functional development of white matter fiber 

tracts connecting cortical areas which are involved in detecting information 

about syntactic complexity. Given that an isolated semantics effect was only 
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present in one of our samples and given there are no imaging studies available 

so far which specifically address this topic, we do not consider the semantics 

domain. 
 

 
 
Figure 5.2. Development of white matter fiber tracts connecting syntax-selective cortical are-

as. (A) At 3 to 4 years of age, only short-distance connections within mid and posterior por-

tions of the left superior temporal cortex play a role for the processing of complex syntax 

(purple). (B) In 9- to 10-year-old children, the propagation of complex syntactic information 

depends on a left dorsal tract via the superior longitudinal fasciculus including the arcuate 

fasciculus (green) while a left ventral tract comprising the inferior fronto-occipital fasciculus 

supports subprocesses of the actual syntactic analysis (blue). In adults, it is exclusively the 

dorsal tract playing a functional role for complex syntax (green). 

 

The scheme we introduce, consists of two major parts representing two devel-

opmental phases. The first part illustrates the white matter connectivity in 3- to 

4-year-old children (A). The second part depicts the trajectory between 9- to 

10-year-old children and adults (B). 
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At 3 to 4 years of age, the processing of complex syntax is limited to mid and 

posterior portions of the left superior and middle temporal gyri and sulci. As 

there are no other syntax-selective areas, the information transfer depends 

solely on short-distance projections rather than on long-distance connections. 

  
In 9- to 10-year-old children, a completely different picture emerges. The in-

creased efficiency in processing syntactically complex sentences at this age 

goes along with an extended fronto-temporal connectivity. A dorsal pathway 

via the SLF/AF propagates syntactic information from the dorsal part of the left 

IFG into posterior parts of the STG and the MTG. A ventral pathway connect-

ing ventral portions of the left IFG with posterior parts of the STG and the MTG 

via the IFOF plays a supportive role for the transfer of syntactic information. 

This dual pathway pattern disappears in adults who show a very focused se-

lectivity for complex syntax in the dorsal IFG, i.e. the left pars opercularis, and 

the posterior portion of the left superior temporal gyrus. Accordingly, the pro-

cessing of complex syntax depends exclusively on the SLF/AF rather than on a 

ventral tract in adults. 
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Language comprehension crucially depends on the interplay of syntax and 

semantics. On the one hand, we have to detect the regularities underlying the 

architecture of a phrase. On the other hand, we have to relate the meanings of 

this construct to our world knowledge. So far, we do not know much about how 

the brain regions and their connections, forming the neurobiological basis of 
syntax and semantics, change their functional organization in the developing 

brain. In the present thesis, we reported 2 experiments shedding light on this 

problem. Using event-related functional magnetic resonance imaging (fMRI) in 

a cross-sectional design, we demonstrated that 3- and 4-year-old children, in 

contrast to adults, do not process complex syntax and semantics in independ-

ent brain regions. A functional specialization comparable to the mature adult 

brain is still not present at 6 and 7 years of age. It is only at the end of the 10th 

year of life that neural selectivity for syntax, similar to that of adults, starts to 

emerge in the left inferior frontal and the left superior temporal cortex. In a se-
cond study, we combined the fMRI measures with diffusion tensor imaging 
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(DTI) and behavioral measures in order to track the interplay of cortical con-
nectivity and the acquisition of syntax and semantics from 3 years of age into 
adulthood. We showed that in 3- to 4-year-old children the processing of both 
types of linguistic information is still limited to the temporal cortex and yet does 
not depend on long-distance fiber connections with the frontal cortex. An adult-
like syntax-specialization of a fronto-temporal dorsal tract, including the superi-
or longitudinal fasciculus (SLF) and the arcuate fasciculus (AF), is only estab-
lished at 9 to 10 years of age. We discussed our findings as a cascade of func-
tional neural interaction, segregation and shift processes marking the devel-
opmental trajectories of the relationship between language acquisition and 
brain maturation. 
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Summary 
 
 
 
Introduction 
 
The unique faculty of human beings to produce and to understand a language 

requires the mastery of very large and complex combinations of linguistic sub-

functions. Syntactic rules, determining how words can be grouped together to 

form a phrase, and lexical-semantic information, enabling the interpretation of 

the meaning of an utterance on the basis of our world knowledge, are central 

higher-order language representations. Although only a tight interplay of both 

functions guarantees language comprehension, recent functional magnetic 

resonance imaging (fMRI) studies demonstrated that they are processed in 

clearly segregated neural networks in the adult brain (Bookheimer, 2002; 

Newman et al., 2010; Friederici, 2011). Complex syntactic processing, on the 

one hand, is supported by the pars opercularis of the left inferior frontal gyrus 

(left IFGoper) (Friederici et al., 2006; Makuuchi et al., 2009; Newman et al., 

2010; Wilson et al., 2010) and its dorsal connection to the posterior portion of 

the left superior temporal gyrus (left pSTG) (Newman et al., 2010; Friederici, 

2011) via the superior longitudinal fasciculus (SLF) and the arcuate fasciculus 

(AF) (Wilson et al., 2011). Semantic processing rather depends on a ventral 

connection identified as the extreme capsule fiber system (ECFS) (Duffau et 

al., 2009), linking together the pars triangularis and the pars orbitalis of the left 

inferior frontal gyrus (left IFGtri and left IFGorb) (Newman et al., 2010) with the 

left middle and superior temporal gyrus (left MTG/STG) (Friederici, 2011). 

However, how this functional neural architecture establishes in the course of 

language acquisition and brain maturation, is not yet understood. The existing 

studies report an interaction of syntactic and semantic processes at the behav-

ioral level until the age of 9 to 10 years (Friederici, 1983) which is in line with 
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fMRI studies describing pronounced activation overlaps for both types of lin-

guistic information (Brauer and Friederici, 2007; Nunez et al., 2011). Addition-

ally, anatomical MRI studies suggest a late specialization of the syntax sup-

porting IFG (Amunts et al., 2003) as well as dorsal fronto-temporal white mat-

ter fiber tracts (Perani et al., 2011; Leroy et al., 2011; Brauer et al., 2011). 

Thus, the aim of the present dissertation was to elucidate the developmental 

changes in the functional organization of fronto-temporal cortical regions and 

their interconnecting white matter fiber tracts as a function of the acquisition of 

complex syntactic and semantic representations. 

 

Experiments 
 

The present thesis comprises 2 studies building upon each other, an fMRI 

study including 4 different age groups and a diffusion tensor imaging (DTI) 

study including 3 different age groups. 

 
In the first experiment, we used event-related fMRI in a cross-sectional design 

to investigate how hemodynamic activation patterns reflecting syntactic and 

semantic processes differ in children of 3 to 4 years of age, 6 to 7 years of age 

and 9 to 10 years of age as well as in adults. At the behavioral level, we em-

ployed a 2x2 design manipulating syntactic complexity, on the one hand, by 

contrasting canonical subject relative clauses ("Where is the [subject], who 

[verb] the [object]?") with more difficult non-canonical object relative clauses 

("Where is the [object], who the [subject] [verb]?") and manipulating semantic 

plausibility, on the other hand, by contrasting semantically plausible sentences 

(e.g. "the big wolf, who chases the small rabbit") with semantically implausible 

sentences (e.g. "the small rabbit, who chases the big wolf") based on world 

knowledge about natural sizes of animals, constraining the plausibility of cer-
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tain actions they perform. This paradigm was implemented in a child-friendly 

picture selection task. 

 
In the second experiment, we used global and local maxima of hemodynamic 

activation from the preceding fMRI experiment, related either to syntactic or 

semantic processing, as starting points for probabilistic fiber tracking in 3- to 4-

year-old and 9- to 10-year-old children as well as in adults. In order to further 

corroborate these findings by disentangling the specific and selective contribu-

tions of each of the identified white matter fiber tracts to the propagation of ei-

ther syntactic or semantic information, we assessed linear dependencies be-

tween behavioral measures and anatomical DTI measures. 

 

Results & Discussion 

 

Our investigations revealed that syntactic and semantic processes interact in 

the left mSTG/STS at 3 and 4 years of age suggesting that both functions are 

not represented in independent brain regions yet. Additionally, no domain-

specific selectivity could be detected in this age group when assessing candi-

date regions of interest along the perisylvian cortex. Taking our DTI results into 

account as well, we argue that at 3 and 4 years of age, the processing of com-

plex syntax and semantics occurs only within the left temporal cortex and does 

not yet depend on long-distance fiber tracts connecting the left temporal cortex 

with the left frontal cortex. Our probabilistic fiber tracking results show that a 

functionally relevant connection from the left mSTG/STS into the left IFG is not 

established yet. Further evidence for this observation comes from the infant 

literature (Perani et al., 2011; Leroy et al., 2011) and from a study on 7-year-

old children (Brauer et al., 2011). At the behavioral level, we observed that 

language comprehension is strongly bound to semantic cues at 3 to 4 years of 

age. This was indicated by the reaction time data 5 a significant main effect of 
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semantic implausibility driving a group x semantic implausibility interaction be-

tween groups 5 and was corroborated in a post-hoc interview where the chil-

dren reported a semantic task solving strategy. 

 
An interaction effect in the left mSTG/STS was still present at 6 and 7 years of 

age. However, the activation overlap decreased in the older children, making it 

possible to isolate a main effect of syntactic complexity in the left pSTG as well 

as a main effect of semantics in the left mSTG/STS which was accompanied 

by a significantly increased percent signal change for semantics versus syntax 

in this region of interest. Although the processing efficiency and speed in-

creased in 6- to 7-year-old children compared to 3- to 4-year-old children, the 

selectivity for complex syntactic and semantic processes was still not pro-

nounced and also limited to the left temporal cortex. However, this might be 

different with respect to more simple features from both domains which seem 

to induce frontal cortical activity, too (Schipke et al., 2011; Brauer et al., 2011). 

 
At 9 to 10 years of age, semantics-independent neural selectivity for complex 

syntax in the left inferior frontal and the left superior temporal cortex, similar to 

that of adults (Newman et al, 2010; Friederici, 2011) is established. The 9- to 

10-year-old children demonstrated a significant main effect of syntactic com-

plexity in the left IFGtri and also a main effect for semantic implausibility in the 

left anterior superior temporal gyrus and sulcus (aSTG/STS) (Vandenberghe et 

al., 2002; Rogalsky and Hickok, 2009) but no interaction effect. This finding is 

in line with event-related potentials (ERP) data demonstrating the emergence 

of a fronto-temporally distributed ELAN-P600-like component reflecting syntac-

tic processing from age 7 on (Hahne et al., 2004). We further specified this 

finding observing significantly higher percent signal change rates for complex 

syntax versus implausible semantics in the left IFGtri, the left IFGoper and the 

left pSTG at 9 and 10 years of age. The left IFGtri revealed the highest region-
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al selectivity and the only significant blood oxygen level dependency (BOLD) 

effect at the whole-brain level in 9- to 10-year-old children. Similar observa-

tions were also made in adults in different languages (Musso et al., 2003; Santi 

and Grodzinsky, 2007; Caplan et al., 2008; Kinno et al., 2008; Pallier et al., 

2011). However, our adult sample rather showed the highest regional selectivi-

ty for complex syntax and the only significant BOLD effect at the whole-brain 

level in the left IFGoper (Friederici et al., 2006; Makuuchi et al., 2009; Newman 

et al., 2010; Wilson et al., 2010). A recent fMRI study with 10- to 15-year-old 

children, reporting syntax-related hemodynamic cortical activity in the left 

IFGoper (Nunez et al., 2011) and a neuroanatomical study demonstrating that 

the leftward asymmetry of the IFGoper is only present at the age of 11 

(Amunts et al., 2003) suggest that an adult-like selectivity for complex syntax in 

the left IFGoper but not in the left IFGtri seems to establish during early puber-

ty. Given that adults performed most accurate (ceiling level) and fastest in the 

task given in our experiment, this dorsal selectivity shift within the left IFG 

seems to go hand in hand with a higher language processing efficiency. 

 
Both in the adults and the 9- to 10-year-old children we identified a dorsal long-

distance fiber tract running to the posterior part of the left STG and the left 

MTG via the left SLF and the left AF when seeding in the left IFGoper. Re-

markably, the fractional anisotropy values in this tract positively correlated with 

the mean response correctness rates related to syntactically complex sentenc-

es both in adults and 9- to 10-year-old children, although this seed was only 

derived from a local activation maximum in the child sample. Crucially, a ven-

tral tract via the left inferior fronto-occipital fasciculus (IFOF), which we isolated 

in 9- to 10-year-old children using a seed derived from the actual global maxi-

mum, did not reveal any correlations. This observation supports a previous DTI 

patient study showing that syntactic processing depends on dorsal rather than 

ventral language tracts (Wilson et al., 2011). Additionally, this finding provides 



142 |  S y n t a x  a n d  s e m a n t i c s  n e t w o r k s  i n  t h e  d e v e l o p i n g  b r a i n
 

further evidence for the proposed dorsal selectivity shift within the left IFG giv-

en that the left SLF/AF connects the left IFGoper with the left superior and 

middle temporal cortex. 

 
Even at age 9 and 10, children still seem to be more bound to semantic cues in 

the speech input than adults are. They might still automatically co-process se-

mantic features of an utterance although their syntax processing system is al-

ready highly developed. This view is in line with findings from the behavioral 

literature (Friederici, 1983), but has to be further concretized in future studies. 

Evidence for the involvement of the anterior portion of the left superior tem-

poral gyrus (left aSTG) in semantic processing, as seen in a BOLD main effect 

in 9- to 10-year-old children but not in adults, has been previously reported in 

the adult literature (Vandenberghe et al., 2002; Rogalsky and Hickok, 2009) 

and was supported by patient data (Reilly and Peelle, 2008). Probabilistic fiber 

tracking revealed a connection between this region and the orbitofrontal cortex 

via a ventral pathway including the uncinate fasciculus. The involvement of this 

tract in semantic processing has already been discussed in a recent study in 

adults (Duffau et al., 2009) but needs to be further investigated in future stud-

ies. 

 
Taken together, we see clear developmental differences both in the functional 

representations of syntax and semantics and in their structural underpinnings 

indicating a tight interplay between language acquisition and brain maturation. 
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Zusammenfassung 
 
 
 
Einleitung 
 
Die einzigartige Sprachfähigkeit des Menschen setzt die Beherrschung um-

fangreicher und komplexer linguistischer Subfunktionen voraus. Syntaktische 

Regeln, die festlegen wie Wörter zu Phrasen kombiniert werden können, und 

lexikalisch-semantische Informationen, die es uns vor dem Hintergrund unse-

res Weltwissens ermöglichen, die Bedeutung einer Aussage zu interpretieren, 

sind grundlegende höhere sprachliche Repräsentationen. Obwohl nur das en-

ge Zusammenspiel beider Funktionen Sprachverständnis sicherstellt, werden 

sie im erwachsenen Gehirn in klar voneinander abgegrenzten neuronalen 

Netzwerken verarbeitet, was unter Einsatz funktionaler Magnetresonanztomo-

grafie (fMRT) gezeigt werden konnte (Bookheimer, 2002; Newman et al., 2010; 

Friederici, 2011). Komplexe Syntax wird im pars opercularis des linken inferio-

ren frontalen gyrus (linker IFGoper) (Friederici et al., 2006; Makuuchi et al., 

2009; Newman et al., 2010; Wilson et al., 2010) und dem posterioren Anteil 

des linken superioren temporalen gyrus (linker pSTG) (Newman et al., 2010; 

Friederici, 2011) verarbeitet, die über den superioren longitudinalen fasciculus 

(SLF) und den fasciculus arcuatus (AF) dorsal miteinander verbunden sind 

(Wilson et al., 2011). Semantische Verarbeitung findet hingegen im pars trian-

gularis und im pars orbitalis des linken inferioren frontalen gyrus (linker IFGtri 

und linker IFGorb) (Newman et al., 2010) statt, die ventral über die capsula 

extrema (ECFS) (Duffau et al., 2009) mit dem linken mittleren und superioren 

temporalen gyrus (linker MTG/STG) verbunden sind (Friederici, 2011). Wenig 

ist bisher darüber bekannt, wie sich diese funktionale neuronale Architektur im 

Verlauf von Spracherwerb und Gehirnentwicklung ausbildet. In behavioralen 

Studien wird beschrieben, dass syntaktische und semantische Prozesse bis zu 
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einem Alter von 9 bis 10 Jahren miteinander interagieren (Friederici, 1983). 

Dieser Befund ist im Einklang mit fMRT Studien, in denen weitgehend 

überlappende Aktivierungen für beide Arten linguistischer Informationen 

berichtet werden (Brauer and Friederici, 2007; Nunez et al., 2011) und auch 

mit strukturellen MRT Studien, in denen gezeigt wurde, dass sich sowohl der 

IFG (Amunts et al., 2003) als auch dorsale frontotemporale Nervenfaserbündel 

spät auf die Syntaxverarbeitung spezialisieren (Perani et al., 2011; Leroy et al., 

2011, Brauer et al., 2011). Das Ziel der vorliegenden Arbeit war es also, einen 

Einblick darin zu gewinnen, wie sich die funktionale Organisation frontotempo-

raler Cortices und deren Faserverbindungen während des Erwerbs komplexer 

syntaktischer und semantischer Repräsentationen verändert. 

 

Experimente 
 

Die vorliegende Dissertationsschrift umfasst 2 aufeinander aufbauende Stu-

dien, eine fMRT Untersuchung mit 4 verschiedenen Altersgruppen und eine 

Diffusionstensorbildgebungsstudie (DTI) mit 3 verschiedenen Altersgruppen. 

 
Im ersten Experiment haben wir ereigniskorrelierte fMRT eingesetzt, um quer-

schnittlich zu untersuchen, wie sich hämodynamische Aktivierungsmuster für 

syntaktische und semantische Prozesse im Alter von 3 bis 4, 6 bis 7 und 9 bis 

10 Jahren sowie im Erwachsenenalter voneinander unterscheiden. Dafür ha-

ben wir ein 2x2 Experimentaldesign verwendet, bei dem wir zum einen die 

syntaktische Komplexität von Sätzen manipuliert haben, indem kanonische 

Subjektrelativsätze („Wo  ist der  [Subjekt], der den [Objekt]  [Verb]?“) schwieri-

geren nicht kanonischen Objektrelativsätzen („Wo  ist  der  [Objekt],  den  der 

[Subjekt]  [Verb]?“) gegenüber gestellt wurden und bei dem wir zum anderen 

die semantische Plausibilität von Sätzen auf der Grundlage von Weltwissen 

darüber, wie die natürliche Größe von Tieren die Plausibilität bestimmter 
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Handlungen bestimmt, manipuliert haben, indem plausible Sätze („der  große 

Wolf, der den kleinen Hasen jagt“) implausiblen Sätzen („der kleine Hase, der 

den  großen Wolf  jagt“) gegenübergestellt wurden. Dieses Paradigma haben 

wir in eine kindgerechte „Satz-Bild-Zuordnungs-aufgabe“ eingebettet.  

 
Im zweiten Experiment haben wir globale und lokale Maxima syntax- bzw. 

semantik-relevanter hämodynamischer Aktivität aus dem fMRT Experiment als 

Startpunkte für probabilistische Traktografie bei 3- bis 4-jährigen und 9- bis 10-

jährigen Kindern sowie bei Erwachsenen benutzt. Um diese Befunde dahinge-

hend zu untermauern, dass der spezifische und selektive Beitrag der jeweili-

gen Nervenfaserbündel zur Übertragung syntaktischer bzw. semantischer In-

formation ermittelt wird, haben wir außerdem Korrelationen zwischen den be-

havioralen und den anatomischen Maßen untersucht. 

 

Ergebnisse & Diskussion 
 

Unsere Untersuchungen haben ergeben, dass bei 3- bis 4-jährigen Kindern 

syntaktische und semantische Verarbeitungsvorgänge im linken MTG/STG 

miteinander inter-agieren, was darauf schließen lässt, dass beide Funktionen 

noch nicht in voneinander unabhängigen Hirnregionen repräsentiert sind. 

Zudem wiesen sprachrelevante peri-sylvische  „regions  of  interest“ keine 

domänenspezifische Selektivität auf. Unsere DTI Ergebnisse legen nahe, dass 

syntaktische und semantische Verarbeitung im Alter von 3 bis 4 Jahren auf 

den linken temporalen Cortex begrenzt und noch unabhängig von langen 

Faserverbindungen mit dem linken frontalen Cortex sind. Die Traktografie 

Daten zeigen, dass eine funktional relevante Verbindung zwischen dem linken 

MTG/STG und dem linken IFG noch nicht besteht. Weitere Indizien dafür 

finden sich in der Säuglingsliteratur (Perani et al., 2011; Leroy et al., 2011) und 

in einer Studie zu 7-jährigen Kindern (Brauer et al., 2011). Auf der 
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behavioralen Ebene ließ sich das anhand von Reaktionszeitdaten zeigen, da 

ein signifikanter Haupteffekt für semantische Implau-sibilität ermittelt wurde, 

der zu einer Interaktion zwischen Gruppe und semantischer Implausibilität 

führte. Zusätzlich gestützt wurde dieser Befund im Rahmen einer post hoc 

Befragung, aus der hervorging, dass bei 3- bis 4-jährigen Kinder eine 

semantische Strategie der Lösung der Aufgabe zugrunde lag. 

 
Ein Interaktionseffekt im linken mSTG/STS war im Alter von 6 bis 7 Jahren 

immernoch nachweisbar. Die Aktivierungen überlappten jedoch nicht mehr so 

stark in dieser Alters-gruppe, sodass es möglich war, sowohl einen Haupteffekt 

für syntaktische Komplexität im linken pSTG als auch einen Haupteffekt für 

Semantik im linken mSTG/STS zu iso-lieren. Im linken mSTG/STS haben wir 

darüber hinaus signifikant höhere Signalstärken bei semantischer gegenüber 

syntaktischer Verarbeitung beobachtet. Obwohl Verarbeit-ungseffektivität und -

geschwindigkeit im Alter von 6 und 7 Jahren höher waren als im Alter von 3 

und 4 Jahren, war die Selektivität für komplexe syntaktische und semantische 

Prozesse nur schwach ausgeprägt und begrenzt auf den linken tempo-ralen 

Cortex. Das muss allerdings nicht für weniger komplexe Eigenschaften aus 

beiden Domänen gelten, denen offenbar auch neuronale Aktivität im frontalen 

Cortex zu-grundeliegen (Schipke et al., 2011; Brauer et al., 2011). 

 
Erst im Alter von 9 bis 10 Jahren zeigt sich eine erwachsenenähnliche 

semantik-unabhängige neuronale Selektivität für komplexe Syntax im linken 

inferioren frontalen und im linken superioren temporalen Cortex (Newman et al, 

2010; Friederici, 2011). Bei den 9- und 10-jährigen Kindern haben wir sowohl 

einen signifikanten Haupteffekt für syntaktische Komplexität im linken IFGtri als 

auch einen Haupteffekt für semantische Implausibilität im anterioren Anteil des 

linken superioren temporalen gyrus und sulcus (Vandenberghe et al., 2002; 

Rogalsky and Hickok, 2009), aber keinen Interaktionseffekt ermittelt. Dieser 
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Befund ist vereinbar mit Daten von ereigniskorrelierten Potentialen (ERP), die 

zeigen, dass ab 7 Jahren frontotemporal verteilte ELAN-P600-ähnliche Kom-

ponenten bei der Syntaxverarbeitung nachweisbar sind. Wir konnten diese 

Beobachtung weiter stützen, da wir bei den 9- und 10-jährigen Kindern signifi-

kant höhere fMRT Signalstärken für syntaktische gegenüber semantischer 

Verarbeitung im linken IFGtri, IFGoper und pSTG bestimmt haben. Der linke 

IFGtri wies dabei die höchste regionale Selektivität und den einzigen globalen 

blood oxygen level dependency (BOLD) Effekt auf. Ähnliche Beobachtungen 

sind auch bei Erwachsenen gemacht worden (Musso et al., 2003; Santi and 

Grodzinsky, 2007; Caplan et al., 2008; Kinno et al., 2008; Pallier et al., 2011). 

In unserer Stichprobe mit Erwachsenen wies jedoch der linke IFGoper sowohl 

die höchste regionale Selektivität als auch den einzigen globalen BOLD Effekt 

auf (Friederici et al., 2006; Makuuchi et al., 2009; Newman et al., 2010; Wilson 

et al., 2010). Eine fMRT Studie mit 10- bis 15-jährigen Kindern, in der syntax-

bezogene hämodynamische kortikale Aktivität im linken IFGoper berichtet 

wurde (Nunez et al., 2011) sowie eine neuroanatomische Studie, in der nach-

gewiesen wurde, dass die linksgerichtete Asymmetrie des IFGoper erst im Al-

ter von 11 Jahren ausgeprägt ist, legen nahe, dass sich eine erwachsenenähn-

liche Selektivität für komplexe Syntax im linken IFGoper und nicht im linken 

IFGtri während der frühen Pubertät etabliert. Die Beobachtung, dass Erwach-

sene die in unserem Experiment zu lösende Aufgabe am besten und am 

schnellsten bearbeitet haben, ist ein Anhaltspunkt dafür, dass die dorsal ge-

richtete Selektivitätsverschiebung innerhalb des linken IFG Hand in Hand mit 

einer höheren Sprachverarbeitungseffizienz geht. 

 
Sowohl bei den Erwachsenen als auch bei den 9- bis 10-jährigen Kindern ha-

ben wir ein langes dorsales Nervenfaserbündel, den linken SLF und AF, identi-

fiziert, das vom linken IFGoper in den posterioren Anteil des linken STG und 

MTG führt. Bemerkenswerterweise waren die fraktionalen Anisotropiewerte in 
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diesem Trakt in beiden Altersgruppen mit dem prozentualen Anteil richtiger 

Antworten für syntaktisch komplexe Sätze korreliert, obwohl der „seed“ für die 

Kinder lediglich aus einem lokalen Aktivierungsmaximum gewonnen wurde. 

Ein ventraler Trakt hingegen, der linke inferiore fronto-occipitale fasciculus 

(IFOF), ausgehend von einem globalen Maximum im linken IFGtri, war nicht 

mit behavioralen Maßen korreliert. Diese Beobachtung stützt eine DTI Patien-

tenstudie, in der gezeigt wurde, dass syntaktische Verarbeitung in dorsalen 

und nicht in ventralen Nervenbahnen erfolgt (Wilson et al., 2011). Darüber hin-

aus liefert der Befund ein weiteres Indiz für die bereits beschriebene dorsal ge-

richtete Selektivitätsverschiebung innerhalb des linken IFG, da der linke 

SLF/AF den linken IFGoper mit dem linken superioren und mittleren tempora-

len Cortex verbindet. 

 
Sogar im Alter von 9 bis 10 Jahren scheinen Kinder immernoch stärker als Er-

wachsene an semantische Hinweisreize im sprachlichen Input gebunden zu 

sein und semantische Merkmale automatisch mitzuverarbeiten, obwohl ihr syn-

taktisches Verarbeitungssystem bereits hoch entwickelt ist, was auch die be-

haviorale Literatur nahelegt (Friederici, 1983). Diese Beobachtung muss in 

Folgestudien konkretisiert werden. Hinweise dafür, dass der anteriore Anteil 

des linken superioren temporalen gyrus (linker aSTG) an der semantischen 

Verarbeitung beteiligt ist, was wir anhand eines BOLD Haupteffekts bei den 9- 

bis 10-jährigen Kindern aber nicht bei den Erwachsenen gesehen haben, fin-

den sich in der Literatur zu erwachsenen Probanden (Vandenberghe et al., 

2002; Rogalsky and Hickok, 2009) einschließlich Patienten (Reilly and Peelle, 

2008). Unter Einsatz probabilistischer Traktografie haben wir eine ventrale 

Verbindung zwischen dem linken aSTG und dem frontalen orbitalen Cortex 

über den fasciculus uncinatus identifiziert. Die Beobachtung, dass dieser Trakt 

eine Rolle für die Verarbeitung semantischer Information spielt, ist bereits in 



 | 149 S y n t a x  a n d  s e m a n t i c s  n e t w o r k s  i n  t h e  d e v e l o p i n g  b r a i n
 

einer Erwachsenenstudie diskutiert worden (Duffau et al., 2009), bedarf jedoch 

weiterer Reproduktionen in Folgestudien. 

 
Insgesamt haben wir klare Entwicklungsunterschiede sowohl hinsichtlich der 

hirnfunktionalen Repräsentationen von Syntax und Semantik als auch hinsicht-

lich deren hirnstrukturellen Grundlagen festgestellt, die für einen engen Zu-

sammenhang zwischen Spracherwerb und Gehirnentwicklung sprechen. 
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