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Global existence and nonrelativistic limit for the
Vlasov-Maxwell-Chern-Simons system
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The Vlasov-Maxwell-Chern-Simons system is studied. Global existence of classical
solutions is proved, and then its nonrelativistic limit is investigated. When the speed
of light tends to infinity, it is proved that solutions of the Vlasov-Maxwell-Chern-
Simons system converge to solutions of the Vlasov-Yukawa system in a suitable
sense. © 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4759129]

. INTRODUCTION

As one of the simplest gauge theories, one can consider Maxwell’s theory of electromagnetism.
This theory can describe many electromagnetic phenomena very precisely, but a different type
of gauge theory can also be used when electromagnetic phenomena are confined to a three (one
temporal and two spatial) dimensional spacetime. The Chern-Simons theory® is a gauge theory which
is available in three-dimensional spacetime. This theory can describe many interesting phenomena
such as the quantum Hall effect®>?° and high-7, superconductivity.””> The most interesting aspect
of the Chern-Simons theory is that it provides mass for the gauge field without breaking the gauge
symmetry. Hence, when it comes to three-dimensional cases, one may hope to find many interesting
properties intrinsic to its dimensionality by considering the Chern-Simons theory in place of the
Maxwell theory. A lot of mathematical works for the Chern-Simons theory>* 41825 have been
found for last many years, and for more information we refer to Ref. 7.

In this paper, a system of partial differential equations which can describe an interaction
between the Maxwell-Chern-Simons electromagnetic fields and the Vlasov matter is studied. The
corresponding system of equations without the Chern-Simons term is known as the Vlasov-Maxwell
system, and this system of equations has been studied for many years. There are many references
(for instance, see Ref. 8 and the references therein), and the global existence problem has been
fully analysed in lower dimensions.’~!*> By considering the Chern-Simons term additionally to the
Vlasov-Maxwell system, we will find that an interesting property of the Chern-Simons theory applies
to a kinetic model. The mass generation property will be considered through the nonrelativistic limit
problem in Sec. IV. Concerning this problem, some remarks will be given in Sec. T A.

The Lagrangian for the Maxwell-Chern-Simons electrodynamics is given as follows:

1
L=—1FuF" + ge’“’pAﬂavAp — J A", (L.1)

where all the indices run from 0 to 2, and €*? is the skew symmetric tensor with €°'?> = 1. The
three terms above correspond to the Maxwell term, the Chern-Simons term, and an interaction with
matter coupled, respectively. The coupling constant « will be assumed to be unity, and J, is an
electric current, which will be given by the Vlasov matter in this paper. Equations of fields for (1.1)
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are given as follows:
1
3, F™ + Ee”“ﬂFaﬂ =J".

To get equations for electromagnetic fields E € R? and B € R!, we write B = F, and E; = Fy; for
j =1, 2, and consequently Egs. (1.3)—(1.5) together with the Bianchi identity (1.6) are obtained. On
the other hand, for given electromagnetic fields the Vlasov equation can be written by (1.2) as in the
two-dimensional Vlasov-Maxwell case.'”!? A system of equations is now obtained:

O f+0-Vof +(E\+c '02B, Ey —c'0/B) -V, f =0, (1.2)
3, E1 +8,E, — B =p, (1.3)

c 'O E —0,B+E,=—c"ji, (1.4)

'O Ey+ 0, B—E =—c'j, (1.5)
c'9B=0,E —d,E,. (1.6)

The electric current has been written in the usual notation p = J and j; = J' for i = 1, 2, which are
called the charge and current densities, respectively. The charge and current densities p and j are
then induced from the distribution function fin the following ways:

,0:471/ f)dv, ji=4n/ 0; f(v)dv. (L.7)
R2 R2

Note that since fis a function of t > 0, x € R2?, and v € R2, p and j, like the field components E and
B, are functions of 7 and x. In the above equations ¥ denotes a relativistic velocity corresponding to
a momentum v:

v

J1+ v/t
In this paper, we will study the system of Egs. (1.2)—(1.7), and let us call this system of equations
the Vlasov-Maxwell-Chern-Simons (VMCS) system.

U=

A. Some remarks

In this part, we briefly review the equations of the fields (1.3)—(1.6). When p and j are given,
Egs. (1.3)—(1.6) constitute an inhomogeneous linear system of equations, hence explicit formulae
of solutions can be obtained. We first take summation of ¢ derivative of (1.4) multiplied by ¢ ~! and
X, derivative of (1.6), and then subtract Eq. (1.5) and x; derivative of (1.3) from it. Then we obtain
a Klein-Gordon type equation for E| field:

¢2E; — AE| + E; = —3,,p — ¢ 23 j1 + ¢ o (1.8)
By similar calculations, we obtain Klein-Gordon type equations for E, and B fields:

¢ Ey — AEy 4+ Ey = —0y,0 — ¢ 70 jo — ¢ ji, (1.9)

¢ 2B —~AB+B=—c"9,ji+c o, —p. (1.10)

In other words, the VMCS system can be considered as a system of the Vlasov equation and Klein-
Gordon type equations. We can find some references on these types of equations,'”-!*-20 but there
were three-dimensional cases considered. Unlike three-dimensional cases, the fundamental solution
of the two-dimensional Klein-Gordon equation is much similar to that of the linear wave equation.
The fundamental solution of the Klein-Gordon equation has the following form:

1 cos+/c?t? — |x|?
~— ——F—— XB,(x)-
27TC /cztz — |x|2 X ((x)

(1.11)
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On the other hand, as for the Vlasov equation the most well-known equation is the Vlasov-
Maxwell (VM) system. The Maxwell equations in the VM system are written as linear wave equations
instead of (1.8)—(1.10):

¢2E — AE = —V,p —c %9, ], (1.12)

¢ 2B — AB = —c '8, j1 +c oy, (1.13)

and it is well-known that the fundamental solution of two-dimensional wave equation has the
following form:

1 1

27‘[C \/mXBm(x). (114)
By comparing (1.11) with (1.14) with the fact that the additional inhomogeneous terms in
(1.8)—(1.10), which do not appear in (1.12) and (1.13), have no derivatives, we can expect that
behaviors of solutions to the VMCS system are similar to those of the two-dimensional VM system.
The similarity between (1.11) and (1.14) helps to prove global existence of solutions to the
VMCS system by applying some known results on the VM system. However, we will see that the
VMCS system behaves in a different way when the speed of light ¢ tends to infinity, hence its
nonrelativistic limit problem will be considerably nontrivial. On a formal level, it can be observed

that Egs. (1.8)—(1.10) converge to the following Yukawa type equations in nonrelativistic limit:

—AE+E=-V.,p, —AB+B=—p,
while Egs. (1.12) and (1.13) converge to the following Poisson equations:
—AE =-V,p, —AB=0.

We can see that solutions of the former equations have fast decaying properties due to the Chern-
Simons term. Moreover, the magnetic field does not disappear in nonrelativistic limit, but it plays a
role as a potential of the electric field, i.e., E = V,B. This is the main difference between the VMCS
and the VM cases, and detailed proof for this interesting property will be given in Sec. IV.

B. Notations and preliminaries
1. Notations

In the VMCS system (1.2)—(1.7), mass and charge of particles are assumed to be unity, while
the speed of light c is not, because the constant ¢ will be used as a parameter in nonrelativistic
limit of the VMCS system in Sec. IV. Without loss of generality, we assume that ¢ > 1. Generic
positive constants are denoted by D, which may vary line to line. Similarly, C(f) denotes a continuous
nondecreasing function, which may also vary from line to line.

A function g = g(¢, y) is said to be g = h + O(e) on a time interval [, if g satisfies

lg(t, y) — h(t, y)| < De,

forany ¢ € Iand y € R? (or y € R? x R?). Here the constant D does not depend on &.
In two-dimensional cases, the Lorentz force is written as in (1.2). For simplicity, a two-
dimensional vector field FF = F(t, x, v) will denote the Lorentz force in some places.

F=(E,+c '%B, E, —c '0,B).

2. Preliminaries

In this part, we collect some theorems and formulae without proofs. The proofs can be found in
references quoted below.
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As for the Vlasov equation (1.2), we can define characteristic curves:

0, X(s;t,x,v) = V(s;t,x,0)/v/ 1+ |V(s)|?/c2, X(t;t,x,v) = x,
s V(s;t,x,v) = F(s, X(s), V(s)), V(:t,x,v)=mv,

(1.15)

where X(s) and V(s) denote X(s;¢,x,v) and V(s;t, x, v), respectively. Along the characteristic
curves, the Vlasov equation is written as follows:

o £65. X652, visn] =0,
which implies that

ft,x,v) = f(0,X(0), V(0)) and f(z,x,v) <[ fO)lLg,-

Throughout the paper, it will be assumed that initial data f{0) is nonnegative and has compact support
both in x and v, say {|x|, |[v] < R} for some R. If (f, E, B) is a classical solution to the VMCS system,
then the characteristic curves are well defined and have a unique classical solution. Moreover, the
following quantity is also well defined:

P(t) = sup{|v| : f(s,x,v)#0,s €[0,1],x € R?, v e R?},
which is a nondecreasing continuous function, and we obtain the following properties:
ft,x,v)=0, if |x|>=R+tP(t) or |v]=> P().

In other words, f(¢) for each ¢ has compact support both in x and v. This property will be repeatedly
used throughout the paper. We refer to Refs. 8,12, 13, and 21, and the references therein for detailed
discussions on the Vlasov equation.

We will show that solutions to the VMCS system converge to solutions to the Vlasov-Yukawa
(VY) system, where force is given by the Yukawa potential:

F=V¢p, —Ap+¢=—p,

where p is a charge density given by the Vlasov equation. The VY system has been recently studied
in Refs. 2,15, and 16, and its two-dimensional case in Ref. 5. In the present paper, we have to deal
with the Yukawa type equation, so we need some preliminaries. In two dimensions, the Yukawa
equation above has the following fundamental solution:

1
—K
T o(lx),

where K is the modified Bessel function of the second kind of order zero. We refer to Ref. 24 for
various theorems and formulae concerning the Bessel functions. In this paper, we need the following
properties of the modified Bessel functions of the second kind.

The following properties are found in Ref. 1 (see p. 375 and p. 378, Chapter 9). When n is fixed
and z — 0, we have

Ko(z) ~ —logz, K,(z)~ F(Zn) <§> for n >0, (1.16)

where I" is the gamma function, which is defined as I'(n) = (n — 1)! for integer n > 0. On the other
hand, when n is fixed, |z| is large, and p = 4n?, we have

T ol D=9 (= D=9 =25)
Kn(@) \/2;6 <1+ 82 T 2182 31(82)° + )

for |arg z| < %n. In this paper, we encounter only n = 0, 1 cases with real numbers z > 0. Then, in
the above expansion, the remainder after k terms does not exceed absolute value of the (k + 1)th
term for k > 1 (see p. 378, Chapter 9 of Ref. 1). In other words, the above expansion can be written
as

K, (z) ~ \/Zzzez (1+0@™h) for z>> 1. (1.17)
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With the asymptotic behaviors near the origin (1.16) and at infinity (1.17), we obtain the following
lemma.

Lemma 1.1: Let g be a continuous function with compact support {x € R?: |x| < R}, and
consider the following quantity:

G(x) = /N Ku(lx —yDg(y)dy for n=0,1.
Then, G satisfies |G(x)| < De~ 2| for some positive constant D.

Proof: Note that K, and K| are integrable on R? thanks to (1.16) and (1.17). Hence, it is easy to
show that |G(x)| < D||gllL~ for some D. When x is large, say |x| > 2R, K,, satisfies

Ku(lx — y]) < De MR < pe=3hl,

Since g is also integrable, we obtain the desired result. O

The following formula, which is called Basset’s integral, will be crucially used to obtain
nonrelativistic limit of the VMCS system. Detailed discussions on Basset’s integral are found in
Ref. 24 (see p. 172, Chapter 6):

K,(mx) =

r (n + %) 2m)" /"o cos(xu)
0

T (1) m? + w2y+172 ¢

which is valid for R(n + %) >0,x>0,and |argm| < %rr. In this paper, we only consider n = 0, 1
cases withm = 1:

Ko(x) * cos(xu) (1.18)
= ———du, .
0 0 1+u?
and
1 * cos(xu)

We also need a different form of (1.18). In order to derive it, we need the following properties, which
are found in Ref. 24 (see p. 79, Chapter 3):

d " n m_n—m d
<%) [x Kn(x)] =(—D)"x""K,_u(x) and EKO(X) = K (x).

In this paper, we use only n = m = 1 case in the formula above left:

d d
E[xKl(x)]z—xKo(x) and = Ko(x) = —Ki(x). (1.20)

We now use the above formulae (1.18)—(1.20) to obtain the following lemma.

Lemma 1.2: The modified Bessel function of the second kind of order zero can be written as

K )_/"0 u sin(xu)
o(x) = \ ISR u.

Proof: This is a direct consequence of the formula (1.19) with the left one in (1.20):
d d © cos(xu) ® usin(xu)
xKo(x) b 1(x) T |: T u] T u
and this completes the proof. m|

Remark 1.1: In most estimations, we take absolute values on integrals considered. If we simply
take the absolute value on (1.18), we encounter an integration which does not converge, i.e.,
integration of ﬁ However, this problem is overcome by the above lemma. When we use the
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formula for Ky given in the above lemma instead of (1.18), we get an integration of W, which
does converge. This lemma will be crucially used in estimations of the magnetic field of the VMCS
system.

Lemma 1.3: Let g be a C? function with compact support {x € R? : |x| < R}, and consider the
Yukawa equation:

—Ap+¢p=g.

Then, ¢ satisfies [VI¢p(x)| < De 21! for multi-indices || < 3 and some positive constant D.

Proof: The proof is a direct consequence of Lemma 1.1 with the second formula of (1.20). We
first note that ¢ is written as

1
b= 5 / Kolx — yDg () dy.
T R2

Since g is twice continuously differentiable, we have for || = 3:

1 (xi — 1)
0;0;0kp(x) = —5= | Ki(lx —y)———09;08(y)dy,
27 Jgre lx — ¥l
where we used (1.20), and Lemma 1.1 gives the desired result. The other cases, |«| < 3, are also
clear, and this completes the proof. O

3. Organization of the paper

This paper is organized as follows. We first derive representations of the fields in Sec. II. This
representation formulae will be used throughout this paper. With these formulae we obtain global
existence of classical solutions to the VMCS system in Sec. III. Due to the similarity between (1.11)
and (1.14), the argument of global existence is much similar to that of Refs. 12 and 13, where global
existence of the VM system was proved in two dimensions. In Sec. IV, we study nonrelativistic limit
of the VMCS system. In Ref. 21, it was proved that the two-dimensional VM system converges to the
two-dimensional Vlasov-Poisson system. We apply a part of the argument of Ref. 21 to the VMCS
system, then we will see that the VMCS system converges to a different type of Vlasov equation,
rather than the VP system, which is called the Vlasov-Yukawa system.

Il. REPRESENTATIONS OF THE FIELDS

In this section, we apply the main idea of Ref. 9 to the VMCS case in order to obtain represen-
tations of the fields. The usual ¢ and x derivatives are decomposed into linear combinations of two
types of differential operators S and T:

S=8+9-V, and Ty = By, — ¢ &), k=1,2,

1
VI-[EP
where a two-dimensional vector £ is defined by

y—x
T 1)’

£

We follow the calculations of Refs. 12, 13, and 21, where the representations of the Maxwell fields
were recovered to the case of arbitrary ¢ in Ref. 21, and we obtain the following lemma.

Lemma 2.1: Suppose that (f, E, B) is a continuously differentiable solution of the VMCS system
(1.2)—(1.7), where f has compact support in x and v for each t. Then, they are represented as follows:

Ex=Ef +E +EP +ES+ET+EY, k=1,2,

B =B +B" + B"” 4+ BS+ BT + BY,
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which are defined by

s _ Ccos Cz(f—f)2—|x—y|2 ' [M}
Ey _/// C\/CZ(I—T)2—|x—y|2 (Ff)T,y,v)-V, =T dvdydr,

2t —1)? —|x —y? —2(c* — [D1*)(ck + D)
ET=/// cos+/c2(t — 1) lx — y] . < >ddd,
k At — A — 12— |x —y|2f(r ¥ v) (1+c'9-£)? arar

=0 P,
ENZ///COS\/C( 2 y.v)dvdydr,
! e Q) dvdyde

2 2 3
ENZ///COS‘/CU_T)_'X_“ 20, f)(r. y, v) dvdydr,
i \/Cz(t_f)2—|x_y|2 ( Ulf)(fyv) vdydrt

s cos+/c2(t — )2 — |x — y|? . [2(5162—52@1)}d dvd
b _/// N TR T IS A IS rr=raral R

Ht—1)P —|x—y? 2(&1D, — &01)(c* — [D]%)
BT:/// cos+/c2(t —1)* — |x — y| . ( )ddd,
At — )/t — 1) — |x —y|2f(r > v) (I4+c19-8)? rarar

M-t -k -y
o [T v
\/CZ(I—T)2—|x_y|2 (=2¢f )z, y,v)dvdydt

where all the integration domains are {(t,y,v) € [0,1] x R? x R?: |x —y| < c(t — 1)}, and F
denotes

F=(E,+c¢ '"9%B,E, — ¢ '0,B).

The other terms E,f and BF depend only on initial data of E and B, while EkT‘ s E,(TZ, BT, and B™
depend only on initial data of f. They are defined by

- 1 cos/c2t? — |x — y|? 0 cos/c2t? — |x — y|? i
Ep =5— % EO, y)dy+ — E 0, y)dy| .
2me Vet —|x —y|? ot yI? i

c2t? — |x —

- 1 cos/c2t? —|x — y|? 9 cos+/c2t2 — |x — y|? i
Bf = L X B, yydy + 2 I B0, yyay | ).
2mc 2?2 —|x —yl? ot 2?2 —|x —yl? )

where the integration domains are {y : |x — y| < ct}, and

) bty 4 12 2¢7E £(0, y,
ElTl :// ¢ CEQUQ‘I‘UI COS\/CZ(I_T)z_ |x_y|2 M dydv’

@ —t)(1+c71g-9) VI=ER |,

>

>

~ ) D10 2 _1 O’ 9
E‘IT2 :// Cé]U2+U]U2 CcoS CZ(t_T)2_|x_y|2 M dydv’

At — 1)1+ c & - D) VI-ER |

>

~ ) 0] ) 2 _l O’ 9
El = // 201 + 010 cos /2 — 1) — [x — yP? 2c 670, y,v) dy dv,
At — 1)1 +c1E - D) L—&2 | _,
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B P ) 02 27! 0,y,
E2TZ _ // c c& 0y + 2 )COS\/CZ(I _ T)Z —|x — y|2 M dydv,

At—t)(l+c&-D VI-ER |

< Dy + ¢ &0 2¢7'€ £(0, y, )
Bh :// 2 cos /2t —t)2 — |x —y? — =L 2 dydy
_ —1g . p ’
c(t — o)1 +c1E - D) VI=EPR |,

5 —0 —cLE 1D 2c7'6, £(0, y, v)
g [[ b tan T YL T0] R
C(t_t)(l_kcqs_ﬁ)cos\k( T2 =[x — | e | ydv

where all the integration domains are {y : |x — y| < ct} x R2.

Proof: The calculations are almost same as in Refs. 12 and 21, so we only present a sketch of it.
We first note that £ F and BT are apparently the homogeneous parts of the solutions. In order to use
the fundamental solution (1.11), we multiply Eqgs. (1.8)—(1.10) by ¢?, and then obtain the formula
for the fields. For instance, the B field is written as follows:

. 1 ! cos+/c2(t — )2 — |x — y|? . )
B =B+ —/ / v Y (cdy jo — €y, j1 — )T, y)dydT.
2e Jo Jioyizea—ny Rt — )2 — |x — y?

We remind that the charge density p is defined by (1.7), and then the BY term appears from the
last term, — ¢? p, in the above integral. All the other terms come out from cdy, j» — ¢dy, j1 when we
decompose the partial derivatives into linear combinations of S and 7. More explicitly, time, and
spatial derivatives are decomposed as follows:

b=t (s VT ERG- 1),

1+cle-D
0, = ;(c“slw [P + e 'e0)T) — ¢ '60.T), @.1)
ol 4cetlED
0y, = ;(c*‘szs +VT= 6P + "o T — et ).
o1+ clED

Note that since Sf = —F -V, f = =V, - (Ff), we can use integration by parts with respect to v.
However, there is no v variable inside the cosine function, so the integration by parts with respect to
v does not affect the cosine function, and then we obtain E ,f and BS terms.

As for the T terms, we note that

(—c7'61,1,0) (=c'8,0,1)

V1=IE2 NITE

for any differentiable function g. Hence, we can take integration by parts with respect to (7, y). By
integration by parts on the domain {(z, y) € [0, ] x R? : |x — y| < ¢(t — 1)}, we obtain B together
with two kinds of boundary terms; one from the boundary {|x — y| = ¢(tf — )} and the other one
from the other boundary {r = 0}. Then, we obtain B7' and B”> from the second boundary term. We
can see that the first boundary term vanishes by the same argument as in Ref. 21, because the cosine
function, which is the only difference of (1.11) from (1.14), satisfies the following calculation:

Tig(t,y) = Vry- [ g(z, y):| o Thg(r,y)=Viy- |: g(z, y)} 2.2)

Ve [cos Ve = o =[x =] (=61, 1,0)

JEC— 1 —x =y JU—tR—x— P
-0, 2.3)

2 - —
=—sinJc2<r—r>2—|x—y|2<‘C1&1 Ll = >
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and similarly the cosine function does not play a role in the calculation for 7, term. After lengthy
calculations we then obtain the desired representation formulae for E and B. O

Remark 2.1: The representations for E and B fields in Lemma 2.1 are almost same with the
results of Refs. 12 and 21 in the Maxwell cases (see Appendix A of Ref. 21 for arbitrary c cases).
Note that we have only two different points from the results of Refs. 12 and 21. The first one is
that cosine functions appear in the integrals of the representations. This is due to the fundamental
solution (1.11) for the Klein-Gordon equation. However, the cosine functions are clearly bounded
and do not make serious problems thanks to (2.3). The second point of difference is that we have
additional inhomogeneous terms, from which EN and BN are obtained. However; these additional
terms do not have derivatives, hence which can be controlled by suitable estimations in Secs. Il and
IV.

lll. EXISTENCE OF CLASSICAL SOLUTIONS

In this section, we show that classical solutions to the VMCS system exist globally in time.
Global existence of solutions for the two-dimensional VM case was proved in Refs. 12 and 13.
Basically the same arguments are applied to the VMCS case to obtain global existence of solutions.
In this section, the speed of light will be assumed to be unity. We denote nondecreasing functions
by C(f), which may vary line to line.

We first prove that if there exists a nondecreasing function C(¢) such that the momentum support
of fis bounded by C(¢), then the fields can be controlled.

Lemma 3.1: Let (f, E, B) be a continuously differentiable solution of the VMCS system
(1.2)—(1.7), where f has compact support in x and v for each t. Suppose that initial data are
finite, i.e.,

IV¢ . fOlz, + IVEEO) 2 + IVEBO) . <00 for |al <1 and |B| <2,
and there exists a nondecreasing function C(t) such that
ft,x,v)=0 for |v|]=> C().

Then, we have the following estimations:

sp {IE@ s + 1Bl = o,

0<t<t

and

sup {IV:E@luz: + IV B@ux | < C(r><1+1n* (r sup ||vx,uf<r>||L;ou)>,

o<t<t O<t=<t
where the function In * is defined by
In*(x) = max{0, In(x)} for x > 0.

Proof: The lemma is proved by following the calculations of Ref. 12 and using the representations
given in Lemma 2.1. We consider the BY term in Lemma 2.1:

_ 2 _ 2
BY| = ‘ /] “’%(i T;)_ |x"‘_ y|f' Qf)e v, v)dvdydr

1
< C(t dvdydr,
- ()///|U<C(r)\/(t—r)2—|x—)’|2 e
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since f (¢, x, v) = 0 for |[v| > C(¢). We proceed the estimation as follows:

1
sM=co [f[ dvdyds
pl=co v/t — )2 =[x — y2
t 1
< / / dy dt
0 Jp—ylzr— /(t — T)F — |x — y|?

t
§C(t)/ t—tdrt
0

<Cw®).

Then, E} and E terms are similarly estimated. The other terms are estimated by the same calcu-
lations as in Ref. 12 because the cosine functions are bounded as

‘cos\/(t -2 —|x—y]?| <1,

and we obtain the first estimation for £ and B.

In order to obtain the second estimation for V,E and VB, we should take x derivatives on the
representations in Lemma 2.1. We first consider BY term:

cos\/(t—r)z—lx—ﬂ2
= (=20, f)(z,y,v)dvdydt
/// V=12 —|x—y?

cos/(t — 12 — |x —y[> —2&
= S dvdyd
/// i 1FE-0 O

—1)2 — y|?
e {(i S (— 20+ i Tif 42601 f ) dvdy e

BNS BNT

where we used (2.1) for the x derivative. Then, BYS and B are estimated separately:

|BNS| = /// COS\/(I_T)Z_IX_WV [ —2 ]Ffdvd dt
- Je—or—x—y? L1+&-d Y

1 &
C V. dvdydr,
< (l)///\/(t—r)z—lx—yP [ A]’f vdydrt

14+&-0
where we used the first estimation of the lemma for F. Since f(¢, x, v) = 0 for |v| > C(¢), we can
proceed the estimation as follows:

1
|BNS| EC(t)/// dvdydrt
e (t — 12 — [x — y?

t
1
< C(t)/ / dydrt
0 J—yiz—r /(T — T2 — |x — y|?

< C(t).
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As for the BN term, we use (2.2) and (2.3) to take integration by parts:

_ 2 _ 2
BNTi =/// cos /(¢ ~ 7) =l (—2(1+$2132)T1f> dvdydt

(t—o)(1+§-0)

_ [P —lx—yP i (~£1.1,0)
= /// t—)(A+E&-D) (=2(1 + &02))V(,y) - [W]‘} dvdydr

= (boundary terms)

cos/(t —7)F — |x — y[? —2(1 + &)
/ff NS (—&1,1,0) - Vir [m}fdvdydr,

A

where the boundaries are [x — y| =t — t and 7 = 0. The second boundary term is easily estimated
because f depends only on initial data. On the first boundary, the integrand becomes singular, but
which can be estimated by the same argument as in Ref. 12, for instance (2.10) at p. 337 of Ref. 12.
The A term in the integral above is estimated by a direct calculation as follows:

|A] < C(t)(t —7)2 for |v] < C().

Hence, we obtain

f
IBNHISCV)//]Q dvdydz
t — Yt —1)2 = |x — |2
! 1
< C(;)/ f dydt
0 Jiv—ylzi—r (t — TVt — 7)2 — |x — y|?

< C(t)/ dt
0

<Cw.
By similar calculations, the BN term is also estimated as |[B¥>| < C(¢). For the other terms, i.e.,
d,,BY +9, BT +9, B2 +9, BS+0, B,

we can use the same argument as in Ref. 12 thanks to (2.3) and boundedness of the cosine functions.
Hence, the calculations turn out to be much similar to those in Ref. 12, and we obtain the following
inequality:

t
|9, Bl < C(1) <1 + In* <t sup ”vx,vf(t)”L;?L> +/ IVxE(@)llLee + Ve B(D)l df) .
0

O<tr<t

By the same way, d,, B and V,E terms are similarly estimated, and we obtain a Gronwall type
inequality. The proof of the lemma is completed by Gronwall’s lemma. m|

We then estimate V., f(¢), and obtain the following lemma.

Lemma 3.2: Let (f, E, B) be a continuously differentiable solution of the VMCS system
(1.2)-(1.7), where f has compact support for each t. Suppose that initial data are finite, i.e.,

IVE, f Ol + IVEEO) e + IV BO)llx <00 for |a| <1 and |B] <2,
and there exists a nondecreasing function C(t) such that
ft,x,v)=0 for |v|=>C().
Then, we have the following estimations:

Ve SOl IV EONLe + IV BODlle = C@)  for o] < 1.
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Proof: Note that the Vlasov equation (1.2) and the time evolution equation for the magnetic
field (1.6) are the same ones as in the VM case. Hence, d,f and 9,B are similarly estimated. On the
other hand, the time derivative of E should be estimated as

19: E@llee < IVxBOllLe + IEDlLe + 17Ol = C0),

where we used (1.4) and (1.5), and this completes the proof. O

A well-known iteration scheme is applied to get an existence theorem under the initial conditions
given in Lemma 3.2 with the assumption of existence of a nondecreasing function C(f). The Oth
iteration functions are defined as initial data. If the m — 1)th iteration functions are given, then we
get the mth iteration function ™ from the following linear Vlasov equation:

atf(m) +9- fo(m) + Fm=0 va(m) =0.

From £, we obtain p™ and j* by (1.7), and again from p™ and j*, we obtain E® and B™ by
solving linear inhomogeneous Klein-Gordon equations:

OPE™ — AE™ + E™ = =V, p" — 3, j™ + (i, = j{"),
afB(m) - AB(m) + B(m) = 8x1j§m) - xzjl(m) - p(m)’

and this completes the iteration scheme. Lemma 3.2 is well applied to each iteration step, and its
convergence to a continuously differentiable function is then proved (see Ref. 8 for details). We
obtain the following conditional existence theorem.

Proposition 3.1: Suppose that initial data of the VMCS system satisfy the following conditions:

1. £(0) = f(0, x, v) is nonnegative, compactly supported, and C".
2. E(0) = E(0, x) and B(0) = B(0, x) are C? and satisfy

01, E1(0) + 0, E2(0) — B(0) = 4 / £(0, v)dv.
3. The following quantities are bounded:

IV, F Oz, + IVEEO) L + IVEBO)l| e <00 for |a|l <1 and |B| <2.

If there exists a nondecreasing function C(t) such that
ft,x,v)=0 for |v|=C(@), 3.1

then there exists a unique C' solution to the VMCS system.

A. Global existence

Proposition 3.1 shows that a solution exists when a nondecreasing function C(#) satisfying (3.1)
exists. In this part, we show that such a nondecreasing function exists on [0, co), hence global
existence is obtained. We first state a lemma for the energy identity.

Lemma 3.3: Let (f, E, B) be the solution given in Proposition 3.1. Then the following energy
identity holds:

3, (471 f V1+ v2fdv+ %|E|2 + %B2) +V, - <4n / vf dv + B(Es, —E1)> =0.
Proof. We first multiply m to the Vlasov equation (1.2),

J1+ 0P x (a,f+ﬁ-vxf+F-vvf=0)

= o [VI+pPs] 4oV [VIHREF]+F v [VIFREf] - Fraf =0,
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and then integrate it over v € R?,

8;/\/1+|U|2fdv+VX~/vfdv—/F-ﬁfdv:0.

The last term is calculated as follows:

—47T/F'ﬁfdl)=—47T/E~ﬁfdl}=—E'j=—E]j|—E2j2
= E1<3[E1 — 0y, B+ Ez) + Ez(f)th + 0, B — E1)

1
Eth|15|2 — E18,,B + E»d,, B

1
SHIEP +V, - |(E2B. —E(B)| = B(0,, E2 = 8, E1)

1 2 1 2
= SUIEP + S0,B> +V, [(EzB,—ElB)].

Therefore, we obtain the energy identity:

1 1
a; <47T/\/ 1+ |U|2de + §|E|2 + §B2> =+ Vx . <4JT / dev + B(Ez, —E1)> =0. O

The above lemma shows that the energy identity is identical to the VM case.'> Under suitable
initial conditions, the energy identity can be integrated over x € R?: since X = 9 and |9| < 1, it is
easy to see that f(z, x,v) = 0if |x| > C + ¢ for some constant C. Hence, we obtain a well-known
identity for total energy:

1
4n//\/l+|v|2fdvdx+§/|E|2+Bzdx:const.

The fact that the energy identities for the VMCS and the VM cases are same is basically due to
the symmetry property of (1.1). In other words, the symmetry of the Maxwell case still holds in
the Maxwell-Chern-Simons case. On the other hand, since each field component satisfies the Klein-
Gordon equation, we can compare the above energy identity with that of the Vlasov-Klein-Gordon
case.!” The energy identity for the Vlasov-Klein-Gordon system is as follows:

1
//\/1 +|v|2fdvdx+§/|8tu|2+|qu|2+|u|2dx+/pudx:const.,

where u is the scalar Klein-Gordon field, which does not need to be nonnegative, hence which makes
a difficulty in controlling the third integral above. This problem does not appear in the VMCS case
due to its symmetry.

Since the energy identity for the VMCS system is identical to that for the VM system, all the
arguments from the VM case, which are based on the energy identity, can be applied to the VMCS
case. For instance, Lemma 1 of Ref. 13 still holds in the VMCS case. Hence, we follow the arguments
with the same energy identity, and then Proposition 3.1 is extended to the following global existence
theorem for the VMCS system.

Theorem 3.1: Let initial data f{0), E(0), and B(0) satisfy the following conditions:

1. f(0) = f(0, x, v) is nonnegative, compactly supported, and C".
2. E(0) = E(0, x) and B(0) = B(0, x) are C* and satisfy

3y, E1(0) + 0y, E2(0) — B(0) = 4 / £(0, v)dv.

3. The following quantities are bounded:
IVe . fO)lLz, + IVEEO) 2 + IVEBO) 2 <00 for |al <1 and |B|<2.
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Then, there exists a unique global C' solution to the VMCS system such that there exists a
nondecreasing function C(t) satisfying

ft.x,v)=0 for |v]=C(),

Ve SOl IV EONLe + IV BDlle = C@)  for ol < 1.

IV. NONRELATIVISTIC LIMIT OF THE VMCS SYSTEM

In this section, we study nonrelativistic limit of the VMCS system. The speed of light c is used
as a parameter, and it is proved that solutions to the VMCS system converge to solutions to the
Vlasov-Yukawa system as c¢ tends to infinity.

The VY system reads as follows in two dimensions:

3,f°o+v-VXfOO+E°O-VUf°o=0, 4.1
1 _
o= L / Kix — yD 52 0%, ) dy, 4.2)
27 Jgeo ]
p2(t, x) = 471/ £°(t, x, v)dv, 4.3)
RZ

where K is the Bessel function of the second kind of order one. Note that E* can be written as
E*® = V¢, where ¢ is defined by

1
8.0 = 5= [ Kallx = y0p™ . (44
2 R2
where we used the second formula of (1.20), and ¢ satisfies
—Ap +¢=—p™.

Global existence of classical solutions to the VY system (4.1)—(4.3) is easily proved by applying
well known arguments for the Vlasov-Poisson case, for instance see Appendix A of Ref. 5.

On the other hand, we need global existence theorems for the VMCS system for arbitrary c
cases, but we obtain those existence theorems by scaling. When (f, E, B) is the solution given in
Theorem 3.1, we can find a solution (f°, E, B) of the VMCS system for arbitrary c as follows:

ft,x,v) = f(c't,x,cv), E@t,x)=c 2E(c't,x), B(t,x)=c2B(c”'t,x).

The above scaling insures global existence for any c. Estimations of (f°, E°, B“) may depend on c,
but we obtain the following estimations, Lemma 4.1, which guarantees a uniform boundedness with
respect to ¢ on a finite time interval. Below, we omit the superscript ¢, and (f, E, B) will denote
solutions of the VMCS system for arbitrary c cases.

Lemma 4.1: Let (f, E, B) be the solution to the VMCS system given in Theorem 3.1 for arbitrary
c cases. Then, there exists T > 0 independent of ¢ such that there exists a nondecreasing function
C(t) on [0, T] such that the following estimations hold:

ft,x,v)=0 for |v|> C(),

IE@Ie + 1BOlLe + I Vixw f(OlLz, < C@).

Proof: This lemma is proved by the same arguments given in Ref. 21, hence we skip the
proof. m|
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We first state the theorem, and its proof will be given in Subsections IV A-IV C.

Theorem 4.1: Let (f, E, B) be a C" solution to the VMCS system (1.2)—(1.7) with the following
initial data.

£0), E©) =V.B(O), B0 x)=-2 / /R  Kollx = 3Df Oy, v)dvdy,

where f(0) is a C? function with compact support. Let (f*°, E®) be a C" solution to the VY system
(4.1)—(4.3) with the same initial data f*°(0) = f(0). Then, the following estimations hold:

Lf(t,x,v) — f¥(t,x,v)] < Dc™2 on [0, T],

|E(t, x) — E®(t,x)| + |B(t, x) — ¢(t, x)| + |E(t,x) — V B(t, x)| < Dc_% on [c72,T],

forany x € R and v € R?. Here, ¢ is the quantity given by (4.4) satisfying E® = V¢, and T is the
number given in Lemma 4.1.

Remark 4.1: The initial conditions on E(0) and B(0) are consistent with the constraint equation
(1.3). Due to the first condition, E(0) = V,B(0), Eq. (1.3) gives

AB—B=p,

and the condition on B(0) satisfies the above equation. Note that V{ E(0) decays exponentially fast
at infinity for || < 2 by Lemma 1.3. This property will be used in Lemma 4.4.

In Ref. 21, a stronger result was obtained. Solutions of the VM system converge to the Vlasov-
Poisson system uniformly on [0, T|, while the estimations for the field components in Theorem 4.1
hold on [c_%, T1. This seems to be a technical problem in controlling E¥ and B . However, the
result on the magnetic field B is new. The B field was shown to vanish in the nonrelativistic limit in
the VM case in Ref. 21. In the VMCS case, it is proved that the B field does not vanish but converges
to a Yukawa potential ¢. Moreover, it is interesting that the electric field E converges to V,B.

A. Calculations for Eand B

In this part, we study asymptotic behavior of E and B as the speed of light c tends to infinity.
Below, T denotes the number given in Lemma 4.1 and #; a small number such that

0 <ty <min{l, T},
which will be determined later.

Lemma 4.2: Consider the representations of E and B given in Lemma 2.1. Then, we have the
following estimations:

ES=BS=BT=EP=E]'=B"=0("" on [0,T] for k=1,2.

Proof: The above estimations are proved by the same calculations given in Ref. 21, hence we
skip the proof. O

Lemma 4.3: Consider the representations of E and B given in Lemma 2.1. Then, we have the
following estimations:

Eka = 0((cto)™ on [to,T] for k=1,2.

Proof: We first follow the calculations of Ref. 21 and obtain the following estimation:

\/ﬁ — _
/‘/ —2cos/ct* — |x — y[*(yk xk)f(()’y,v)dudijO(c ") on [0,T],

ct/ci? — x — y?
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where the integration domain is {(y, v) € R2xR?:|x —y| <ct). Itis enough to show that the
integral above is O((cty) ~ ') on [ty, T]. For k = 1, we proceed the estimation as follows:

—2c0s+/c2t?2 — |x — y|?
1 —x)f(0, y,v)dvdy
|x—y|<ct

cty/ct? — |x — y|?

Jerr =2
/ // ———————rw1 fO, x +ro, v)rdvdwdr
ol =1 c2t2 —r?
p” / /f 8,[sin V22 — rz]a)lf(O, x +row,v)rdvdwdr,
0 lo|=1

and we take integration by parts.

2 ct
_t/ // 8,[sin\/c2t2—rz]a)lf(O,x+rw, vrdvdodr
ct Jo lw|=1
2 ct
__t/ f/ sinv/ 212 — r2wyw - V, (0, x + row, v)r dvdwdr
ct Jo lw]=1
2 ct
__t/ // siny/c2t2 — r?w; f(0, x + rw, v)dvdwdr
cl Jo lw|=1

2
- __/f sin/c212 — [x — |2(yl x‘)(y -V £O, y, v)dv dy
|[x—y|<ct x - y|
2 — 1
_z // sin/c21% — |x — y|2Mf(0, v, v) dvdy.
ct |x—y|<ct lx — ¥l lx — yl

We denote the first and the second integrals by I; and I, respectively. They are estimated as follows:

1
|| < D— / IV (O, y,v)|dvdy
et JJpx—yl<er

= D= // Xilyl<r,jol<ry dv dy
]RZ 2

<D
ct

1
<D—,
- ch

where we used ¢ > 1 in the last inequality. Similarly, we have the following estimation:

1 1
L < D~ f 170, v, )| —— dvdy
ct [x—y|<ct |X— |
< D—/ / dvdy
cto Jiyi<r Jpvj<r X — yl
< D_
T och

Hence, both I, and I, are O((cty) ~") on [ty, T]. The calculation for EZTZ is exactly same, and this
completes the proof. m|

Lemma 4.4: Consider the representations of E and B given in Lemma 2.1. Then, we have the
following estimations:

Ef =B = 0((ct))™ on [to,T]1 for k=12
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Proof: Initial conditions on 9,F and 9,B are determined by E(0), B(0), and f(0) through
Egs. (1.4)—(1.6). Due to the additional condition on E(0) and B(0), i.e., E(0) = V,B(0), given
in Theorem 4.1, initial conditions on d,E and d,B are given as follows:

HEW©)=—j, 8B(0)=0.

We apply the above conditions to £/ and B as follows:

. 1 cos/c2t? — |x — 0 cos/c%t? — |x —
Ef ZE( |f (=)0, y)dy+ [ y Ei (0, leD»

A2 —|x—y V22 — |x — yl?

ar_ | a[ cos/ciZ — |x — y[?

= —— B0, y)dy|,
2mce 0t ©, ) y]

2 — |x — yP?
where the integration domains are {y: |[x — y| < ct}. The first integral of E,f above is O(c~!) on
[0, T] by the same calculations in Ref. 21. For simplicity, let G = G(x) denote E;(0, x) or B(0, x),
and consider the following quantity:

0 / cos/c2t? — |x — y|? Gnd “5)
R y y .
0t | Jix—y|<er 2t —|x — y|?

Then, it suffices to show that the above quantity is bounded uniformly on c.
We first apply the additional condition, £(0) = V,B(0), to the constraint equation (1.3) to obtain
the following equations:

AB(0) — B(0) = p(0).

Since f(0) is C2, so is p(0), we can apply Lemma 1.3. Consequently, V¢ E(0, x) and Vf B(0, x) have
the exponentially decaying property for || < 2 and || < 3, i.e., bounded by De~ 2! for some
positive constant D. Hence, we obtain

IVYG(x)| < De 2™ for |a| <2. (4.6)

We proceed the calculation of (4.5) as follows. By a change of variables,

0 cos/c2t2 — |x — y|? 0 cos(cty/1 — |w|?)
- Y Gy)dy = — —

ot [x—y|=<ct c2t? — |lx — y|2 ot lw|<1 1 — |w|2

G(x + ctw)ct dw,

and then we can take the differentiation directly. Consequently, we obtain

1 1 27 _ [y — y2
— —/ siny/c2t2 — |x — y|2G(y)dy + ;/ ik A x e l G(y)dy
[x—y|<ct |

t x—y|<ct c2t? — [x —

1 cos/c2t? — |x — y|?
+ - (y —x)- ViG(y)dy,
wylzer /2 — |x — y|?

and denote them by I} + I, + I3, respectively. I; is easily estimated as follows:
1 1

L < D—/ e2Pdy < D—,

t Jr2 to

where we used (4.6). Estimations for I, and /3 are almost same. We only consider /3 term. By a
change of variables,

N/ T ) r2
I; = / 20 -V G(y)dwdr
’ / lo|=1 621‘2 —7r2

- / / 3,[ — sinv/c2t? — rz]ra) -V.G(x +ro)dwdr.
0 |lw|=1

Downloaded 18 Feb 2013 to 194.94.224.254. Redistribution subject to AIP license or copyright; see http://jmp.aip.org/about/rights_and_permissions



103306-18 H. Huh and H. Lee J. Math. Phys. 53, 103306 (2012)

We now take integration by parts with respect to r. Then, boundary terms, r = ¢t and r = 0, vanish,
and we have the following quantities:

1 ct
= ?/ / sinvc2t? —r2w - V,G(x + ro)dwdr
0 Jlwl=1
1 ct
+;/ / sin\/cztz—rZrZw,-ijiajG(x+ra))dwdr
0 Jiwl=1 —
ij

1 . 1
= — sm\/mw"VxG()’)— dy
U Jx—yl<er r
1
+ —/ sin/c22 — x — y|? Zwia)jaiajG(y)dy'
[x—yl|=er ij

t

It is easy to see that by (4.6),
L L L N !
Il <D= | = dy+ D= | e Pdy<D—.
t Jre 1 t Jre to

Together with a similar estimation of I, it is shown that the quantity (4.5) is uniformly bounded
with respect to c on [#, T']. This completes the proof. O

Lemma 4.5: Consider the representations of E and B given in Lemma 2.1. Then, we have the
following estimations:

El(t,x)= 2// Ki(Jx — yl)wf(t, y,v)dvdy + O((cty) ™)
R2xR? |x — ¥

on [t,T] for k=1,2.
Proof: We first follow the calculations of Ref. 21 and obtain the following estimation:
21 — 12 — [x — v[2
E{(t,x)= -2 /f/ SV T — I o vy vy dvdyde+ 0 on (0.7
(t =)t — 1P —|x —yP
4.7

where the integration domain is {(7, y, v) : |[x — y| < c(t — 7)}. The above integral is rewritten as
follows:

204 _ +\2 __ 2
_2/// cosy/c2(t — )2 — |x — y| b F v o) dudy de

(t — VAt — )2 = |x — y?

B c(t—1) C2(l—17)2—r2 ro
__2/ / /[wl l(f—T)mc(t—r)f(t x+row,v)rdvdwdrdrt

= —2/ f /f \/m oy
) PN e

Let us consider t integration above for each r. It is rewritten as follows:

0s+/c2(t — )2 —r2 F- cos(ru)
_ dt = TR du,
(t— r)z,/cz(t —7)2—r? 0 (I+u?)

where we used change of variables T <> u defined as follows:

ft,x +row,v)dvdowdrdr. (4.8)

cX(t —1)? _ ) r? ) _ ru
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We now use Basset’s integral (1.19):

os /2t =1 =12 _ *© cos(ru)
_/ (t_T)z\/mdr—rKl(r)— \/%7_1—(1_'_”2)3/2 du,

where K| is the modified Bessel function of the second kind. We apply the above formula to (4.8) to
obtain the followings:

204 _ +\2 _ — 2
_2/// covel ok ] Ef(t,y,v)dvdydr

(1 =DVt — 1) =[x — yP?

ct
=—2/ // rKi(r)o f(t,x + ro,v)dvdwdr
|w|=1

(ru)
+2/ / // cos wp ft,x +rw,v)dvdwdudr
NES loi=1 (1 + (1 +u2)32

=2ff Ki(x = D2 1y vy dvdy
lx—y|<et lx — yl

© cos(lx — ylu) ( — x)
+2ff f ft, y,v)dudvdy.
|x—y|<ct ‘iszfl 1+ 1,{2)3/2 lx — y|2

Therefore, it suffices to show that the second integral above is O((cty) ~ ') on [to, T]. Let us consider u
integration in the second integral. We use the change of variables (4.9) again to obtain 7 integration.
Below, r denotes |x — y| for simplicity:

o cos(ru) (yx —
2// / t,y,v)dudvd
lx—yl<et \/#771 (1 +u?)3? |x — |2 f( Y, v) Y
2 12 _ 2
_2// / vet o' r vk — x0) f(t, y,v)drdvdy.  (4.10)
x—yl<ct J—o0 c(t — ‘L’)z\/cz(tfy—r2
For each r < ct, the above 7 integration is written as follows:
/0 cos /2t — 1) =12 * cos s2—r2d
—F————ds
o ¢t — r)z\/m o s2/52 — 12

We estimate the last integration as follows:

%t cosA/s2 —r2 Zet 1 J
v T R 8
ot s2—r2 o SINsHrafs—r
1 2ct 1

< ds
T (e )., Ss—=r

<D——r1
T (er)?
and

0 1

—ds
2t SIS+ s —r

_p ! /00 Ly
N
T ety o (s =132

<D——,
T (et)?

® cos/s2 —r?
—ds| <
2t S2a/s2 —r?
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where we used r < ct at the last inequality. We plug the above estimation into (4.10) and obtain the
following estimation:

2(¢+ 2_ 2
ff ] C(t_f)fj#m—xk>f<r,y,v>drdvdy

1
SD// lx —y|f(t, y,v)dvd
[x—y|<ct (Ct)z Y f Y Y

= D— // X{lyl<R+1C (), lv|<cyy dv dy
R2xR2

1
< D—
¢l

for some constant D. This completes the proof. O

Lemma 4.6: Consider the representations of E and B given in Lemma 2.1. Then, we have the
following estimations:

BY(t,x) =2 / /R o Ko =yDf @y, v) dvdy+0((cto)™ )+ O™ logle/ 1)) on 1o, T
X
Proof: We first rewrite B as follows:

L JEt -0 =12
// / cos Y2t —7) — 12 ) P 2 ey, v)de dv dy,
[x—y|<ct \/ Cz(t —r2

and apply the change of variables defined by (4.9):

/‘/‘ /‘ - COS(VM)( 2f)( 1+u2,y,v) dudvdy

[x—y|=ct

/ //‘ / - COS(VM)( 2f)( m,x+rw,v>rdudvdwdr
lw|=1

i VE 1 9, [sinGru)] ,
Z/o ././|w|_1f0 Vi+u? (_zf)(t_zm,x—i-rw, v) dudvdwdr.

Let us consider the integrand above to take integration by parts with respect to u variable. The
integrand can be written as follows:

au[\s/lf(r_”)( 2f)( c\/1+u2,x+rw,v>]
1 r
m] (—2f) (z — Vi x4 ro, v)

— sin(ru)d, |:
ﬁ(_z)au [f (t — 2\/14—7 X +ro, v)] )

and we denote them by I, I, and I3, respectively. I; and I3 terms are easily estimated as follows:

— sin(ru)

-1
Lidudvdwdr

/"’ // sin+/c2t2 —r?
|w|=1 ct

w|=1

r(=2£)O0, x +rw,v)dvdwdr

1
p /:/ siny/ c2t2 — r2(=2£)(0, y, v)dv dy.
[x—y[<ct
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Since the sine function is bounded and f{0) has compact support, the last quantity is O((cty) ~ 1 on
[to, T]. Hence, we obtain an estimation for /; term:

-1
Lidudvdodr = O((cty)™") on [, T]. “4.11)

I
I3 term is explicitly written as follows:

sin(ru) r u
u

and it is estimated as follows:

wl=1J0

—2 sm(ru)— (8,f) ( \/ 1+u?x+ro, v) dudvdowdr
lol=1 J0
2,2
-1 1 u r
- —2sin(ru) = —— (3 f) (r LTy, v) dudvdy
|x—y|<ct JO cl4+u c
2X Iyl<R+1C(0).Ju|<C(r)) du dv dy
le—yl<et I+u

<D- / / [1og\/1+u]” ' dvdy
C JIyl=R+tC(t) Jv|=<C@t)

1 ct
< D- log|{ — ) dy
€ Jly|<R+tC(1) r

1 1 1
< D-logc— D-logty+ D—,
c c c

where we used #y < 1. Hence, we obtain an estimation for /3 term:

~1
Ldudvdwdr = O(c™! log(c/1y)). 4.12)

lwl=1 Jo

We finally estimate I, term. It is explicitly written as follows:

L= —sin(ru)w(Zf)< C\/ 14+u? x+ro, v)

and by the change of variables defined by (4.9) to get again T integration:

ct ,/‘f—éz—l
/ // / Ldudvdwdr
0 lwl=1 J0

_/‘C /‘/ / T Sinm;(Zf)(T,x +ro, v)dr dvdodr
0 lw|=1 J0 C(f _ 1—)2
- . |
_// / Sm\/m—z(zf)(f,y, v)dtdvdy.
[x=y|<ct JO c(t — 1)

The last integrand can be rewritten as I; + I, defined by

Dy = sin VG — 1) = P (F(r. y.v) — £(t.y, V).
c(t — 1)

122 = sin mﬁ(zf)(ts Vs U)'
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Note that /5 is estimated as follows:

|| <

2
T c(t—1)
D
< -
Tt —1)

|0, f(o,y,v)] (forsomet <o <t)

X{y|<SR+1C(1),[v|=C (1)} -

Hence, we obtain the following estimation:

=%
// / Iydrdvdy
[x—=y|<ct JO
1 -t
< D—/ / [— log(t — r)] dvdy
€ JiylsR+1C@) Jvl=C) =0

1
< D—/ f log( ) dvdy
C JiylzR+tC(1) Jv|<C (1) r

< D%log(c/to). 4.13)

In order to estimate I, term, we use again the change of variables defined by (4.9) to get an
integration for u variable. Let us consider t integration for I, term:

=z 1 JeE sin(ru)u
sinyc*(t — 1)} —r?———dt = —
0 C([ — 'L')2 0 r(l +M2)3/2
We now use Lemma 1.2, and then the above quantity is written as follows:

t—= 1
/(; Sin\/Cz(f—T)z—rzde=K0(r)

sin(ru)u

/ 22 r(L+ udp - a2yn

Together with (4.13), I, term is estimated as follows:

-1
Ldudvdowdr

0
=t
—// / Indtdvdy + O(c'logc)
[x—y|<ct JO

- / / Ko(2)(t. y. v)dvdy
vyl <er

w|=1

sin(ru)u _
//pc e f T ———— 2 ), y,v)dudvdy + O(c 1log(c/to)). 4.14)

Therefore, it is enough to show that the second integral of the last quantity is O((cty) ~") on [to, T].
We use again the change of variables defined by (4.9). Then, we have the following estimation:

0 qin./c2(r — 732 — 2 0
/‘ sin(ru)u _sinGrwju_ { / siny/c*(t —t)> —r dr| < l/ 1 dt < L
22 r(l+ 142)3/2 _ ¢ J oo (t — 1) cto

00 (t - T)z
Since f{(?) is supported in {|y| < R + tC(¢), |v| < C(¢)}, it is easy to show that

sin(ru)u i dedy — s
/[x yl<ct /:/7 2)3/2( Ny, vydudvdy = O((cto)” ) 4.15)

on [y, T]. We combine (4.11), (4.12), (4.14), and (4.15) to obtain the desired result. O

1
c
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Lemma 4.7: Consider the representations of E and B given in Lemma 2.1. Then, we have the
following estimations:

EY = 0((ct))™) + O(c " log(c/to)) on [to, T] for k=1,2.

Proof: Comparing E} with B, we can see that E)Y ~ ¢! BY. Hence, the lemma is proved by
following the proof of the previous lemma for BY. We skip the proof. O

B. Calculations for VB

In order to estimate V,B, we take x derivatives on B given in Lemma 2.1, and then use the
differential operators S and 7 with (2.1):

8,B=0,B"+0,B"+08,B"+0,B°+9,B" +0,B", k=1,2.
By the same arguments as in Sec. IV A, it is shown that the following quantity is O((cty) ~'):
3, B +98,B" +98,B"”+98,B5+9,B" = O0(cto)™).
Hence, we only consider d,, BY term. It has the following representation:
3, BN = BY +BYS + B,
where B,iv is a quantity depending only on initial data, and

vs _ [ [ [ sy 12 —1x P v [ ]
B, _/// C\/Cz(t_f)z_|x—y|2 (Ff)z,y,v)-V, T+c1-& dvdydr,

BV = /// cos /c2(t — 1)> — |x — y? (2(—c(c$1 + 1) — 722('3152 - 0251))>
At — 1) /Xt — 1) — |x — y|? (1+c19-&)2
x f(r,y,v)dvdydr,

BNT — /// cos \/c2(t — )2 — |x — y|? <2(—C(C$z + 02) + 01(016, — ﬁz&)))
2 At — VR — 12— x — ) (+c 1)
x f(r,y,v)dvdydr,
where the integration domains are {(z,y,v) € [0, ] x R? x R? : |x — y| < c(t — 7)}. Similarly
again, g]?/ and B,ﬁv 5 terms can be shown to be O((cty) ~') on [ty, T]. Moreover, the following
quantities are O(c ~ ") on [0, T1:
/ / / cos /e2(t — 1) — |x — yP? (2<—cﬁ1 — 02(016 — D261))
At — 1)/t — 1) — |x — y|? (I+c10-8)
fork=1, and
//[ cos /2t — 1) — |x — y|? <2(—Cf’2 + 01(015 — 1261))
At — )/t — )2 — |x — y|? (I+c7'o-£)

for k = 2, which are a part of B,ﬁv T (see (66) at p. 271 of Ref. 21). Consequently, we only need to
consider the following quantity:

cos/c2(t — )2 — |x — y|? < —2& )
,y,v)dvdydr.
/// (t_t)\/cz(t_t)z_ Ix — y|? (14+c¢'9-£)2 f(r,y,v)dvdydr

Since the term (1 4+ ¢~ '9 - £)~2 is bounded by C(¢) (see (17) at p. 256 of Ref. 21), the above
quantity is exactly same with (4.7) for E!, and therefore we obtain the following lemma thanks to
Lemma 4.5.

) f(r,y,v)dvdydrt

) f(r,y,v)dvdydrt
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Lemma 4.8: Consider the representations of E and B given in Lemma 2.1. Then, we have the
following estimations:

El =3,B+0(cto)™") on [t,T1 for k=1,2.

Remark 4.2: By the estimations given in Sec. IV A, E is written as E = ET + O((cty) ™) on
[to, T1. Hence, Lemma 4.8 shows that E = VB + O((cty) = ") on [ty, T1.

C. Proof of Theorem 4.1

We are now ready to prove Theorem 4.1. With the estimations in Secs. IV A and IV B, we follow
the arguments of Ref. 21. Since the remaining arguments for the proof are almost same, we only
present a sketch of it. Combining all the estimates, we obtain the followings:

E(t.x)=2 / / Ki(x — DS 0y, vydvdy + OG(etn) ™) + 0 logle/ 1),
R2xR2 lx — |

(4.16)

B(t,x) = -2 // Ko(lx =y f(t, y, v)dvdy + O((cto) ") + O(c™ " log(c/19)),  (4.17)
R2xR2

and recall that E* and ¢ are given by (4.2) and (4.4) as follows:

Em(t,x)=2// K1(|x—y|)ﬂf°0(t,y, v)dvdy, (4.18)
R2xR2 lx — |
Bt x) = —2 / fR L KollE =YD,y vdvy. (4.19)

Define
H() = sup{lf(s,x, v) — (s, x,v)|:0<s <1, (x,v) € R* x Rz} .
Subtracting (4.18) and (4.19) from (4.16) and (4.17), we obtain for fyp <t < T,
IE®) — EX0)lL> + [ BG) — ¢(0) |2 < DH(t) + D(cto) " + D™ log(c/to). (4.20)
To estimate the distribution functions, we subtract (4.1) from (1.2), and obtain the following two

inequalities:

‘%[f(& X(s), V(s) = f>(s, X(s), V(s))] < DH(s) + D(cto)~" + DcVlog(c/10),  (4.21)

and clearly

d
‘—d (765, X(), V) = %6, X2, V) || = D, (4.22)
N

where (X(s), V(s)) is the characteristic curve defined by (1.15). We integrate (4.21) from ¢, to ¢, and
obtain a Gronwall type inequality:

t
H(t) < H(ty) + D(cty)"' + Dc " log(c/ty) + D / H(s)ds,
o
which implies

H(t) < DH(ty) + D(cto)"' + Dc™'log(c/ty) on [ty, T1. (4.23)

On the other hand, we use f{0) = f*°(0) to integrate (4.22) from O to ¢, and obtain H(f) < Dt on [0,
T], in particular H(#y) < Dty. Consequently, (4.23) implies that

H(t) < Dty + D(cty)~' + Dc™log(c/ 1),
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which holds on [0, 77, since H is nondecreasing. We now set #y as follows:
th = c_%.
Hence, we have
H({t)<Dc™: on [0,T].
Applying the above result to (4.20), we obtain the desired estimations:

|f(t, x,v) — £t x,v)] < Dc™2 on [0, T],

|E(t, x) — E®(t, x)| + |B(t, x) — ¢(t, x)| < Dc™* on [¢™%,T),

for any x € R? and v € R?. The estimation of E — V,B given in Lemma 4.8 and Remark 4.2 is
written as follows:

1 1

|E(t, x) — V. B(t,x)| < Dc™2 on [c 2, T

Therefore, this completes the proof of Theorem 4.1.
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