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Abstract

The role of dissipation in the emergence of coherent quantum phenomena is ambiguous. On

the one hand, the dissipative coupling to an environment is the biggest adversary of coher-

ence, corrupting the quantum properties (e. g., entanglement) of a physical state. On the other

hand, recent theoretical and experimental results revealed that under certain circumstances,

dissipation itself can be the driving force behind the occurrence of coherent behavior. This The-

sis theoretically investigates this interplay in mesoscopic solid-state quantum systems, such as

quantum dots (QDs) and Nitrogen-Vacancy (NV) centers, from diUerent perspectives.

In the Vrst part of this Thesis, we put forward a novel strategy to protect coherence from

the malicious inWuences of the environment. We show that a quantum interference eUect in the

optical absorption of single photon emitters can be used to prepare the surrounding nuclear spin

in states with narrow Veld distribution, and thereby reducing the dephasing of electronic spin

degrees of freedom. In the second part, we demonstrate how certain types of dissipation lead

to highly coherent phenomena in the above systems. First, we investigate superradiant photon

emission from the nuclear spin system of a QD or NV center under optical pumping conditions.

We theoretically show that under realistic experimental conditions, an initially polarized nu-

clear system shows pronounced signatures of cooperative behavior in the optical de-excitation.

Thereafter, we demonstrate that an analogous eUect can be observed in the electron transport

through an electrically deVned QD. Intriguingly, this setting gives rise to superradiant signa-

tures in electric currents rather than in the optical emission proVle. Under realistic conditions,

the tunnel current through the QD shows a pronounced characteristic intensity burst. Fur-

ther, we develop from Vrst principles a mathematical framework for the description of electron

transport in the presence of hyperVne coupling. Building up on the insight that coherence can

emerge in the transient evolution of a single-photon emitter, we next investigate the steady-
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state behavior of a driven central spin model under optical pumping conditions. We develop a

series of theoretical methods that enable the complete analytical description of the phase dia-

gram. This comprises various quantum eUects, such as Vrst- and second-order phase transitions

and regions of bistability, squeezing, and altered spin pumping dynamics. Finally, in the last

part of this Thesis, we develop an analytical tool for the formalized adiabatic elimination of fast

evolving degrees of freedom in open systems. It is formulated in the language of a generalized

SchrieUer-WolU transformation, and closes a gap in the theoretical toolbox for the description

of open systems.



Zusammenfassung

Die Rolle von Dissipation im Zusammenhang mit dem Auftreten von kohärenten Quanten-

phänomenen ist zweideutig. Auf der einen Seite ist die dissipative Kopplung an eine Umgebung

der größte Gegenspieler von Kohärenz, da sie zum Verlust von Quanteneigenschaften (z. B.

Verschränkung) physikalischer Zustände führt. Auf der anderen Seite haben aktuelle theo-

retische und experimentelle Arbeiten aufgezeigt, dass unter bestimmten Umständen ebendiese

Dissipation die treibende Kraft hinter dem Erscheinen kohärenten Verhaltens sein kann. Die

vorliegende Dissertation untersucht dieses Wechselspiel von verschiedenen Perspektiven in

mesoskopischen Festkörper-Quantensystemen, wie zum Beispiel Quantenpunkten (QDs) und

StickstoU-Fehlstellen-Zentren (NV-Zentren).

Im ersten Teil der Dissertation schlagen wir eine neuartige Methode zur Erhaltung von Ko-

härenz unter dem schädlichen EinWuss einer Spinumgebung vor. Wir zeigen auf, dass ein Quan-

teninterferenzeUekt in der optischen Absorption von Ein-Photonen Emittenten dazu genutzt

werden kann, das umgebende nukleare Spinsystem in Zuständen zu präparieren, welche re-

duzierte magnetische Fluktuationen aufweisen, um so die Kohärenzzeit der elektronischen Spin-

Freiheitsgrade zu verlängern. In dem zweiten Teil legen wir dar, wie bestimmte Arten von

Dissipation in obigen Systemen zu hoch kohärentem Verhalten führt: Zunächst untersuchen

wir superradiante Photonenemissionen aus der nuklearen Spinumgebung eines QD oder NV-

Zentrums unter optischem Pumpen. Wir demonstrieren theoretisch, dass ein anfänglich polar-

isiertes nukleares System unter realistischen experimentellen Bedingungen deutliche Signaturen

von kooperativem Verhalten während der optischen Abregung zeigt. Des Weiteren zeigen wir,

dass ein analoger EUekt im elektronischen Transport durch elektrisch deVnierte QDs beobachtet

werden kann. Bemerkenswerterweise treten hierbei die superradianten Signaturen nicht in

einem optischen EmissionsproVl sondern in elektrischen Tunnelströmen auf. Diese weisen in
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Analogie zum optischen Fall eine deutliche charakteristische Intensitätsspitze auf. In diesem

Zusammenhang entwickeln wir einen mathematischen Rahmen zur Behandlung von elektron-

ischen Transport in der Anwesenheit von Hyperfeinkopplungen. Aufbauend auf der Erkenntnis,

dass Kohärenz in der transienten Evolution von Ein-Photonen Emittenten erwachsen kann, un-

tersuchen wir dann das stationäre Verhalten eines getriebenen Zentralspin Modells unter optis-

chem Pumpen. Wir entwickeln diverse theoretische Methoden, die eine vollständige Beschrei-

bung des Phasendiagramms ermöglichen, welches verschiedenste QuanteneUekte aufweist, wie

z. B. Phasenübergänge erster und zweiter Ordnung, sowie Regionen von Bistabilität, Squeezing

und geänderter Spin-Pumpdynamik. Schließlich, im letzen Teil der Dissertation, entwickeln wir

ein analytisches Werkzeug zur formalisierten adiabatischen Elimination von schnell rotieren-

den Freiheitsgraden in oUenen Systemen. Es stellt eine Verallgemeinerung der sogenannten

SchrieUer-WolU Methode dar und schließt eine Lücke in dem theoretischen Werkzeugkasten

zur Beschreibung oUener Systeme.
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Chapter 0

Introduction

“ We are currently in the midst of a second quantum revolution. While the Vrst
revolution gave us laws for understanding physical reality at very small scales, the
second revolution will take these rules and develop new technologies.[1]

G. J. Milburn ”
Since its theoretical beginnings in the early twentieth century, quantum physics has come a long
way. With the advent of more and more sophisticated theoretical and experimental techniques
over the last decades, formerly purely theoretical concepts of quantum mechanics became acces-
sible in the laboratory. This astonishing technological advancement promoted quantum physics
from a purely fundamental discipline, to a Veld that nowadays faces the beginning of its tech-
nological and economical exploitation. One of the Vrst examples of a quantum mechanical
technology is the laser, which was developed in the 1950’s [2, 3]. This milestone marks the Vrst
exploitation of man-made quantum coherence in history, creating a new technology which in
the following decades would Vnd its way into manifold application areas and change the face
of science and technology sustainably. Other novel technologies based on quantum phenomena
are at diUerent early stages of their development cycle, and bear the potential to revolutionize
such disparate Velds as telecommunication [4, 5], cryptography [6, 7, 8], computation [9, 10]
and metrology [11, 12, 13], just to name a few. As in the example of the laser, a break-through
in any of those technologies holds promise to have beneVcial eUects far beyond their respective
Veld, coinciding with a great socio-economic impact.

Against this background, most diverse areas of research, from semiconductor physics to
cold atoms, are driven by a shared goal: to understand and harness quantum coherence, which
is the underlying property deVning the power of these novel quantum devices and technologies.

In the following we outline the research topics of this Thesis in relation to the state of the art
in the respective Velds. In Section 0.1 we shed light on the ambiguous relation between quan-
tum coherence and dissipation. At the concrete examples of quantum information processing
and dissipative phase transitions, which are highly relevant for our work, we discuss how dis-
sipation can be both the obstacle to overcome, and the driving force behind the emergence of
coherence. This Thesis investigates aspects of these Velds in nanoscopic solid-state quantum
systems, namely quantum dots (QDs) and Nitrogen-Vacancy (NV) centers. Section 0.2 carefully
introduces these physical systems and gives an overview of the state of the art. Thereafter, in
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Section 0.3, we present an overview of the research results of this work.

0.1 Quantum coherence and dissipation: obstacle or virtue?

In classical physics, coherence is the property of a wave that enables the occurrence of inter-
ference eUects. In analogy, quantum coherence is deVned as the potential of the probability
amplitudes of a quantum state to interfere [14]. As such, it is a necessary prerequisite for quan-
tum phenomena to appear. Since the early days of quantum mechanics, it has been known that
coherent behavior does not exclusively occur under isolated conditions, but also – under certain
circumstances – in the dissipative coupling to a bath. The most prominent example is the emer-
gence of coherent radiation in lasing, rooted in the quantum phenomena of stimulated emission
[15]. In analogy, the phenomenon of superradiance, Vrst predicted by Dicke in the 1950’s [16],
demonstrates that coherence may also arise in spontaneous emission. In the generic situation
described by Dicke, an ensemble of atoms couples collectively to a mode of the electromag-
netic Veld: For suXciently small spatial dimensions of the atomic cloud the individual atoms
are indiscernible at the relevant transition wavelength, causing a coherent and permutationally
symmetric de-excitation of an initially population-inverted ensemble. The most prominent fea-
ture of this coherent quantum eUect is a characteristic intensity burst which scales linearly with
the number of particles [17]. As we outline in detail below, Chapters 3 and 4 of this Thesis are
devoted to put forward and analyze an analogous coherent eUect in the de-excitation of nuclear
spin environment of nanoscopic quantum systems such as QDs or NV centers.

Despite these early examples of quantum coherence under open-system conditions, for a
long time the consensus in the community became that more pronounced quantum phenomena
are rooted in a better isolation from the environment, in order to protect initially prepared
coherence [18, 19, 20]. Dissipation was almost exclusively considered as the mechanism, which
corrupts useful quantum properties of a state, such as entanglement, and consequently the main
focus was to develop increasingly sophisticated mechanisms to isolate quantum systems from
any environmental inWuences.

Yet, this conviction began to falter with the advent of novel techniques, such as the en-
gineering of dissipation [21], and the better understanding of coherent open-system quantum
phenomena. Nowadays, a paradigm shift can be observed in quantum physics. More and more
examples are discovered where dissipation is not the obstacle to overcome, but the driving
force behind the emergence of coherent quantum phenomena. These novel approaches aim at
utilizing dissipative processes, both natural and engineered, to create and harness quantum co-
herence. For instance, theoretical and experimental works put forward their use for quantum
state preparation [22, 23, 24, 25, 26, 27, 28, 29, 30, 31], quantum computation [32], quantum
memories and error correction [33, 34], as well as for open-system quantum simulators [35, 36].
Since they operate in the steady state of the dynamics, all these dissipative gadgets oUer the
intriguing advantage of an increased robustness in the presence of noise. For example, in the
case of quantum state engineering, the system is actively pumped into a (for instance highly
entangled) steady state, with a rate that is typically much higher than the decoherence rate
induced by the inevitable environmental exchange. This gives rise to the possibility of a robust
and long-lasting creation of entanglement or other useful quantum properties [22, 32].

The present Thesis aims to contribute to both of the above research lines. On the one hand,
we propose a novel scheme to enhance the coherence times of solid state qubits for quantum
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information processing (Chapter 1). On the other hand, we demonstrate in the second block of
this Thesis (Chapter 2 - 4) how dissipation in nanoscopic solid-state systems can lead to coherent
many-body phenomena in the context of superradiance and dissipative phase transitions. In the
following we provide a brief overview of this two research areas, tailored to the objectives of
this Thesis.

0.1.1 Quantum information processing: Protection from environment

“ Quantum computation is a distinctively new way of harnessing nature. [37]

D. Deutsch ”
The Veld of quantum information science recently celebrated its thirtieth anniversary. In 1981,
Richard Feynman for the Vrst time formulated the idea, that a device operating on the laws
of quantum mechanics could potentially outperform classical devices. In his talk at the First
Conference on the Physics of Computation, held at the Massachusetts Institute of Technology in
May, he pointed out the apparent impossibility to eXciently simulate a generic quantum system
on a classical device. The reason lies in the exponential growth of the dimension of the Hilbert
space with the particle number: Already the description of a quantum system composed of only
about 50 spins is practically impossible, and the description of 300 would requires the simulation
of more classical dimensions than there are particles in the universe. Yet, in the same talk
Feynman presented an ingenious solution to this problem [38]. If the device which simulates the
quantum system operates according at laws of quantum mechanics itself, an eXcient simulation
should be possible1. The idea of a quantum simulator was born. Three years later this idea was
generalized in a seminal work by David Deutsch [39], where he Vrst introduced the idea of a
universal quantum computer, as a generalization of the classical Turing machine.

At the time that these new ideas were developed, they were mostly considered as purely the-
oretical constructs designed to address conceptual questions in computer science, but without
real world applications in sight. It took another nine years until the Veld gathered momentum.
In 1994, Shor presented the Vrst quantum algorithm, which demonstrated that quantum com-
puters can outperform all known classical algorithms in speciVc tasks. Using this algorithm,
a quantum computer can factorize large numbers eXciently (i.e., in polynomial time), whereas
any known classical algorithm requires exponential time. Less than one year after the milestone
of the Vrst quantum algorithm was achieved, the Vrst proposal for an actual physical realization
of a quantum computer was released [40]. This widely celebrated model envisaged the use of
trapped ions as the elementary building block (qubits) of a quantum computer and demonstrated
how the necessary two-qubit operations can be realized in this system. The experimental proof
of principle of this concept, followed only a few month later [41]. These two seminal works
elevated the concept of quantum computation from the realm of abstract theoretical computer
science to a physical device with real world applications and the potential of an experimental
realization in the medium-term. It was the starting signal for a breathtaking development in
the Veld. Numerous theoretical and experimental groups all over the world attended to the fun-
damental questions of quantum computation and the physical realization of building blocks of

1EXcient in this context means that the employed resources (e.g., the operation time or the size of the com-
putation device) do not grow faster than polynomially with the number of particles to be simulated (size of the
input).
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quantum computers, and turned the Veld of quantum information in the vibrant and signiVcant
area of research it is nowadays (see [42] for a recent review).

Apart from the original model of circuit quantum computation, in which (in analogy to
classical computers) calculations are performed sequentially according to an algorithm, a num-
ber of alternative schemes have been developed over the years. The most relevant models
are measurement-based [43], adiabatic [44], and topological quantum computation [45], all of
which were shown to be universal but featuring diUerent advantages and disadvantages. Be-
sides the ambitious goal to construct a full-Wedged universal quantum computer, many groups
devoted their work to develop less general quantum devices designed to address more speciVc
tasks resulting, for instance, in the concept of quantum annealing [46, 10], but also in the ad-
vancement of the Veld of quantum simulation2 [47].

Just like the various models for quantum computation, countless physical systems have
been put forward for the implementation of the elementary building blocks, the qubits. Up
to this date, it is by no means decided, which system is the most promising one and most
likely in the future there will be a coexistence of several physical systems for diUerent tasks in
quantum information processing. While the Vrst proposal in form of the trapped ion quantum
computer [40] originated from the Veld of atomic physics, also many solid-state systems have
been proposed in the past, such as phosphor donors in silicon [48], superconducting circuits
[49], and – in the focus of this Thesis – the promising systems of self-assembled or electrically
deVned QDs [50, 51], and NV centers in diamond [52]. The state of the art for the latter two
will be discussed in detail in this Introduction in Section 0.2.1 and 0.2.2, respectively. All of
the proposed solid-state systems share the advantage that they hold promise for an "on-chip"
realization of quantum computation devices, bearing the potential to facilitate the up-scaling
of proof-of-principle setups towards working devices. Hereby, the community proVts from the
experience of half a century of industrial semiconductor manufacturing.

The strongest adversary in quantum information science, and the solid-state section in par-
ticular, is decoherence, which arises from the inevitable coupling of quantum systems to their
environment. The induced dissipation tends to corrupt and wash out the quantum properties
that give rise to the power of quantum computation and simulation. A key idea in this context
was presented simultaneously by Shor and Steane in 1996 [53, 54, 55]: Fault-tolerant quantum
error correction. They showed that if the decoherence rate per qubit and qubit-operation is
below a certain threshold, it is possible to correct for the erroneous evolution in a fault toler-
ant way (i.e., taking into account, that the corrective operations themselves introduce additional
noise in the system). This, in principle, demonstrated that quantum computation in the presence
of noise is feasible. Over the years, improved error correction schemes (such as the surface code
[56, 57, 58, 59]) have been developed, shifting the threshold to more realistic values [57], but
still it is a great challenge in the community to protect the quantum coherence of qubit systems
against the malicious inWuence of the environment. This Thesis contributes to this mission by
proposing a novel scheme to prepare the nuclear spin environment of QDs and NV centers in a
state, which minimizes decoherence of the quantum information carried by the electronic spin
in these systems (Chapter 1).

The second research line of this work is dedicated not to the protection of coherence from
dissipation, but, in contrast, to the emergence of coherence from dissipation itself. In the follow-
ing Section, we explain at the example of dissipative phase transitions, how coherent behavior

2Note that, a universal quantum computer is also a universal quantum simulator.
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can emerge from the dissipative evolution in open systems, and we we introduce the topical
background needed in the remainder of this Thesis.

0.1.2 Coherent many-body phenomena: Harnessing the environment

“ It would indeed be remarkable if nature fortiVed herself against further advances
in knowledge behind the analytical diXculties of the many-body problem. [60]

M. Born ”
A system composed out of many simple constituents, whose interactions and dynamics are
governed by simple rules can engender highly complex phenomena. All complex pattern in na-
ture, like molecules, materials and ultimately life itself arise from elementary particles and the
simple rules of quantum mechanics. This fundamental principle of nature is called emergence
(e.g., see [61]), and has vast implications for science in general and physics in particular. Al-
though we have a deep understanding of the microscopic laws and particles, the understanding
of the macroscopic behavior of an ensemble in a bottom-up approach is a tremendously diXcult
task, as Max Born underlines the above quote from 1960. The discipline dedicated to this quest
is many-body theory, and it has developed a series of powerful (mostly perturbative) tools to
tackle the diXculties arising in the description of large ensembles and their complex behavior.
These theoretical methods – such as various mean Veld strategies, Green’s function and Monte
Carlo approaches and density functional theory, just to name a few [62] – were successfully
used to develop a deep understanding of many interesting quantum many-body phenomena.
They enabled the development of a comprehensive theory of critical phenomena in the solid
state [63], and perhaps most prominently, allowed the derivation of a theory explaining the
intriguing phenomenon of superconductivity [64].

Superconductivity is an example for an equilibrium phase transition, which are at the heart
of the most intriguing coherent phenomena in many-body physics. A particular kind of phase
transition occurs at zero temperature: In this case, the quantum system is described by its
ground state wave function, which depends on a set of external parameters (e.g., magnetic
Velds, defect density, anisotropy). Any structural change of the ground state wave function at
some critical point in the parameter space deVnes a so-called quantum phase transition (QPT)
[65, 66]. In contrast to the Vnite temperature case, at these quantum critical points the tran-
sition between two phases is driven by quantum Wuctuations instead of thermal ones. The
well-established theory of QPTs allows for a rigorous classiVcation of diUerent types of tran-
sitions and has enabled a series of intriguing theoretical results about the nature of criticality
in quantum systems. Perhaps most striking is the concept of universality [67]. It was shown
that the functional dependence of central system properties close to a critical point do not de-
pend on the speciVc microscopic details of the system’s Hamiltonian, but rather on macroscopic
properties like dimensionality and symmetry. Accordingly, all QPTs appearing in nature can
be grouped into just a few so-called universality-classes, which represent a powerful tool for
investigating complex many-body systems. QPTs have been a subject of intensive research in
the past forty years, and their implications for contemporary physics are far too ample to be
listed here exhaustively. For instance, they are at the core of some of the most intriguing low-
temperature quantum phenomena of the past decades, such as the superWuid to Mott-insulator
transition in systems of bosonic atoms at nanokelvin temperatures [68], and the Bose-Einstein
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condensation [69], the experimental realization of which [70, 71] was awarded with the Nobel
price in physics in 2001. QPTs are further believed to give rise to novel exotic states of matter
with desired properties, such as topologically ordered states [72] and quantum spin liquids [73],
and are essential to understand the phenomena of superconductivity [64], -Wuidity [74, 75],
and -solidity [76]. However, phase transitions do not exclusively occur in thermal equilib-
rium. Also in non-equilibrium situations, where the system’s coupling to the environment does
not lead to thermalization, highly coherent many-body phenomena and quantum phase tran-
sitions can occur [77, 78, 79, 80, 29, 81]. With the advent of new theoretical and experimental
techniques – such as the concept of engineered dissipation described above – these dissipative
(quantum3) phase transitions (DPTs) increasingly moved into the focus of the community. They
hold promise of a real time, non-destructive examination of critical quantum phenomena, due to
the typically strong exchange with the environment [83]. Further, it has been shown that some
phases in these systems display distinct and potentially useful properties, such as, for instance,
long-range order, multipartite entanglement, squeezing and supercriticality [22, 29, 80, 84, 79].
The deeper understanding of DPTs paves the way to a (dissipative) preparation of intriguing,
highly correlated many-body quantum states, which are robust under other (malicious) inWu-
ences of the environment.

The theory of DPTs in many respects parallels the considerations in the context of QPTs.
Here, the system is described by the (generally mixed) steady state, and non-analytic changes
in the steady-state properties indicate a phase transition. The occurrence of dissipative criti-
cal phenomena and the classiVcation of diUerent transitions have recently been connected to
the low-excitation spectrum of the Liouville operator describing the system dynamics [79, 25].
However, the theory of DPTs is far less developed than its equilibrium counterpart and only a
few model systems for DPTs are known. Important questions concerning the rigorous classiV-
cation of transitions and the existence of a concept of universality are yet unanswered.

This Thesis makes a contribution to this research Veld under several aspects. First, we show
in Chapters 2 and 3, that under realistic conditions a highly coherent, superradiant-like evolu-
tion can take place in the nuclear spin ensemble of semiconductor nanostructures. The insight
that here coherent many-body eUects naturally occur under open-system conditions stimulates
the investigation of the steady-state behavior under resonant driving conditions in these sys-
tems. Chapter 4 is dedicated to the investigation of a class of Vrst- and second-order DPT’s
and a variety of associated coherent eUects like steady-state squeezing, bistabilities and super-
criticality. Finally, in Chapter 5, we present in detail a formalized perturbative tool which we
developed for the adiabatic elimination of fast degrees of freedom in open systems. Formulated
in the language of a generalized SchrieUer-WolU transformation, it has proven to be a powerful
tool in the description of open many-body systems and it Vlls a gap in the theoretical toolbox
for open systems.

Before we describe the research objectives of this Thesis in greater detail in Section 0.3,
in the following Section we present the theoretical background of the physical systems in the
focus of this Thesis; their importance and prospects in the Veld of quantum physics, as well as
the experimental state of the art.

3In the following we will only discuss dissipative phase transitions in quantum systems. Classical dissipative
phase transitions are not subject of this work [82].
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0.2 Nanoscopic solid-state quantum systems

“ When we get to the very, very small world we have a lot of new things that would
happen that represent completely new opportunities for design. Atoms on a small
scale behave like nothing on a large scale, for they satisfy the laws of quantum
mechanics. So, as we go down and Vddle around with the atoms down there, we
are working with diUerent laws, and we can expect to do diUerent things. [85]

Richard Feynman ”
In his visionary presentation "There’s plenty of room at the bottom" at the America Physical
Society meeting 1959 [85], Richard Feynman anticipated the great technological opportunities
that quantum mechanics can oUer at the atomic scale. While the idea of nanoscopic devices
operating at the laws of quantum mechanics were a vision at the time, the technological devel-
opment of the past few decades have brought these ideas to reality. Nowadays, single atoms or
ions are routinely controlled in the laboratory and the direct observation of intriguing quantum
eUects have become part of the scientiVc daily life. Technological advances in semiconductor-
and nano-technology enabled the creation of "artiVcial atoms", solid-state devices which behave
like single particles (i.e., according to quantum mechanics). They oUer the great advantage to re-
alize on-chip quantum devices, avoiding the experimental diXculties of trapping and addressing
single atoms or ions, and holding promise of an automatized large-scale manufacturing, while
proVting from the experience of the existing powerful semiconductor industry. In this Section,
we will review the development which two of these systems, namely QDs and NV centers, have
experienced in the past 20 years and discuss their future prospects.

0.2.1 Quantum Dots

Quantum dots are nanoscopic semiconductor heterostructures, which conVne electrons or holes
in three spatial dimensions. Due to this conVnement of the order of the particle’s wavelength
their energy spectrum is quantized,4 which gave rise to their informal name "artiVcial atoms"
[86]. There are numerous possibilities known to achieve such a conVnement [87]. In this Sec-
tion, we will present the two arguably most promising and important ones, self-assembled (SA),
and lateral or electrically-deVned (ED) QDs, which are also in the focus of the present Thesis.
SAQDs are created by a random semiconductor growth process. When a material is grown on
the surface of a second material with deviating lattice constant (e.g., by molecular beam epi-
taxy [88]), it may occur that after a critical thickness, the material spontaneously rearranges
by forming randomly distributed islands, minimizing the surface energy. The most common
example of this phenomenon is the growth of InGaAs on a GaAs substrate. These islands typ-
ically are lens-shaped with heights of ∼ 5 nm in the growth direction and a diameter of about
20 nm. They can subsequently be covered by an additional layer of GaAs and form the QDs,
which conVne the carriers due to an energy mismatch in the valence and conduction band of
the two materials. Most importantly, this particular band structure across the QD gives rise to a
conVnement of both electrons and holes (positively charged quasiparticles, describing missing

4Throughout this Thesis, we will only consider the motional ground state of the carriers. Higher excitation have
a very large energy, due to the narrow conVnement.
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electrons in the otherwise Vlled valence band). This allows for the optical creation of localized
electron-hole pairs, by promoting electrons from the valence to the conduction band under inci-
dent laser light [89]. This mechanism allows for accurate and fast optical control of the electron
degrees of freedom, demonstrated in many experiments (e.g., [51] and references therein).

The second category under consideration, EDQDs, starts from similar layered semiconduc-
tor heterostructures, where the self-relaxation mechanism via droplet formation has not oc-
curred. The resulting so-called quantum well (for instance a thin GaAs layer on a AlGaAs sub-
strate with very good lattice matching), realizes a narrow conVning potential for electrons and
holes in the growth direction. Optical excitation, current injection or doping leads to the forma-
tion of a two-dimensional electron or hole gas (2DEG, 2DHG), respectively. Lithographically-
deVned metal contacts (Schottky contacts) on top of the quantum well allow to establish con-
Vnement also in the third, i.e., lateral direction, creating quasi two-dimensional QDs with typi-
cal diameters of about 100 nm. Due to the opposite electrical charges of electrons and holes, an
electrostatic trapping potential for electrons acts repulsively on holes, and vice versa. Therefore,
in contrast to SAQDs, there is no stable optical excitation, since the created electron hole pairs
in the material are being pulled apart by the electrostatic potential. Consequently, these systems
lack the optical controllability of the electron degrees of freedom, and typically rely on electri-
cally controlled qubit rotations, which are typically several orders of magnitude slower than
their optical counterparts (An up-to-date comparison of typical operation times, decoherence
rates, etc. in QD systems can be found in [90]).

A second important diUerence arises from the fact that the electrical conVnement is typi-
cally much weaker than the conVnement arising from band structure mismatches. Therefore,
SAQDs are typically operational at temperatures around 4K, the boiling temperature of 4He,
while EDQDs require temperatures well below 1K. Despite these apparent disadvantages of
EDQDs, with regard to quantum computation they oUer the great advantage that large ar-
rays can in principle be manufactured with high accuracy, holding promise of a scalable ap-
proach to quantum computation. SAQDs in contrast are created by a random self-organization
process (discussed above), which complicates the realization of a scalable computation archi-
tecture. This beneVcial property was Vrst pointed out in the Loss & DiVincenzo quantum
computer proposal from 1998 [50]. They suggested to use the electron spin states of singly
charged EDQDs to encode quantum information. Two-qubit interactions were envisaged to be
realized by gate voltage control, changing the position of the individual spins and giving rise
to a time-dependent, controllable Heisenberg exchange interaction between neighboring spins.
Nowadays, all important building blocks of the proposal have been demonstrated in proof-of-
principle experiments, such as initialization of the qubit, single-shot electrical read-out of spin
states (realized by spin-to-charge conversion) [91], the coherent control of single spins [92] and
two-qubit gates between two electron spins in a double dot system [93].

Only one year after the DiVincenzo proposal, the Vrst quantum computation proposal for
SAQDs appeared [94]. It relies on the coupling of the optically active QD transition to an
high-Vnesse cavity mode (successfully realized in 2005 [95, 96]), which mediates a long-range
interaction between remote quantum dots. Harnessing the optical addressability with almost
hard selection rules [97, 98], the proposal is all optical, and single-qubit gates can be performed
on a picosecond timescale using ultra-short laser pulses [99, 100]. Electrons [101] (and holes
[102]) can be initialized with ≥ 99% Vdelity. However, although the coupling of single SAQDs
to optical high-Vnesse cavities has been demonstrated [95, 96], and the mutual coupling of two
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remote SAQDs via a photonic crystal cavity has been shown in 2010 [103], the realization of a
two-qubit gate between remote dots as envisaged in the original proposal, has not been achieved
up to this date.

The biggest obstacle to overcome towards a quantum computation architecture is the deco-
herence of the electron spin degrees of freedom due to the hyperVne interaction with the nuclear
ensemble of the host material. The eUect of the nuclear spins (about 104 − 106 spins for typical
GaAs QDs [98]) on the electron can be understood as an eUective Wuctuating magnetic quantum
Veld, the so called Overhauser Veld (OF). For large external magnetic Velds hyperVne-induced
electron spin-Wip processes are suppressed and the main eUect of the OF is a broadening of the
electron spin levels, which is the dominant decoherence mechanism in QD systems. It gives
rise to the decoherence time T2, which deVnes the time scale on which phase information of an
individual electron spin state is washed out.

A common strategy to reduce the Wuctuations in the nuclear OF is to polarize the nu-
clear spins using the isotropic hyperVne interaction with the electron spin and the optical,
electrical, or magnetic control over the electron degrees of freedom (dynamical nuclear po-
larization, DNP). The diUerent approaches and experimental results are far too numerous to list
here exhaustively (for an recent extensive review, see [51]), but polarizations 50% < p < 80%
can be achieved in state of the art experiments [104, 105]. However, since an improvement of
decoherence time by a factor of ten, requires polarizations over 99%, DNP presently cannot
signiVcantly reduce decoherence of the electron spin.

A second attractive approach besides polarizing, is to narrow the nuclear spin distribution
using indirect measurement [106, 107, 108], or intrinsic feedback mechanisms in DNP schemes
[109, 110]. Along these lines, we propose in this Thesis a novel approach for the narrowing
of the nuclear spin distribution in Chapter 1. It relies on a quantum interference eUect in the
optical absorption of the electronic system, which is sensitive to the nuclear OF and allows the
preparation of sharp nuclear distributions, which signiVcantly enhance the electronic decoher-
ence time.

Aside the applied interest in DNP for the reduction of spin decoherence, this procedure is
also interesting from a conceptual point of view. The intriguing interplay and feedback between
the electron spin and the surrounding non-Markovian nuclear spin bath (realizing a so called
central spin model [111, 98, 112]) gives rise to numerous intriguing open-system eUects, like
bistabilities, memory and dragging [113, 114, 115, 109, 116]. In Chapter 4, we study an open
central spin model, and paint a complete picture of its rich steady state phase diagram. Amongst
the many quantum eUects we describe, we Vnd phase transitions, bistabilities and hysteresis,
under similar conditions like in [116]. Our work contributes to a deeper understanding of
these non-linear eUects in DNP, and predicts several coherent eUects in these systems, like the
emergence of regions of squeezing, supercriticality and altered spin pumping dynamics.

This brief overview shows that despite all diXculties, QDs are highly promising systems
for the realization of quantum information tasks. At the time of the Vrst proposal of spin based
quantum computation, the experimental situation was not encouraging. But the theoretical and
experimental developments in the Veld, have nowadays brought the realization of solid-state
quantum information devices into reach (for an extensive review of the prospects of QD based
quantum computation, see [90]). Besides these aspects, the many-body system comprising the
coupled electron and nuclear spins, was show to display a variety of conceptually interesting
quantum eUects. The technological advancement of the Veld has by far not reached an end yet
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and with the better control of the electronic and nuclear degrees of freedom exciting develop-
ments can be expected for the upcoming years.

0.2.2 Nitrogen-Vacancy centers

Diamond has a track record of extremes. It is one of the hardest materials in nature, its thermal
conductivity is unmatched in the solid-state and its 5.5 eV band gap is amongst the largest
appearing in nature. This large band gap and the purity of natural diamond crystals result in
the extraordinary transparency over a large range of the optical spectrum. Over 100 optically
active centers – irregularities or defects in the carbon lattice – are known in diamond, amongst
them the so called Nitrogen-Vacancy (NV) center [117] which has attracted wide attention in
the past years, due to its extraordinary quantum properties. Its optical transition (1.945 eV)
being situated well within the diamond band gap, it features excellent optical properties and
nearly perfect photostability [118].

The center consists of a nitrogen impurity next to a vacancy in the diamond carbon lattice
[Fig. 1 a)]. The dangling electron bonds of the unpaired carbon and nitrogen atoms together
with an additional electron (giving rise to a negative total charge of the center) form a stable
multi-electron state located at the center. This electronic state behaves like a spin S = 1 particle
with a narrow optical transition (The NV center is informally also referred to as "nature’s own
trapped ion"; for a review, see [119]). Its level scheme is displayed in Fig. 1 a): The optical
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Fig. 1 (online colour at: www.pss-a.com) Schematic represen-

tation of the nitrogen vacancy (NV) centre structure. 
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Figure 1: a) Schematic representation of an NV center in carbon matrix of diamond. Figure
with courtesy taken from [119]. b) NV center level scheme with the relevant transitions. For
strain-free NV centers at zero electric Veld, optical cycling transitions (red) are the only ones
allowed by selection rules. Electrostatic Velds mix excited state levels and allows for optical
spin-Wip (Raman) transitions (dashed).

ground state (3A) is split into a paramagnetic spin triplet (S = 1) with a zero Veld splitting of
about D = 2.87 GHz, due to the crystal anisotropy. While the level arrangement in the ground
state is very robust, the exact energies of the excited state manifold (3E) varies from center to
center, due to local diUerences in the crystal Veld caused by strain [120, 121]. The latter also
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deVnes the optical selection rules between the ground and excited states. For strain-free or quasi
strain-free NV centers, the selection rules give rise to cycling transitions which conserve the spin
quantum number [as is displayed in Fig. 1 b)]. However, strain electrostatic Velds can introduce
transition elements between diUerent spin states (Raman transitions), such that external electric
Velds can be used to control the optical properties of a single center [120]. The excited state has
a radiative lifetime of about τ = 13 ns, which gives rise to the photoluminescence of the center
under radiation with green laser light. A second, non-radiative decay channel via an additional
singlet state (1A), leads to incoherent transitions from the mS = ±1 states to the mS = 0 state.
This simple mechanism allows for high-Vdelity spin-state initialization via oU-resonant laser
pumping [122]. Besides, highly eXcient read-out and coherent single spin manipulations using
optical, and microwave Velds have been demonstrated [123, 119, 122, 124, 125, 126].

The most remarkable features of NV centers are its striking coherence and optical properties
even at room temperature. Coherence times of up to T2 > 600µs in high-purity diamond have
been reported recently [127] without the use of additional decoupling schemes [128] which
can further enhance these times (in comparison, typical coherence times in SAQDs are two
orders of magnitude smaller and achieved at cryogenic temperatures). This holds promise of a
room temperature realization of quantum devices, not only for quantum information processing
[129, 130, 52], but also for high-precision in-vivo magnetometry [131, 132, 133].

Also for NV centers, the surrounding spin environment is, on the one hand, the main source
of decoherence but, on the other hand, also adding richness to the system. In particular the
nuclear 13C environment (with a natural abundance of about 1%) has been subject to intense
research [134]. The coherent control of proximal nuclear spins via the NV center, and the
state mapping from nuclear to electronic spins have been demonstrated already in 2006 [135].
Building on this achievement, the idea was developed to use proximal nuclear spins as quantum
registers and exploit the extraordinary coherence times of nuclear spins in diamond [129]. This
research line culminated in the recent demonstration of a diamond-based quantum memory
system, which reached memory times of over 1s at room temperature [136].

Throughout this Thesis, NV centers and their small nuclear spin environment (typically only
a few 13C spin are found in the vicinity of the center) will be used as clean and simple model
systems to derive and test our ideas, for instance, in the case of superradiance (Chapter 2),
or nuclear state preparation (Chapter 1). In the latter case the feasibility of our approach has
recently been demonstrated in a proof-of-principle experiment using NV centers [137]. On the
other hand, recent experimental advances, such as the manufacturing of diamond nano-crystals
with a functionalized surface of nitroxide spin labels which contain single NV centers [138],
realize large central spin systems like the one we study in Chapters 2 and 4.

0.3 Outline of this Thesis

Against the background described in the previous Sections, this Thesis pursues two seemingly
contradictory goals. On the one hand, we develop novel schemes to protect coherence from
dephasing through the environment. On the other hand, we investigate how coherent behavior
can arise in open systems from particular dissipative interactions with the environment. These
two research blocks are schematically depicted in Fig. 2 and will be explained in detail in the
following.

In the Vrst block of the Thesis (Chapter 1 [OSCPT]), we put forward a novel scheme to pro-
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Figure 2: The research goals of this Thesis can be grouped into two blocks. The Vrst research
goal (Chapter 1 [OSCPT]) proposes a novel scheme to prepare the nuclear spin environment of
QDs or NV centers in an inert state which minimizes its decohering inWuence on the electron
spin. The second block aims at harnessing the dissipative coupling to the environment for the
creation of coherence in the transient and steady-state behavior of nanoscopic solid-state sys-
tems. The individual projects and their mutual dependencies are displayed. In the Vrst part
(Chapter 2 [OSR]) we establish the pivot of this research block, the demonstration that super-
radiance, i.e. spontaneous emergence of coherence, can occur in the optical de-excitation of the
nuclear ensemble of SAQDs and NV centers. Generalizing this insight, we show that a similar
eUect can also be observed in EDQDs in a transport setting (Chapter 3 [SET]). The signatures of
coherence in the electronic current through the dot gives rise to the new paradigm of electronic
superradiance. The superradiant evolution in central spin systems, motivates the investigation
of coherent steady-state behavior. In Chapter 4 [DPT], we investigate dissipative phase transi-
tions which arise from the superradiant dynamics in the long-time limit. We show analytically
that the phase diagram comprises eUects like Vrst- and second-order phase transitions and re-
gions of squeezing, bistability, and altered spin pumping dynamics. Finally, in Chapter 5 [GSW],
we develop a powerful analytical tool for the adiabatic elimination of fast degrees of freedom,
which enabled the derivation of the analytic results in the DPT and SET projects.

tect the spin coherence of the electron spin of SAQDs or NV centers from the dephasing inWu-
ences of the surrounding nuclear spin environment. To this end, we propose an optical pumping
mechanism related to a well known laser cooling technique, velocity selective coherent popula-
tion trapping [139]. Coherent optical excitation of the electron leads to a random nuclear diUu-
sion mechanism. Only for a speciVc, tunable value of the nuclear OF, a two-photon resonance
condition is fulVlled which renders the system transparent (electrically induced transparency)
causing the diUusion to come to rest. We show that this Overhauser-Veld-selective coherent
population trapping mechanism (OSCPT) allows for a reduction of the OF Wuctuations down to
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the single-spin-Wip level and a corresponding enhancement of the electronic coherence times by
several orders of magnitude. Recently, the feasibility of this approach has been demonstrated in
a proof-of-principle experiment in NV centers [137].

In the second block of this work, we turn to the question of how coherence in nuclear
spin systems can arise from the dissipative coupling to the environment (cf. right hand side
of Fig. 2). In Chapter 2 [OSR], we show that spontaneous emergence of coherence appears
in the collective optical de-excitation of the nuclear ensemble in a superradiant-like evolution.
Starting from an initially uncorrelated, highly polarized state, the nuclear system experiences a
strong correlation build up, due to the collective nature of the coupling to the central electron
spin. We show that under realistic experimental conditions, this results in a sudden intensity
burst in the light scattered from the QD system, which exceeds the maximal emission intensity
of a corresponding classical system by several orders of magnitude. The establishment of this
connection between the Velds quantum optics with atoms, where the eUect of SR has been Vrst
described, and solid-state physics acts as a pivot for this research block.

Subsequently, in Chapter 3 [SET], we demonstrate that this mechanism can be generalized
to EDQDs in a transport setting. Mapping quantum optical concepts to the realm of quantum
electronics, we show that analogous superradiant signatures can be detected in the electronic
tunneling current, giving rise to the new paradigm of electronic superradiance. To this end, we
develop from Vrst principles a master equation formalism for the description of the combined
dynamics of electrons and nuclear spins in a transport setting.

Building on the insight that the nuclear spin pumping dynamics in QDs and NV centers
are governed by collective interactions which give rise to coherent eUects like superradiance,
we investigate in Chapter 4 [DPT] the steady-state behavior of a similar central spin model
under additional resonant driving. The rich steady-state phase diagram comprises a variety
of intriguing quantum eUects, including Vrst- and second-order phase transitions, and regions
of squeezing, bistability, supercriticality and altered spin-pumping dynamics. We develop a
series of theoretical tools which enable a complete analytic description of the phase diagram.
This analytic solution allows for deep insights into the nature of critical phenomena in open
systems, and the establishment of general theoretical concepts in the theory of DPTs.

Finally, in Chapter 5 [GSW], we develop a theoretical tool for the adiabatic elimination of
fast degrees of freedom in Markovian open systems. It generalized the celebrated method of
the SchrieUer-WolU transformation in Hamiltonian systems [140] to the non-hermitian case of
Liouvillian operators and Vlls a gap in the theoretical description of open systems. Just like its
Hamiltonian counterpart, it naturally allows for a systematic expansion in the adiabatic elimi-
nation and the derivation of higher-order corrections. This formalism proved its usefulness in
the derivation of several analytical results in the course of the projects SET and DPT. Moreover,
we exemplarily employ the formalism in two model systems, designed to illustrate its applica-
tion and potential to facilitate the otherwise tedious derivation of higher-order corrections in
the adiabatic elimination process.
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Chapter 1

Nuclear Spin Cooling using
Overhauser-Field Selective Coherent
Population Trapping

HyperVne interactions with a nuclear spin environment fundamentally limit the coher-
ence properties of conVned electron spins in solid-state systems. In this Chapter, we
show that a quantum interference eUect in the optical absorption from two electronic
spin states of a solid-state emitter can be used to prepare the surrounding environment of
nuclear spins in well-deVned states, thereby suppressing electronic spin dephasing. The
evolution of the coupled electron-nuclei system into a coherent population trapping state
by optical-excitation-induced nuclear spin diUusion can be described in terms of Lévy
Wights, in close analogy with sub-recoil laser cooling of atoms. The large diUerence in
electronic and nuclear time scales simultaneously allows for a measurement of the mag-
netic Veld produced by nuclear spins, making it possible to turn oU the lasers that cause
the anomalous spin diUusion process when the strength of the resonance Wuorescence re-
veals that the nuclear spins are in the desired narrow state with well deVned z-component
of the Overhauser Veld. This Chapter is based on Publication 4 [OSCPT].

1.1 Introduction

The phenomenon of coherent population trapping (CPT) in three-level emitters [141] is at the
heart of a number of key advances in quantum optics, such as sub-recoil cooling of atoms [139]
and slow-light propagation [142, 143, 144]. In these experiments, optical excitation from two low
energy (spin) states to a common optically excited state vanishes due to a quantum interference
eUect, leading to the formation of a dark resonance whenever the two driving laser Velds satisfy
the two-photon resonance condition. The fundamental limit on how well quantum interference
eliminates optical absorption is provided by the decoherence rate of the two low-energy spin
states. Typically, this decoherence rate is assumed to be induced by a reservoir which could
be treated using the usual Born-Markov approximation, implying that the reservoir has a short
correlation time and its density operator is not inWuenced by the interactions with the system.

Unlike their atomic counterparts, solid-state spins are in general subject to non-Markovian
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dephasing [145, 146, 147] due to their coupling to reservoirs with long correlation times. In
particular, hyperVne coupling to nuclear spins constitutes the most important source of deco-
herence for spin qubits. It has been proposed that polarizing or cooling nuclear spins could
alleviate this decoherence process [145], which prompted theoretical [108, 107] as well as exper-
imental eUorts aimed at narrowing down the Overhauser Veld (OF) distribution [148, 110, 109].
These schemes could be considered as a form of reservoir engineering; remarkably, recent exper-
iments showed that the substantial manipulation of the nuclear spins (reservoir) can be achieved
by using the electron spin (system) itself [149, 150, 151, 110, 109, 152].

In this Chapter, we show that CPT in the spin states of a solid-state emitter could be used
to prepare a nuclear-spin environment with ultranarrow OF distribution. This is achieved via
anomalous diUusion processes associated with optical excitation [139]. As a con- sequence of
the anomalous diUusion, the coupled electron-nuclei system dynamically switches back and
forth between a trapped regime where nuclear-spin diUusion slows down drastically due to the
formation of an electronic dark state, and a non-trapped regime where optical excitation leads
to fast diUusion. When the coupled system is in the dark state, the nuclear-spin distribution
has a standard deviation that is close to the single-spin limit. An additional feature of the
scheme is the possibility of using the resonance Wuorescence signal to verify the preparation
of a narrow nuclear-spin distribution [153]. Turning oU the laser Velds after determining the
coupled system to be in the dark state ensures that the OF distribution remains in the single-
spin regime within time scales determined by the (intrinsic) nuclear-spin lifetime. The electron
spin T ∗2 time is then prolonged by a factor ∼

√
N , where N is the number of nuclear spins.

Remarkably, nuclear spins in the prepared state do not evolve due to electron-mediated indirect
interactions, eliminating a principal contribution to electron spin T2 time [146, 145].

1.2 Executive summary

This Chapter is organized as follows. We Vrst start in Section 1.3 by introducing the physical
model and describing the principal mechanism of Overhauser-Veld-selective coherent popula-
tion trapping (OSCPT). We demonstrate that the optically-induced nuclear diUusion mechanism
comes to rest only if the system is in an eigenstate of the generalized Overhauser Veld. This Veld
contains besides the standard OF in z direction a perturbative correction from the perpendic-
ular nuclear Velds, and is the true nuclear Veld seen by the electron up to second order. In
the following Section 1.4, we explicitly derive a quantum master equation for the nuclear spin
diUusion. From this equation we extract diUusion rates both in the semiclassical and quantum
limit, which display a remarkable agreement. Further, we demonstrate that the proposed mech-
anism can in principle achieve a reduction of the OF Wuctuations down to the single-spin-Wip
level in the absence of spurious nuclear processes which lead to optical-excitation-independent
spin diUusion. The subsequent Section 1.5, conVrms these results in semiclassical simulations,
and discusses how the mechanism accounts for the appearance of a large transparency win-
dow in CPT experiments: The nuclear Veld actively Vnds a conVguration to restore two-photon
resonance, which turns the electronic system transparent. The nuclear diUusion process ac-
counting for this eUect is undirected and shows characteristics of stochastic Lévy processes.
Consequently, in Section 1.6, we analyze the nuclear dynamics using a Lévy-Wights analysis.
We discuss the diUerent time scales that arise due to this random diUusion process, and intro-
duce the concept of a trapping and recycling region in the space of nuclear OFs. We Vnd that,
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even taking into account other optical-excitation-independent nuclear diUusion processes, the
nuclear distribution can be narrowed signiVcantly, and we discuss the possibility to use feed-
back mechanisms in order to prepare the value of the nuclear Veld near-deterministically. We
close with a discussion of the experimental feasibility, which recently has been demonstrated in
a proof-of-principle experiment [137].

While we refrained from the exact derivation of the key equations in the main text, this
theoretical background is provided in the supplementary material 1.A. In Appendix 1.A.1, we
provide a detailed derivation of the central Master Eqn. (1.2). We carefully exert the pertur-
bative approach using a SchrieUer-WolU transformation, and discuss the validity of neglecting
higher-order corrections. In Appendix 1.A.2, we discuss extensively the eUect of a potential
inhomogeneous Zeeman term with regard to the presented scheme, and we show that under
minor restrictions the conclusions remain unchanged. Thereafter, in Appendix 1.A.3 we discuss
the key concept of the generalized Overhauser Veld in greater detail. Employing Monte Carlo
techniques, we demonstrate that this operator fulVlls all the properties for the OSCPT scheme
to work. Finally, in the last Appendix 1.A.4, we provide the detailed theoretical background for
the semiclassical simulations of Section 1.5.

1.3 Nuclear-spin selective coherent population trapping

We consider a solid-state emitter (such as a QD or NV center) where the two ground electronic
spin states, denoted by |↑〉 and |↓〉, are coupled by two laser Velds to a common optically
excited state |t〉 (Fig. 1.1 a). The laser Veld with frequency ωp (ωc) that couples the |↑〉 ↔ |t〉
(|↓〉 ↔ |t〉) transition with Rabi frequency Ωp (Ωc) is referred to as the probe (coupling) Veld.
The state |t〉 decays in turn via spontaneous emission back to the two ground spin states with an
(for simplicity) equal rate Γt↑ = Γt↓ ≡ Γ/2. Denoting the Zeeman energy of the electron spin
due to the external Veld Bz with ωz and the energy of the optically excited state with ωt, we
express the bare optical detunings relevant for the CPT system as ∆ωp = −ωp + (ωt + ωz/2)
and ∆ωc = −ωc + (ωt − ωz/2). In the absence of any spin interactions or decoherence, laser
Velds satisfying the two-photon resonance condition (δ = ∆ωp −∆ωc = 0) pump the electron
spin into the dark state |D〉 = Ωc√

Ω2
p+Ω2

c

|↑〉 − Ωp√
Ω2
p+Ω2

c

|↓〉 , which is decoupled from optical

excitation. If ∆ωc = 0 and Ωp,Ωc � Γ, the absorption lineshape of the emitter appears as a
Lorentzian with a quantum interference induced transparency dip in the center, with a width
δνtrans ∼ (Ω2

p + Ω2
c)/Γ� Γ.

In practice, the electronic spin states of most solid-state emitters are mutually coupled via
hyperVne interaction with a nuclear spin ensemble consisting of N nuclei

Hhyp = g
N∑

i=1

gi

(
σizSz +

1

2
(σi+S− + σi−S+)

)
. (1.1)

Here, gi deVnes the normalized hyperVne coupling constant between the emitter electron and
the ith nucleus (

∑
g2
i = 1). In this convention g = AH/

∑
gi quantiVes the collective hyper-

Vne coupling strength, withAH denoting the hyperVne interaction constant of the material. Sα
and σiα (α = +,−, x) are the electronic and the ith nuclear spin operators, respectively.1

1For simplicity, in the remainder of this Chapter we assume nuclear spins I = 1/2. However, the scheme works
in the same way for larger individual spins.
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Figure 1.1: (a) Scheme of the electronic levels in the CPT setting. The dashed lines illustrate
the hyperVne assisted decay processes, which are responsible for the nuclear spin diUusion in
an optically active system. (b) The conVned electron spin of the charged quantum dot interacts
with a large nuclear spin bath (N ∼ 104 − 105) via hyperVne contact interaction. (c) In a
rotating frame that renders the Hamiltonian time-independent the spectrum of the diagonal
part of the Hamiltonian splits into submanifolds, labelled by the nuclear quantum number m
(spin projection in z-direction), which consist of the three diUerent electronic states (and further
degenerate states due to nuclear total spin and permutation quantum numbers). The weak
coupling between the diUerent manifolds motivates a perturbative treatment which is described
in detail in Appendix 1.A.1.

Our analysis of CPT in the presence of hyperVne interactions with a nuclear spin reservoir
starts with the master equation, obtained by eliminating the radiation Veld reservoir using the
standard Born-Markov approximation. In the limit of a large external Veld (ωz � g), the di-
rect electron-nuclei Wip-Wop processes I+S− + I−S+ (collective spin operators are deVned as
Iα =

∑
i giσ

i
α) are strongly suppressed due to the large mismatch in the electronic and nu-

clear Zeeman splitting. In contrast, optical excitation does allow for energy conservation in an
optically assisted electron-nuclear spin-Wip process. We take these second-order processes into
account by applying a SchrieUer WolU transformation to eliminate the direct hyperVne Wip-Wop
interaction in a systematic expansion in the small parameter ε = g/(2ωz). This procedure is ex-
plained in detail in Appendix 1.A.1. There we also consider in detail the eUects of higher-order
corrections and potential inhomogeneous nuclear Zeeman terms which are neglected during
the following discussion. After these steps, the central master equation describing the OSCPT
eUect reads

ρ̇ =
Γ

2
(1S ⊗ ρtt − {|t〉〈t|, ρ}+)− i[Hlaser + H̃spin, ρ]

︸ ︷︷ ︸
+ε2

Γ

4
1S ⊗D(ρtt)

︸ ︷︷ ︸
(1.2)

= L0(ρ) + ε2 L1(ρtt),

where ρtt = 〈t|ρ|t〉 acts on the Hilbert space of nuclear spins and 1S = |↑〉 〈↑| + |↓〉 〈↓|. The
Vrst term proportional to Γ describes the incoherent optical decay of the excited level |t〉, while
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Hlaser describes the eUect of the coherent laser driving. The second order term in ε containing

D(ρ) = I+ρI− + I−ρI+ −
1

2
{I+I− + I−I+, ρ}+ (1.3)

describes an optically-induced random nuclear diUusion process caused by the optically-assisted
hyperVne Wip-Wop processes. We assume that in the absence of optical excitation, the electron
spin is well isolated from all reservoirs other than the nuclear spins [101], and spin-Wip co-
tunneling or phonon emission rates are negligible within the time scales of interest. Further, in
Eqn. (1.2) we neglect terms ∝ ε2 that only aUect the electron evolution. The latter, as well as
higher-order corrections are discussed in Appendix 1.A.1.2

After the SchrieUer–WolU transformation, the Hamiltonian relevant for electron spin dy-
namics (to highest order in ε) is H̃spin = gSz(Iz + ε/2{I+, I−}+ − δ/g). The electron experi-
ences an eUective magnetic Veld, which is composed of the two-photon detuning δ, as well as a
contribution originating from the nuclei, which we refer to as the generalized Overhauser Veld
(GOF): Ĩz = Iz + ε/2{I+, I−}+. The GOF is the true nuclear magnetic Veld experienced by the
electron to Vrst order in ε, and as such it is the relevant quantity which determines the electron
spin coherence time. For a given laser detuning δ each eigenvector of the GOF Ĩz |λ〉 = λ |λ〉
corresponds to a steady state ρλ = ρe(λ) ⊗ |λ〉 〈λ| of the unperturbed evolution L0(ρλ) = 0.
Here, ρe(λ) is given as the solution of the optical Bloch equations (OBE) found after projection
of the unperturbed master equation on the respective nuclear state |λ〉; in the OBE δeff = gλ−δ
gives the eUective two-photon detuning that determines the CPT condition. The lifetime of such
quasi-steady states ρλ under the full dynamics of Eqn. (1.2) is determined by hyperVne assisted
scattering events, which are described by the term L1. Each nuclear spin Wip event of this kind
changes 〈Ĩz〉 by a value of order gi.

For nuclear states with δeff = 0 the system is in two-photon resonance and the electronic
system is transparent such that ρett = 0: as a consequence, the nuclear spin diUusion vanishes
and the system is trapped in a dark state. Since the GOF in an electronic–nuclear dark state
is locked to a Vxed value, its variance will be strongly reduced (nuclear state narrowing), sup-
pressing the hyperVne-induced electron spin decoherence. Strikingly, by narrowing the GOF,
even electron-mediated nuclear spin diUusion – which arises from the ε term in the GOF – is
suppressed, thus eliminating the second-order contribution to hyperVne-induced electron spin
decoherence as well. For all nuclear states satisfying δeff ≈ 0, the excited electronic state pop-
ulation scales as ρett ∝ δ2

eff , ensuring that the spin diUusion rate will remain vanishingly small:
we refer to this subspace as the trapping region.

In contrast, nuclear states with δeff 6≈ 0 render the electron optically active and the GOF
experiences random diUusion (recycling region). To illustrate the dynamics allowing the nuclei
to move from the recycling to the trapping region, we consider an electron that is optically
excited to state |t〉: as it decays, it could induce a nuclear spin Wip event in either direction with
probability ∼ ε2 [described by the term L1 in Eqn. (1.2)]. Through successive spin-Wip events,
the nuclear reservoir probes diUerent spin conVgurations with distinct generalized Overhauser
shifts. When the diUusion allows the nuclei to reach a conVguration that yields δeff ≈ 0,
the electron becomes trapped in the dark state; further optical excitation is then inhibited and
nuclear spin Wips are strongly suppressed.

2Contribution to the master equation arising from the SchrieUer–WolU transformation applied to the laser cou-
pling terms do not lead to terms of order ε, provided that the laser polarizations match that of the corresponding
optical transitions.
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Owing to the quasi-continuous nature of the GOF spectrum (cf. Appendix 1.A.3), the dark-
state condition δeff = 0 can be satisVed for a wide range of initial detunings ∆ωp. This leads
to a drastic change in the CPT signature in absorption spectroscopy: instead of exhibiting a
narrow transparency dip at (bare) two-photon-resonance (δ = 0), the coupled electron-nuclei
system displays a broad transparency window (cf. Section 1.5 and Fig. 1.3).

1.4 Nuclear spin dynamics

To capture the full quantum dynamics, we derive a master equation which depends only on
nuclear degrees of freedom, allowing for both an analytical steady-state solution and the com-
parison between the quantum and the semiclassical limit. First, we eliminate the state |t〉 in
the weak excitation limit Ωp,Ωc � Γ, to derive a master equation involving the nuclear and
electronic spins only. For simplicity, we assume the external two-photon detuning δ = 0 as
well as Ωc = Ωp = Ω, which ensures that the relevant dark and bright electron spin states in
the rotating frame are states polarized in x̂-direction |D(B)〉 = (|↑〉 − (+) |↓〉)/

√
2. A gen-

eralization to a Vnite detuning δ and arbitrary Rabi frequencies is straightforward, but oUers
no further insight. The adiabatic elimination of |t〉 from Eqn. (1.2) yields the reduced master
equation

ρ̇ =Γeff(Sx−ρS
x
+ −

1

2
{Sx+Sx−, ρ}+)

+
Γeff

2
[Sx, [Sx, ρ]]− igĨz[Sz, ρ] (1.4)

+ ε21S ⊗D1(ΓeffρBB),

where Sx± are the electron spin Wip operators in x̂-basis (Sx− |B〉 = |D〉, Sx+ |D〉 = |B〉) and
Γeff = Ω2

(Γ/2)2+(gĨz/2)2
Γ
2 is an operator valued eUective (electron) spin decay rate. The last line of

Eqn. (1.4) describes the nuclear spin diUusion determined by the nuclear operator proportional
to the bright state population ρBB = 〈B|ρ|B〉3.

In order to eliminate the electronic degrees of freedom from Eqn. (1.4), we use the fact that
on the time scales of the electron evolution, the nuclear Veld can be considered as quasi-static
and hence the electron settles quickly (on nuclear time scales) to its interim steady state. We
Vnd that on this coarse-grained time scale ρBB = 1

2 [1 − ( Γeff
|∆eff |)

2]TrS(ρ), with TrS denoting

the trace over electron spin and |∆eff |2 = Γ2
eff + (gĨz)

2. Using this relation, the electron spin
can be eliminated from Eqn. (1.4), yielding a nuclear rate equation

ρ̇n =TrS(ρ̇) = D(Γnucρ
n), (1.5)

where we deVned the state-dependent nuclear diUusion rate Γnuc = ε2[1 − ( Γeff
|∆eff |)

2]Γeff . In

concordance with the above considerations Γnuc vanishes for all states in the kernel of Ĩz ,
i.e., states of zero GOF that fulVll the two-photon resonance condition are steady states of
the dynamics. For large detunings (Ĩz ∼ 1) the optically induced change of Ĩz is of order

3For Eqn. (1.4) to generate a physical (completely positive) dynamics, Ĩz must commute with ρ at all times. This
is ensured by Eqn. (1.4) (in the homogeneous case or in the semiclassical limit) provided it holds initially (e.g., for
initially fully mixed nuclear spins).
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d
dtTr(ρĨz) ∼ ΓnucN

−1/2 ∼ ε2 Ω2

Γ which provides the diUusion process driving the system into
the dark state.

Equation (1.5) can be used to directly compare the quantum mechanical and semiclassical
diUusion rates in the homogeneous limit (gi = 1/

√
N,∀i). For any eigenstate |m〉 of Ĩz with

Ĩz |m〉 = m/
√
N |m〉 (Γnuc |m〉 = Γmnuc |m〉) the nuclear spin Wip rate in negative (positive)

direction is given by D− = 〈I+I−Γnuc〉m (D+ = 〈I−I+Γnuc〉m). For simplicity, we will
evaluate these expectation values for Iz eigenstates and neglect the ε correction of the GOF. In
the semiclassical limit under the assumption 〈σi+σj−〉 = 0 (i 6= j) the rates are simply given as
D∓sc = (1

2 ± m
N )Γmnuc. For the quantum description the characterization via the spin projection

quantum numberm is not suXcient; the rates also depend on the symmetry of the nuclear state,
quantiVed by the total spin J ∈ {0, ..., N/2}. For a Dicke state |J,m〉 the rates are given as
D∓qm = 〈I±I∓Γnuc〉J,m = 1

N [J(J+1)−m(m∓1)]Γmnuc. Surprisingly, the two opposite regimes
of semiclassical and quantum mechanical description show both qualitative (evolution can be
fully characterized by rate equations) and quantitative (for the relevant states the calculated
rates are comparable) agreement [cf. Fig. 1.2 a]; this result is particularly interesting since we
would expect the semiclassical description to fail in the homogeneous limit.

ba

a b

m

Figure 1.2: Nuclear spin diUusion rates depending on the nuclear spin projection m assuming
homogeneous coupling. Parameters are N = 4 × 104, Γ = 1 GHz, AH = ωz = 100 µeV,
and Ω = Ωp = Ωc = 0.1 GHz. The rates calculated using the quantum mechanical (for the
subspace J =

√
N/2, dashed line) and the semiclassical (dotted line) descriptions show both

qualitative and quantitative agreement. The solid (red) curve shows nuclear spin distribution
for Ω = 0.02 Γ and T−1

2 = 100 s−1. (b) The dependence of the steady-state OF standard
deviation σOF as a function of Ω in the limit of homogeneous coupling; the solid (dashed) line
is obtained by taking T−1

2 = 100 s−1 (T−1
2 = 0 s−1).

In order to calculate the achievable OF standard deviation σOF we numerically compute the
exact steady-state solution of the full master equation before the SchrieUer WolU approxiamtion
[cf. Appendix 1.A.1 Eqn. (1.8)] for homogeneously coupled nuclei. To this end, we explicitly
consider all orders of the hyperVne interaction including processes that result in a (small) Vnite
decay rate out of the dark state4. Fig. 1.2 b shows σOF as a function of Ω, where we Vnd that σOF

decreases with decreasing Ω until it reaches a minimum of σOF ' 2AH/N (σOF ' 0.7AH/N )
for Ω ' 0.2Γ and an electron spin decoherence rate of T−1

2 = 100s−1 (T−1
2 = 0). The

Wuctuations in the nuclear OF are of the order of the change induced by a single spin Wip
(AH/N ). This result can be understood by recalling that the width of the transparency dip

4An example of such a process is oU-resonant hyperVne-assisted laser scattering ∝ ε2(Γ/ωz)
2.
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in CPT scales as Ω2/Γ, implying that the range of OF values yielding transparency can be
narrowed simply by reducing Ω. For Ω < 0.2Γ, we Vnd that σOF increases rapidly; for such
small values of Ω, the coupled electron-nuclei system spends substantial amount of time outside
the narrow transparency region, leading to the observed increase in steady-state value of σOF.

This remarkable level of OF narrowing could only be observed if optical-excitation-independent
nuclear spin diUusion processes are suXciently small. Below in Section 1.6, we discuss processes
of this kind and the associated limitations of the scheme in detail. We show that under realis-
tic conditions a narrowing to the single-spin level σOF ≈ AH/N can be achieved by using a
feedback mechanism.

The operator valued correction Ĩz to the two-photon detuning δ and the optically induced
diUusive dynamics of Ĩz described by Eqn. (1.3) are at the heart of the nuclear-spin cooling
scheme we analyze in this work. The predictions we outlined hold in general for any nuclear
operator Ĩz with a suXciently large density of states around δeU = 0. In Appendix 1.A.3, we
show that this requirement is in particular fulVlled for the GOF Ĩz = Iz + ε/2{I+, I−}+, and
that its properties are very similar to those of Iz for the parameters we consider. Therefore, for
the sake of simplicity, we will proceed by neglecting the ε correction and consider the standard
OF instead of the GOF. As a further simpliVcation we will constrain our analysis to nuclear
spin-1/2 systems. While our results apply to a broad class of solid-state emitters, ranging from
various types of quantum dots to NV centers, we will focus primarily on a single electron
charged quantum dot (QD) where the optically excited state is a trion state consisting of an
electron singlet and a valence-band hole [Fig. 1.1] [153, 154, 155]. For most QD systems, the
assumptions we stated earlier are realized in Voigt geometry where Bz is applied perpendicular
to the growth direction.

1.5 Semiclassical analysis

In this Section, we consider the semiclassical limit to numerically conVrm the principal striking
features of the coupled electron-nuclei system – altered CPT signatures and the drastic nuclear
state narrowing – for inhomogeneous electron-nuclear coupling. To obtain a semiclassical de-
scription of the coupled electron-nuclei dynamics, we start by assuming that the electron (ρe)
and the nuclear (ρn) spins remain factorized throughout the system evolution (ρ = ρe ⊗ ρn).
Since the electron dynamics takes place on a timescale that is faster by a factor ε−2 � 1 than the
nuclear dynamics, it is justiVed to solve the steady state OBE to determine the trion population
ρett for a given nuclear spin conVguration (and the associated eUective magnetic Veld).

To describe the nuclear spin dynamics semiclassically, we assume that the nuclear density
operator ρn is diagonal in the basis of individual nuclear spin eigenstates. This assumption is
justiVed for QDs in which either strongly inhomogeneous hyperVne coupling or inhomogeneous
quadrupolar Velds lead to large variations in the splitting of the nuclear spin states; when this is
the case, the nuclear superposition states will eUectively dephase, justifying the assumption of
a diagonal density operator. In this limit, the Master Eqn. (1.2) reduces to rate equations which
can be numerically solved using Monte Carlo techniques. The theoretical background of this
approach is explained in detail in Appendix 1.A.4.

Figure 1.3 shows the result of the Monte Carlo simulations of the coupled electron-nuclei
evolution. To obtain the probe Veld absorption lineshape, as well as the OF variance, we assume
that for each probe Veld detuning, we start out from a completely mixed ρn, take ∆ωc = 0
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In practice, the electronic spin states of most solid-state
emitters are mutually coupled via hyperfine interactions
with a nuclear-spin ensemble consisting of N nuclei
Hhyp¼g

PN
i ai½Iiz!zþ 1

2ðIiþ!%þIi%!þÞ'. Here, ai defines
the normalized (unitless) hyperfine coupling constant be-
tween the emitter electron and the ith nucleus (

P
a2i ¼1).

In this convention g ( AH=
P

ai quantifies the collective
hyperfine coupling strength, with AH denoting the hyper-
fine interaction constant of the material [18]. !" and
Ii" (" ¼ þ;%; z) are the electronic and nuclear-spin
operators, respectively; !þ ¼ j "ih# j. Collective nuclear-
spin operators can be defined as I" ( P

iaiI
i
"; in general,

these operators do not satisfy angular momentum commu-
tation relations. In the limit of a large external field (!z)
g), the direct electron-nuclei flip-flop processes Iþ!% þ
I%!þ are strongly suppressed due to the large mismatch in

the electronic and nuclear Zeeman splitting. In contrast,
optical excitation does allow for energy conservation in an
optically assisted electron-nuclear spin-flip process.
Our analysis of CPT in the presence of hyperfine inter-

actions with a (single-isotope) nuclear-spin reservoir starts
with the master equation, obtained by eliminating the
radiation field reservoir using a Born-Markov approxima-
tion. We then apply a Schrieffer-Wolff transformation and
use # ¼ g=ð2!zÞ as a small expansion parameter to elimi-
nate the direct hyperfine flip-flop interaction. The resulting
master equation then reads

_$¼ !

2
ð1S *$tt % fjtihtj;$gþÞ% i½H;$'

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
þ #2

!

4
1S *Dð$ttÞ

|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
¼ L0ð$Þ þ #2L1ð$ttÞ;

(1)

where $tt ¼ htj$jti acts on the Hilbert space of nuclear
spins, 1S ¼ j "ih" jþ j #ih# j, fgþ denotes the anticommu-
tator, and H ¼ Hlaser þ ~Hspin. Here, ~Hspin ¼ g!zðIz % #

2 +
fIþ; I%gþ % %=gÞ describes the effective magnetic field
experienced by the electron, with contributions from the
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FIG. 1 (color). (a) The energy level diagram of a solid-state
emitter exhibiting coherent population trapping (CPT).
(b) Nuclear-spin diffusion rates depending on the nuclear-spin
projection & assuming homogeneous coupling. Parameters are
N ¼ 4+ 104, ! ¼ 1 GHz, AH ¼ !z ¼ 100 'eV, and " ¼
"p ¼ "c ¼ 0:1 GHz. The rates calculated using the quantum

mechanical (for the subspace J ¼
ffiffiffiffiffiffiffiffiffi
N=2

p
, dashed line) and the

semiclassical (dotted line) descriptions show both qualitative and
quantitative agreement. The solid (red) curve shows the nuclear-
spin distribution for " ¼ 0:02! and T%1

2 ¼ 100 s%1. (c) The
dependence of the steady-state OF standard deviation !OF as a
function of " in the limit of homogeneous coupling; the solid
(dashed) line is obtained by taking T%1

2 ¼ 100 s%1 (T%1
2 ¼

0 s%1). (d) The absorption line shape (arb. units) for " ¼ 0:2!
(blue lines) and " ¼ 0:4! (green lines): in stark contrast to the
standard CPT profile (dotted lines), the dark resonance is dras-
tically broadened (solid lines). (e) !OF for "p ¼ "c ¼ 0:2!
(blue line) and "p ¼ "c ¼ 0:4! (green line) is reduced to the
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In practice, the electronic spin states of most solid-state
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with a nuclear-spin ensemble consisting of N nuclei
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fine interaction constant of the material [18]. !" and
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optical excitation does allow for energy conservation in an
optically assisted electron-nuclear spin-flip process.
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(b) Nuclear-spin diffusion rates depending on the nuclear-spin
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2 ¼ 100 s%1. (c) The
dependence of the steady-state OF standard deviation !OF as a
function of " in the limit of homogeneous coupling; the solid
(dashed) line is obtained by taking T%1

2 ¼ 100 s%1 (T%1
2 ¼

0 s%1). (d) The absorption line shape (arb. units) for " ¼ 0:2!
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Figure 1.3: (a) The CPT absorption lineshape in the presence of hyperVne interactions for Rabi
frequencies Ωp = Ωc = 0.2Γ (blue) and Ωp = Ωc = 0.4Γ (green): in stark contrast to the
standard coherent population trapping proVle (dashed lines), the dark resonance is drastically
broadened (solid lines). The broadening of the dark resonance is a consequence of the fact
that optical-excitation-induced nuclear spin diUusion allows the coupled electron-nuclei system
to Vnd a OF conVguration that satisVes the dark-state condition for a broad range of initial
laser detunings. (b) The standard deviation of the OF σOF for Ωp = Ωc = 0.2Γ (blue) and
Ωp = Ωc = 0.4Γ (green) is reduced to the level below that of a single nuclear spin Wip (red
dashed line). The dashed black line shows the standard deviation in the absence of laser drive.

and evolve the coupled system to its steady state for a range of probe laser detunings. We
Vnd that the transparency window that has a width of ∼ 0.12Γ (∼ 0.48Γ) for Ωc = Ωp =
0.2Γ (Ωc = Ωp = 0.4Γ) in the absence of hyperVne coupling (Fig. 1.3 a, red dashed curve) is
drastically broadened and assumes a width δνtrans > Γ (Fig. 1.3 a, solid curves). This dragging
of the dark resonance eUect is in contrast to Faraday geometry experiments where nuclear
spin polarization ensures that the applied laser Veld remains locked to a detuning that ensures
maximal absorption [109]. Concurrently, the OF distribution is narrowed dramatically from its
value in the absence of optical excitation (Fig. 1.3 b, black dashed line) such that its standard
deviation σOF is smaller than the change induced by Wipping one nuclear spin of the most
weakly coupled class (Fig. 1.3 b, solid curves). These simulations show all the striking features
that are a consequence of the optically induced nuclear spin diUusion [Eqn. (1.3)] which leads
to a uni-directional evolution into the electronic-nuclear dark state ρD = |D〉〈D| ⊗ ρnD , where
ρnD is a nuclear spin density operator that yields δeff = 0.

We remark that the narrowing of the OF distribution could be measured by using the same
two-laser set-up and scanning the probe laser on time scales short compared to those required
to polarize the nuclear spins, thanks to the large separation between the electronic and nuclear
dynamical timescales. In the following Section, we will address the question how quickly the
nuclear system reaches the narrowed state, and how stable the distribution is under the presence
additional nuclear diUusion processes. Furthermore, we will discuss a potential feedback mech-
anism to further reduce the OF narrowing, which is made possible due to the large separation
of time scales in the system.
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1.6 Evolution of the nuclear spins as Lévy Wights

There is close analogy between the problem of CPT in the presence of inhomogeneous hyperVne
interactions with a slow nuclear spin ensemble and that of a one-dimensional velocity selective
CPT [139, 156]; the role of atomic momentum in the latter case is assumed by the nuclear OF
Iz in the present problem5. Just like the atomic momentum along the direction of interest can
change by any value up to the full recoil momentum upon light scattering, the OF can change
by any value, thanks to an inhomogeneous distribution of hyperVne interaction constants 0 ≤
gi ≤ gmaxi . The two models diUer in two important aspects: Vrst, there is a maximum value of
the OF 〈gIz〉 ≤ AH given by full polarization of the nuclei, and second, only a small fraction
ε2 � 1 of light scattering events give rise to a change in the nuclear spin conVguration. The
latter makes it possible to monitor the sharp decrease in QD resonance Wuorescence to verify
that the coupled system is in the trapping region on time scales short compared to average
nuclear spin Wip time.

Continuous-time random walks are used in a wide range of Velds to describe stochastic pro-
cesses that are characterized by two probability distributions: one for the spatial jump length
and another for the waiting time between two consecutive jumps. If one allows the jump length
distribution to assume a Lévy-type distribution that is marked by so-called “fat tails”, extremely
long spatial jumps will occur. This is due to the fact that, asymptotically, Lévy distributions
decay as power laws rather than exponentially, which gives rise to larger probabilities for ex-
treme events that dominate the evolution of the system. These “fat tails” are also responsible
for diverging variance and possibly inVnite mean. Compared to the Brownian motion, the de-
scribed random walk will show superdiUusive behavior. On the other hand, if the waiting time
distribution obeys Lévy distribution, the system can become trapped for long times between
jumps, which leads to subdiUusion [157]. Lévy distributions have been used to describe a very
wide variety of phenomena ranging from human travel [158] to anomalous transport of pho-
tons [159, 160], and in particular, to subrecoil laser cooling [156]. The problem of subrecoil laser
cooling shares many features with the anomalous diUusion process that appears in the cooling
of nuclear spins in OSCPT, and we apply this method to determine the timescale over which we
expect the nuclear spins to reach a conVguration with a narrowed OF distribution.

The jump length distribution of the continuous-time random walk that describes this physi-
cal process is not of Lévy type, but is given by the distribution of the hyperVne coupling strength
of the nuclei. The hyperVne interaction depends on the electronic envelope wave function,
which is assumed to be Gaussian in the QD. A typical jump will thus induce a change in the
OF by AH/N . However, the waiting time distribution P (t) between consecutive nuclear spin
Wips shows signatures of Lévy statistics. For Vxed laser detunings ∆ωp and ∆ωc the absorption
depends on the value that the nuclear OF assumes. In particular, for δeff = gλ − δ = 0 with δ
Vxed, absorption vanishes due to the formation of a dark state. We deVne the region around this
dark state in the CPT dip to be the trapping region, while the remaining part is called the recy-
cling region. For all practical purposes, the waiting time distribution in the recycling region does
not exhibit Lévy statistics (see below). On the other hand, in the trapping region one Vnds an
inVnite average trapping time if no optical-excitation-independent nuclear diUusion processes
are present. The fact that P (t) in the trapping region is a Lévy distribution is responsible for

5Note that as mentioned above and shown in the Appendix 1.A.3, the discussion below is true also for the GOF.
We consider the more familiar standard OF only for the sake of simplicity and to illustrate the arguments.
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the overall subdiUusive behavior of the random walk of the nuclear spins.
The temporal evolution of the system shows switching between two regimes: diUusion

in the recycling region and locking in the trapping region. To describe these dynamics, we
introduce the recycling time t̂ and the associated probability distribution function P̂ (t̂). The
recycling time is the time an initially trapped OF would diUuse in the recycling region before
returning to the the trap. In other words, it is a measure for the time scales of switching between
the diUusive and trapping regimes.

First, we will neglect optical-excitation-independent nuclear spin diUusion and focus on the
case where ∆ωp = ∆ωc = 0 and Ωp = Ωc. To simplify the estimation of the recycling and
trapping (waiting) time, we consider a limiting case where the width for the CPT transparency
dip fulVlls Ω2/Γ � AH/N ; i.e., a typical single nuclear spin Wip will take the system out of
the transparency window. We remark that the condition Ω2/Γ � AH/N is not necessarily
optimal for nuclear spin cooling since it requires very small Ω, which in turn leads to a small
nuclear spin Wip rate in the recycling region (see below) and longer than optimal return times.
On the other hand, in this limit a single nuclear spin Wip takes the system out of the trapping
region, simplifying the analysis.

We assume that the width of the recycling region is determined by AH/
√
N ≈ Γ/4; since

the density of states of the OF quickly drops for large polarizations, the OF cannot explore
extreme polarizations. This observation is supported by numerical simulations, justifying the
assumption of hard walls at AH/

√
N ≈ Γ/4. For the assumed parameter range, the light

scattering rate is nearly constant outside the transparency dip and up to the hard walls that
deVne the recycling region. We therefore take the light scattering rate to be constant in the
recycling region and equal to Ω2/Γ in this simpliVed model. As mentioned above, the nuclear
spin Wips are suppressed by a factor ε2 as compared to the light-scattering rate, which leads to
the nuclear spin-Wip rate τ−1

0 ≈ ε2Ω2/Γ in the recycling region. In the limit of many nuclear
spin Wips, the number of steps in the recycling region required to return to the trapping region
is thus given by the total range of OF values the system explores divided by the size of the

trap: 〈M〉 = AH/
√
N

Ω2/Γ
. This expression is valid provided 〈M〉 � N , where N = (AH/

√
N

AH/N
)2

is the number of spin Wips that allows the system to diUuse to the hard walls, starting from an
arbitrary polarization within the recycling region [161]. Since the time for a single spin Wip is
taken to be independent of the Overhauser Veld, the average (recycling) time to return to the
trapping region is given by

〈t̂〉 = 〈M〉τ0 =
AH/
√
N

Ω2/Γ

Γ

Ω2

1

ε2
. (1.6)

Since we assumed 〈M〉 � N , this estimate is valid only in the limit Ω2/Γ� AH/N
3/2.

Given the measurement-feedback strategy for minimizing σOF mentioned before, we are,
strictly speaking, interested in the time for an OF that is initially in the recycling region to
reach the trapping region. In contrast, 〈t̂〉 gives the average return time from the recycling to
the trapping region, starting from an OF that is initially in the trap. Since the analysis for the
recycling time we presented is valid in the limit of many nuclear spin Wips in the recycling
region before the system reaches the trap, it follows that the OF explores the whole recycling
region uniformly. In this case, the starting point of the OF becomes irrelevant in the sense that
if the OF initially was in the trap, events where the OF returned to the trap after only a few spin
Wips in the recycling region are excluded from the analysis. As a consequence, the recycling
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(Vrst return) time and the time for an OF that initially was in the recycling region to reach the
trap, are comparable.

In the experimentally interesting limit Ω2/Γ ≥ AH/N , the number of steps needed to reach
the trapping region is no longer given by Eqn. (1.6). Since the step size is now comparable to
the width of the trap, reaching the middle of the recycling region (where the trapping region is)
starting from an arbitrary point within the hard walls is suXcient for trapping. The number of

steps is then given by the whole interval divided by the step size squared: 〈M̃〉 = (AH/
√
N

AH/N
)2 '

N . Consequently, the time required to Vnd the trap is given by 〈t̂〉 = 〈M̃〉τ0 = N Γ
Ω2

1
ε2

=
N2

AHε2
≈ N3

AH
, where the last expression follows for ωz ≈ AH .

The unfavorable scaling of 〈t̂〉with the number of nuclear spins,N , necessitates considering
the eUect of optical-excitation-independent nuclear spin diUusion or decay processes. Such
processes would lead to a non-vanishing rate of nuclear spin Wips that take the system out of
the dark state. In the long term limit, this would establish a steady state between diUusion in
the recycling region and Vnite-time trapping in the transparency region. Clearly, the presence
of optical-excitation-independent nuclear spin diUusion processes limits the reduction in the
standard deviation of the OF. We denote the single nuclear spin diUusion rate of any such
mechanism by γn. If we assume that Nγn < ε2Ω2/Γ, we can write the steady-state standard
deviation of the OF as

σOF ' δ̃
〈t〉

〈t〉+ 〈t̂〉 +
AH√
N

〈t̂〉
〈t〉+ 〈t̂〉 , (1.7)

where the average time spent in the trapping region is 〈t〉 = (Nγn)−1 (assuming that a single
spin-Wip takes the system out of the trap) and δ̃ is the eUective width of the trap; the latter
is determined as the detuning for which the intrinsic scattering rate in the trap (Nγn) equals
the expected optically induced nuclear spin Wip rate in the CPT dip given by ε2 Γ

Ω2 〈Ĩz〉2; i.e. δ̃
satisVes ε2 Γ

Ω2 δ̃
2 = Nγn, yielding δ̃ = ε−1Ω

√
Nγn/Γ. The dependence ∝ 〈Iz〉2 comes from

the coupling between the states |B〉 and |D〉 by H̃spin with the matrix element 〈B|H̃spin|D〉 ∝
〈Iz〉. The rate of this coupling is proportional to |〈B|H̃spin|D〉|2 ∝ 〈Iz〉2 (for δ = 06), which
leads to P (t) ∝ t−3/2. This asymptotic decay of P (t) is responsible for the inVnite average
trapping times [156] in the absence of optical-excitation independent nuclear spin diUusion.

The smallest steady-state (measurement-free) σOF is obtained when the contribution from
the trapping region (Vrst term) and from the recycling region (second term) to σOF are com-
parable. However, substantial OF narrowing in this case is only possible provided 〈t̂〉 � 〈t〉.
This condition is unlikely to be satisVed for self-assembled QDs if one aims at σOF = AH/N ,
since 〈t̂〉 ∼ 10s for N = 104 and γn = 10−3s−1. On the other hand, a more modest narrowing
yielding σOF = 10AH/N (achieved by choosing Ω2/Γ = 10AH/N ) would give 〈t̂〉 ∼ 1s
� 〈t〉 ' 100(Nγn)−1.

A strategy to reduce the σOF below its steady-state value is to monitor the light scattering
rate Wscat of the coupled system. Since Wscat ∝ δ2

eU in the neighborhood of the trapping region,
a drastic reduction in Wscat veriVes that the nuclear spins are in the desired state; turning the
laser Velds then oU will ensure that σOF will be given by the width δ̃ ∼ AH/N of the trapping
region. This feedback is possible due to the fact that the time scale for Wipping a nuclear spin
is longer by a factor ε2 than that for a photon scattering event. To achieve this OF narrowing

6The generalization to Vnite δ is straightforward, and requires the replacement Iz → Iz − δ/g
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in the single spin limit σOF ∼ δ̃ ∼ AH/N , it is necessary to ensure γn < AH/N
3 and

1/T2 < AH/N
2.

1.7 Experimental realization

While our proposal has been worked out for the example of self-assembled QDs, our Vndings
are relevant for a wider range of solid-state emitters. Of particular interest are nitrogen-vacancy
(NV) centers in diamond, where a recent proof-of-principle experiment demonstrated the gen-
eral feasibility of our proposal [137]. The small number of nuclear spins coupled to the optically
excited spin in the case of NV-centers makes it possible to reduce the time needed for the sys-
tem to Vnd the dark state drastically. A principal diUerence with respect to the large N limit we
analyzed is the fact that only a small set of optical detunings will allow the NV system to Vnd a
dark state. The OF can only assume certain discrete values while in the case of large N the OF
is quasi continuous.

Let’s next discuss the prospects of an experimental realization in QDs. We have seen that
the strength γn of optical excitation independent nuclear spin diUusion processes determines the
degree of attainable OF narrowing. In this context, we remark that experimental observations
reported by the Bayer group [162], obtained by driving an ensemble of single-electron charged
QDs using periodic ultra-short optical pulses in the Voigt geometry, demonstrated that optically
prepared nuclear spin states could survive for∼ 10 minutes7. Such long nuclear spin lifetimes in
principle fulVll the above conditions, and allow for reaching σOF ∼ AH/N using the proposed
CPT scheme. We also note that the basic signatures of CPT have been observed in both single
electron [154] and hole [155] charged QDs.

Even though we have concentrated on nuclear spin diUusion associated with the ground-
state hyperVne coupling, the conclusions of our work remain unchanged if the solid-state emit-
ter has hyperVne coupling leading to nuclear spin diUusion in the optically excited state. This
would be the case for example in QDs with vanishing heavy-light hole mixing leading to near-
resonant hole-mediated nuclear spin-Wips in the excited state due to the dominant Shz Iz term
in the hole-hyperVne interaction Hamiltonian. Finally, extensions to other solid state systems
such as superconducting qubits may be possible [163].

1.A Supplementary material 1

The following supplementary material is divided into four sections. Each section provides back-
ground information to speciVc topics of the main text. The sections are not built upon each
other and can be read independently. Appendix 1.A.1 provides a detailed derivation of the
Master Eqn. (1.2) of the main text as well as a discussion of higher-order processes. In Ap-
pendix 1.A.2 we discuss in detail the eUects of a potential inhomogeneous Zeeman term to the
scheme. Appendix 1.A.3 contains a detailed analysis of the properties of the GOF. Finally, the
details of the semiclassical Monte Carlo simulations of the OSCPT cooling scheme can be found
in Appendix 1.A.4.

7Nuclear spin preparation in these experiments could be considered in the frame of a time-dependent dark-state
where the electron spin is in a superposition state with a time-dependent phase arising from the eUective Zeeman
splitting. This phase evolves in a way to ensure that at the arrival time of the laser pulse, the electron is in a dark
superposition of the spin states; this condition is enforced by nuclear spin polarization that is diUerent for each QD.
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1.A.1 Derivation of the Master Eqn.(1.2)

In the Vrst three subsections of this Appendix, we present the intermediate steps for the deriva-
tion of Eqn. (1.2) of the main text. A detailed justiVcation for neglecting higher-order terms
appearing after the SchrieUer-WolU transformation is given thereafter.

Preliminaries

In order to derive nuclear diUusion rates in the CPT setting, we consider the master equation
describing the coupled electron and nuclear system, obtained after eliminating the radiation
Veld reservoir using a Born-Markov approximation:

ρ̇ =
Γ

2
(|↑〉 〈t| ρ |t〉 〈↑| − 1

2
{|t〉 〈t| , ρ}+)

+
Γ

2
(|↓〉 〈t| ρ |t〉 〈↓| − 1

2
{|t〉 〈t| , ρ}+)− i[H, ρ]

=
Γ

2
(1S ⊗ ρtt − {|t〉〈t|, ρ}+)− i[H, ρ], (1.8)

where ρtt = 〈t|ρ|t〉 acts on the Hilbert space of nuclear spins, 1S = |↑〉 〈↑| + |↓〉 〈↓| and we
deVned {A,B}+ = AB + BA. The Hamiltonian of the system consists of a diagonal part H0

and the laser and hyperVne Hamiltonians,

H = H0 +Hlaser +Hhyp, (1.9)

H0 = ωt |t〉 〈t| − ωzSz, (1.10)

Hlaser = Ωce
iωct |↓〉 〈t|+ Ωpe

iωpt |↑〉 〈t|+ h.c., (1.11)

Hhyp = g

(
I(1)
z Sz +

1

2
(I

(1)
+ S− + I

(1)
− S+)

)
. (1.12)

Here, ωt and ωz denote the trion state and electron Zeeman energies, whereas ωc/p and Ωc/p

are the coupling and probe laser’s frequencies and Rabi energies, respectively. The nuclear
quasi-spin operators are deVned as I(n)

α =
∑N

i=1 g
n
i σ

i
α (α = +,−, z); we note that in the main

text, we used the simpliVed notation Iα ≡ I
(1)
α since there we did not introduce collective op-

erators with n 6= 1. For the analysis below, we (initially) neglect the nuclear Zeeman energy.
The hyperVne coupling coeXcients gi are normalized such that

∑
g2
i = 1 (in this convention

the hyperVne interaction constant of the material is given by AH = g
∑
gi) and the electron

operators Sα are the usual spin 1/2 operators. We assume that in the absence of optical excita-
tion, the electron spin is well isolated from all reservoirs other than the nuclear spins [101], and
spin-Wip co-tunneling or phonon emission rates are negligible within the time scales of interest.

The basis transformation

H ′ = eiξt(H− ξ)e−iξt, (1.13)

with

ξ =

[
ωt −

1

2
(∆ωc + ∆ωp)

]
|t〉 〈t| − [ωz + (∆ωc −∆ωp)] (I(0)

z + Sz), (1.14)
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renders the Hamiltonian time independent,

H ′ = ω̃zI
(0)
z +

1

2
(∆ωc + ∆ωp) |t〉 〈t| − δSz (1.15)

+Hlaser +Hhyp,

where Hlaser = Ωc |↓〉 〈t|+ Ωp |↑〉 〈t|+ h.c. and Hhyp ≡ Hhyp. The laser detunings are given
as ∆ωp = −ωp + (ωt + ωz/2) and ∆ωc = −ωc + (ωt − ωz/2). The eUective nuclear energy
in the rotating frame is ω̃z = ωz + ∆ωc −∆ωp ≈ ωz and the two-photon detuning is denoted
by δ = ∆ωp −∆ωc. The dissipative part of Eqn. (1.8) - containing secular terms exclusively -
remains unchanged under the transformation.

In the limit of a large external Veld (ω̃z � g), the direct electron-nuclei Wip-Wop processes
I

(1)
+ S− + I

(1)
− S+ are strongly suppressed due to the large mismatch in the electronic and nu-

clear Zeeman splitting. In the following, we derive the second-order eUects of the energeti-
cally suppressed hyperVne Wip-Wop interaction using a systematic approach in the language of a
SchrieUer-WolU transformation [164, 165]. We will Vnd that the higher-order corrections to the
Wip-Wop interaction account for an optically assisted nuclear diUusion process [Fig. 1.1 a] and
motivate the introduction of the novel concept of the GOF.

Quasidegenerate perturbation theory

The clear separation of energy scales in the Hamiltonian of Eqn. (1.15) [ω̃z � g, δ, Ωc/p, ∆ωc/p;

see Fig. 1.1 c] allows us to partition the full Hamiltonian into a zero-order part H ′0 = ω̃zI
(0)
z

and a small perturbation V = H ′−H ′0. The eigenvectors ofH ′0 are grouped into well separated
manifolds, labeled by the nuclear spin projection quantum numberm [see Fig. 1.1 c]. According
to this spectrum any operator O can be partitioned into a block diagonal OD operator - con-
taining terms that conserve m - and a block oU-diagonal ON operator - containing terms that
drive transitions between diUerent manifolds (m non-conserving terms). For the Hamiltonian
this separation yields

H ′D = H ′0 + VD, (1.16)

H ′N = VN , (1.17)

where

VD = +
1

2
(∆ωc + ∆ωp) |t〉 〈t| − δSz + (Ωc |↓〉 〈t|+ Ωp |↑〉 〈t|+ h.c.),+gI(1)

z Sz (1.18)

VN =
g

2

(
I

(1)
+ S− + I

(1)
− S+

)
. (1.19)

Note that the above choice ofH ′0 is not unique. Other choices that for instance render VN purely
block-oU-diagonal are equivalent, but complicate the Vne-structure within the manifolds.

In the following we are going to construct a similarity transformation, generated by an
anti-hermitian operator G = −G†

H = e−GH ′eG (1.20)
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that renders the transformed Hamiltonian block diagonal and thus decouples the diUerent man-
ifolds from each other. Since the above condition does not deVne G uniquely [165], we further
demand GD = 0 (canonical choice). Expanding the operators in orders of the perturbation

H =

∞∑

n=0

H [n], G =

∞∑

n=0

G[n], (1.21)

one can derive conditional equations for G order by order. Exploiting the fact that V 2
N is block

diagonal (S2
− = S2

+ = 0) one Vnds the simple recursive equations:

G[0] = 0,

[H ′0, G
[1]] = −VN ,

[H ′0, G
[2]] = −[VD, G

[1]],

[H ′0, G
[3]] = −[VD, G

[2]]− 1

3
[[VN , G

[1]], G[1]], (1.22)

...

The expansion of the transformed Hamiltonian yields

H [0] = H ′0,

H [1] = VD,

H [2] =
1

2
[VN , G

[1]],

H [3] =
1

2
[VN , G

[2]], (1.23)

...

Note that H [n] only depends on lower orders of the transformation matrix. Higher-order ex-
pressions and a detailed derivation are given in [164].

Second order corrections

We are going to expand our system’s Master Eqn. (1.8) to second order in the perturbation, in
order to identify the dominant hyperVne processes in the electron-nuclear CPT setting. From
Eqn. (1.22) we readily derive the form of G[1],

G[1] = ε(S+I
(1)
− − S−I

(1)
+ ), (1.24)

where we deVned the expansion parameter ε = g
2ω̃z

. G[1] generates the second order corrections
to the Hamiltonian [Eqn. (1.23)]:

H [2] = −1

2
εg(Sz{I(1)

+ , I
(1)
− }+ − I(2)

z ). (1.25)
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The transformed Hamiltonian up to second order then reads,

H = H ′0 + VD +H [2]

= ω̃zI
(0)
z +

1

2
(∆ωc + ∆ωp) |t〉 〈t|+ (Ωc |↓〉 〈t|+ Ωp |↑〉 〈t|+ h.c.)

+ gSz(I
(1)
z −

1

2
ε{I(1)

+ , I
(1)
− }+ − δ/g) + εg

1

2
I(2)
z

= ω̃zI
(0)
z +

1

2
(∆ωc + ∆ωp) |t〉 〈t|+Hlaser + gSz(Ĩ

(1)
z − δ/g) + εg

1

2
I(2)
z , (1.26)

where we have introduced the notion of the generalized Overhauser Veld (GOF) gĨ(1)
z = g(I

(1)
z −

1
2ε{I

(1)
+ , I

(1)
− }+), which contains all electron-nuclear interactions up to second order and can

be interpreted in our context as an eUective two-photon detuning, which adds to the external
laser detuning δ.

In a similar procedure the system Liouvillian K′(ρ) = Γ
2 (1S ⊗ ρtt − {|t〉〈t|, ρ}+) is trans-

formed under G and expanded in orders of the perturbation

K(ρ) =

∞∑

n=0

K[n](ρ). (1.27)

Realizing that the transformation leaves the excited electron state invariant e−G
[1] |t〉 = |t〉

(and thus the second term of the Liouvillian ∝ {|t〉〈t|, ρ}+) we only have to transform the
jump term 1S ⊗ ρtt. The Baker-HausdorU formula yields,

e−G
[1]

(1S ⊗ ρtt)eG
[1] ≈ 1S ⊗ ρtt + [1S ⊗ ρtt, G[1]] +

1

2
[[1S ⊗ ρtt, G[1]], G[1]], (1.28)

which is particularly simple to calculate since 1SSα = Sα. Grouped into orders of ε one Vnds

K[0](ρ) =
Γ

2
(1S ⊗ ρtt − {|t〉〈t|, ρ}+),

K[1](ρ) =− εΓ

2

(
S−[ρtt, I

(1)
+ ] + S+[I

(1)
− , ρtt]

)
,

K[2](ρ) =ε2
Γ

4
1S ⊗D1(ρtt) + ε2

Γ

2
Sz ⊗D2(ρtt). (1.29)

Note that the above procedure is equivalent to a straightforward transformation of the electronic
jump operators |↓〉 〈t| and |↑〉 〈t| of the Liouvillian. The superoperators

D1(ρ) =I
(1)
+ ρI

(1)
− + I

(1)
− ρI

(1)
+ − 1

2
{I(1)

+ I
(1)
− + I

(1)
− I

(1)
+ , ρ}+,

D2(ρ) =I
(1)
− ρI

(1)
+ − I(1)

+ ρI
(1)
− + {I(2)

z , ρ}+, (1.30)

describe optically induced random nuclear spin diUusion processes caused by optically assisted
electron-nuclear spin Wip events. Since this nuclear diUusion depends on the electron population
in the excited state ∝ ρtt it will vanish for electronic dark states, which are deVned via the
condition ρtt = 0. Note that second order terms in the transformed Liouvillian arising from
G[2] are non-secular and consistently neglected. K[1] and the second summand in K[2] do not
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aUect the nuclear evolution governed by ρ̇I = TrS(ρ̇), since TrS(Sz) = TrS(S±) = 0 (TrS
denotes the trace over all electronic degrees of freedom). For the electron evolution, which
occurs on time scales ∝ Γ these terms merely represent a small ε2-correction (K[1] acquires an
additional factor ∝ ε since it is non-secular) and are consequently neglected in the following. If
we further assume resonance (∆ωc = ∆ωp = 0) and neglect the last term of Eqn. (1.26) - which
accounts for a small state independent nuclear diUusion and will be discussed in Section 1.A.1
- we arrive at the master Eqn. (1.2) of the main text (note that in the notation of the main text
Iα ≡ I(1)

α ),

ρ̇ =
Γ

2
(1S ⊗ ρtt − {|t〉〈t|, ρ}+) + ε2

Γ

4
1S ⊗D1(ρtt) (1.31)

− i[Hlaser + H̃spin, ρ],

where we further applied the trivial transformation into a frame rotating with ω̃zI
(0)
z . H̃spin =

gSz(Ĩ
(1)
z −δ/g) contains all electron nuclear interactions to leading order and can be interpreted

as an eUective two-photon detuning. If the nuclear system is in an eigenstate |λ〉 of the GOF
operator Ĩ(1)

z with eigenvalue λ = δ/g the two photon detuning vanishes and the product state
|λ〉 ⊗ |D〉 (with |D〉 = 1√

Ω2
c+Ω2

p

(Ωc |↑〉 − Ωp |↓〉) being the electronic dark state) is a steady

state of the dynamics. If, in contrast, the nuclear system is in a state where λ 6= δ/g (i.e. the
two-photon resonance condition is violated) the electronic system is bright (ρtt 6= 0) inducing
nuclear diUusion given by the term ∝ D1(ρtt).

Higher-order corrections

We have seen in the foregoing section that nuclear states in the kernel of Ĩ(1)
z − δ/g decouple

completely from the electron degrees of freedom and the evolution of these states comes to rest
and the system is trapped. However, higher-order corrections - which we have neglected so far
- can contribute to a Vnite, state-independent nuclear diUusion rate out of the trapping region.
In the following, we identify and discuss these corrections.

First, we consider the eUect of the second order term εg 1
2I

(2)
z , which we neglected in

Eqn. (1.26) and which does not commute with the GOF gĨ(1)
z . Consequently, GOF eigenstates

evolve under its action. To estimate the corresponding nuclear diUusion rate we consider the
equation of motion of the corresponding Heisenberg operator

d

dt
Ĩ(1)
z =− i[Ĩ(1)

z , εg
1

2
I(2)
z ] (1.32)

=− i1
4
ε2g(I

(3)
+ I

(1)
− − I

(1)
+ I

(3)
− + I

(1)
− I

(3)
+ − I(3)

− I
(1)
+ )

=− i1
2
ε2g(I

(3)
+ I

(1)
− − I

(1)
+ I

(3)
− ).

Note that, since the perturbation commutes with the zero order (i.e. standard OF) part of the
GOF ([I(1)

z , I
(2)
z ] = 0) the eUect is of higher order ∝ ε2. Furthermore, the spin operators

are normalized such that typical matrix elements of I(n)
+ I

(m)
− are of order ∼ N1−(n+m)/2.

In fact, the number of larger matrix elements (at most by a factor N ) is exponentially small.
Thus it can only reduce the trapping region (which is deVned as the set of eigenvectors with
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suXciently small eigenvalues of Ĩ(1)
z −δ/g, and which is shown to be sizable in Appendix 1.A.3)

insigniVcantly. Therefore we can roughly estimate the rate of change in the subspace of relevant
states ψ

∣∣∣∣
d

dt
〈Ĩ(1)
z 〉ψ

∣∣∣∣ ∼
ε2

N
g. (1.33)

which is smaller than the optically induced nuclear diUusion rate by a factor (AH/N
Ω2/Γ

)−1. Note
however, that Eqn. (1.33) is a pessimistic estimate, since it does not take into account the Hamil-
tonian character of the perturbation εI(2)

z : every nuclear dark state (small-eigenvalue eigenstate
of Ĩ(1)

z ) that is also an eigenstate of I(2)
z maintains its dark state character. Since I(2)

z and I(1)
z

(of which Ĩ(1)
z is a perturbation) commute, this subspace may be substantial. In particular, in the

limiting case of homogeneous coupling, Eqn. (1.32) vanishes exactly. While Eqn. (1.33) is slow
enough not to interfere with the measurement-based scheme, its inWuence on the steady-state
scheme is subject of ongoing work.

Next we consider higher order corrections in the perturbation theory by expanding the
Hamiltonian to third order. The generator of the third order correction G[2] can be calculated
using Eqn. (1.22):

G[2] =εεδ(S+I
(1)
− − S−I

(1)
+ )

+ εεc(I
(1)
− |↑〉 〈t| − h.c.) + εεp(I

(1)
+ |↓〉 〈t| − h.c.)

+ ε2
[
S−I

(2)
+ − S+I

(2)
− − 2(S+I

(1)
z I

(1)
− − S−I

(1)
+ I(1)

z )
]
, (1.34)

with the expansion parameters εδ = δ
ω̃z

, εp/c =
Ωp/c
ω̃z
� 1. The third order Hamiltonian

[Eqn. (1.23)] is then given by

H [3] =− ε2δ(Sz{I(1)
+ , I

(1)
− }+ − I(2)

z )

+
1

4
ε2{I(1)

+ , I
(1)
− }+Hlaser

+
1

2
ε2I(2)

z (Ωc |↓〉 〈t| − Ωp |↑〉 〈t|+ h.c.)

+ ε2gSz(I
(1)
+ I(1)

z I
(1)
− + h.c.)

+
1

8
ε2g({I(2)

+ , I
(1)
− }+ + {I(1)

+ , I
(2)
− }+ − I(1)

z I(2)
z ), (1.35)

The Vrst term is of the exact form asH [2] and can easily be incorporated in the above considera-
tions of Section 1.A.1 as a small (ε) correction. The second and third term describe two diUerent
types of laser assisted nuclear diUusion. The Vrst type supports the scheme, since Hlaser only
couples to the electronic bright state |B〉. Thus this diUusion comes to rest whenever the elec-
tron is in the dark state |D〉. The second type of laser-assisted nuclear diUusion couples to the
dark state and thus, in principle, represents a possible escape mechanism from trapping states.
However, since - as discussed above - the diUusion operator I(2)

z commutes with the zero or-
der part of the GOF the contribution of the third term is yet of one order ε smaller than the
process of Eqn. (1.33) and thus safely negligible. The fourth and Vfth term of Eqn. (1.35) orig-
inate in third order contributions of the hyperVne interaction. While the fourth term can be
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incorporated in the deVnition of the GOF, the Vfth term represents a state independent nuclear
diUusion, eUectively of the same order as the one of Eqn. (1.33).

All these processes are taken into account exactly in the homogeneous simulations [based
on Eqn. (1.8)] and account for the small but Vnite standard deviation in the steady state.

1.A.2 Inhomogeneous nuclear Zeeman terms

We have so far neglected the Zeeman energy of the nuclei, which is typically three orders of
magnitude smaller than ωz . A homogeneous nuclear Zeeman term ∝ I

(0)
z has no eUect on the

analysis carried out in the subsections 1-5 since it commutes with the GOF gĨ(1)
z . However,

if diUerent nuclear species with diUerent gyromagnetic ratios are involved, this is no longer
the case since the correction ∝ I

(1)
+ I

(1)
− in Ĩ(1)

z includes the exchange of nuclear spin excita-
tions between diUerent nuclear species. DiUerent Larmor frequencies associated with diUerent
species/isotopes will in general lead to a modulation of the GOF. Here, we will show that in the
limit of large diUerences in Larmor frequencies, the dominant contribution to GOF stems from
intra-species Wip-Wop terms; the fast time dependence of the inter-species Wip-Wop terms in this
limit ensures that their contribution averages out.

For the relevant nuclei the energy diUerences (between diUerent species) are often so large
(up to 10 MHz per Tesla) that they cannot be neglected on the time scales of nuclear spin
diUusion (see Table 1.1).

Isotope 69Ga 71Ga 75As 113In 115In
Natural Abundance (%) 60.1 39.9 100 4.3 95.7
gyromagnetic ratio (107rads−1T−1) 6.44 8.18 4.60 5.90 5.88

Table 1.1: Natural abundances and gyromagnetic ratios of typical isotopes. Source: WebEle-
ments [http://www.webelements.com/]

We consider here the case thatH also contains an inhomogeneous nuclear Zeeman term

Hnz =
∑

j

ωnz,jI
j
z . (1.36)

We assume a number of diUerent nuclear species labeled by s and deVne nuclear operators
referring to species s by I(n,s)

α ≡ ∑j∈s g
n
j I

j
α (where the sum runs only over the indices j of

nuclei belonging to species s). Then the correction term in the GOF splits into an intra-species
part which commutes with Hnz and a second (inter-species) part describing the exchange of
spin excitations between diUerent species:

{I(1)
+ , I

(1)
− }+ =

∑

s

{I(1,s)
+ , I

(1,s)
− }+ + 2

∑

s>s′

(
I

(1,s)
+ I

(1,s′)
− + I

(1,s)
− I

(1,s′)
+

)
. (1.37)

We show in the following that for suXciently large magnetic Velds the latter terms are oU-
resonant and thus suppressed to leading order. Only the intra-species terms

∑
s{I

(1,s)
+ , I

(1,s)
− }+

survive in the GOF. To higher orders, the inter-species terms provide small additional state-
independent GOF-diUusion terms similar to the one generated by I(2)

z [see Eqn. (1.32)].
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Generalizing the considerations of Section 1.A.1 we consider Hnz to be part of VD and
modify the generator of the SchrieUer-WolU transformation such that the terms connecting
diUerent species in Eqn. (1.37) are canceled. This is achieved by adding

T = Sz
∑

s>s′

εg

2(ωnz,s − ωnz,s′)
(
I

(1,s)
+ I

(1,s′)
− − I(1,s)

− I
(1,s′)
+

)
≡ SzX (1.38)

toG. This modiVcation has the following eUects: H = e−G−T (H ′+Hnz)e
G+T = H ′+Hnz−

[G,H ′]− [T,H ′]− [G,Hnz]− [T,Hnz] + 1
2 [G+T, [G+T,H ′+Hnz]] + . . . , which leads to

several new Vrst and second order terms like [G[1], Hnz], [T,H0 + VN + VD], [T +G[1], [T +
G[1], Hnz]] etc. Most of these terms are oU-resonant either by ωz or ωnz,s − ωnz,s′ and the

secular terms lead to I(0,s)
z -conserving second order corrections, which either modify the GOF

or induce a small state-independent GOF-diUusion (similar to I(2)
z in Eqn. (1.32)). Since they

are similar to and smaller (by εωnz,s/g or εg/(ωnz,s−ωnz,s′), respectively) than terms already
considered, we do not discuss them in detail.

To determine the conditions under which it is allowed to neglect all non-secular terms,
denote by ∆nz = min{|ωnz,s − ωnz,s′ | : s 6= s′} the nuclear Zeeman inhomogeneity8 and
introduce εnz = gε/∆nz . Exemplarily we consider the laser term arising from [T, VD], which
represents one of the major perturbations. It reads

Ωp

2
|↑〉 〈t|X − Ωc

2
|↓〉 〈t|X + h.c. ∝ |D〉 〈t|+ h.c. (1.39)

It describes laser-assisted nuclear spin dynamics that changes the GOF and is only detuned by
∆nz . Thus we need

Ωεg

∆nz
� ∆nz ⇔ ∆2

nz �
Ωg2

2ω̃z
. (1.40)

With typically ∆nz ∼ 10−3ω̃z we need 10−6 � Ω
ω̃z

g2

ω̃2
z

. In terms of εnz we need Ωεnz � ∆nz .

For typical values (all energies in µeV) of g ∼ 1 and ∆nz ∼ 10−3ω̃z we could take ω̃z ∼ 100,
which yields εnz ∼ 10−1 and thus would require Ω ∼ 0.1. Thus if ∆nz is suXciently large
(gε,Ωεnz � ∆nz) these contributions are small and the non-secular terms can be neglected.
This can always be ensured by suXciently strong magnetic Veld. Using the same arguments
one can show that under condition Eqn. 1.40 also the other terms arising from T can safely be
neglected.

Similarly, we have to transform the jump operators in the Liouvillian. Here we consider only
the Vrst-order correction toK[1] arising from |↓〉 〈t| → |↓〉 〈t|−[G[1]+T, |↓〉 〈t|]±. . . . The new
terms such as [T, |↓〉 〈t|] = −1

2X |↓〉 〈t| describe an additional slow nuclear spin dynamics that
occurs only in the optically excited state, thus enhancing nuclear diUusion outside the trapping
region and improving the scheme.

In realistic systems, there may be other processes aUecting the nuclear spins which have
to be taken into account for a full description – in particular the dipolar interaction between
nuclear spins and on-site quadrupolar terms; these terms would lead to a non-zero T ∗2 time of
the nuclear spin ensemble. In addition, there may be T2 processes aUecting the nuclei, arising

8Only species with sizably diUerent g factors are distinguished. The two In isotopes, e.g., are treated as one
species for typical magnetic Velds.
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from Wuctuating local magnetic Velds. While these processes will be discussed in detail in future
work, we provide here some simple estimates of how these processes relate quantitatively to
other corrections considered in previous sections.

We consider pure dephasing of nuclear spins with rate T−1
2

ρ̇ =
1

T2

∑

j

(IjzρI
j
z − ρ)

aUecting all nuclei. Computing the contribution to d
dt Ĩ

(1)
z arising from this process we Vnd in

the subspace of relevant states ψ

| d
dt
〈Ĩ(1)
z 〉ψ| ∼ ε

1

T2
, (1.41)

as the eUective T2-induced diUusion rate of Ĩ(1)
z . This contribution is of the same order as the

leading higher-order correction discussed in the preceding section if 1/T2 ∼ εN−3/2AH ∼
103s−1. For the measurement based nuclear spin cooling to yield σOF ≤ AH/N , the condition
1/T2 < AH/N

2 ∼ 103s−1 needs to be satisVed (see the discussion in Section 1.6).

1.A.3 Generalized Overhauser Veld (GOF)

In this Appendix, we show that the spectrum and the density of states of the GOF does not
diUer signiVcantly from that of the standard OF. This property is important for justifying the
assumptions leading to the semiclassical Monte Carlo simulations (see Fig. 1.3 of the main text),
where we used the standard OF to reproduce the diUusive dynamics of the GOF.

For the main part of the nuclear Hilbert space – namely the domain where the operator
Ĩ

(1)
z − δ/g is large (recycling region) – the ε-correction in the GOF represents a negligible

perturbation to the hyperVne interaction. However, in the domain of small eigenvalues of Ĩ(1)
z −

δ/g (we deVne this trapping region within a small interval L(δ, η) = (δ− η, δ+ η)/g centered
around δ/g) this perturbative picture is not trivially justiVed.

Using Monte Carlo simulations we Vrst show that the density of eigenstates of the ho-
mogeneous (gi = 1/

√
N,∀i) and inhomogeneous operator I(1)

z , respectively, is identical (up
to small corrections) for our system parameters (N = 104, Gaussian distribution of coupling
strengths), see Fig. 1.4 a. Therefore, the number of eigenstates for the inhomogeneous operator
I

(1)
z with small eigenvalues is exponentially large in the number of spins (in the homogeneous

case every eigenvalue m/
√
N has degeneracy Bm =

(
N

N/2+m

)
). This implies that neglecting

the ε-correction, trapping regions close to the center of the spectrum |δ/g| . 1 constitute a
substantial part of the Hilbert space and can be reached in reasonable times by the nuclear ran-
dom diUusion. For trapping regions |δ/g| & 1, i.e. very large laser detunings, the size of the
trapping region drops exponentially [Fig. 1.4 a] and cannot be explored by the nuclear diUusion
(see Fig. 1.3 a of the main text).

Next we are going to show that the GOF fulVlls the same property by deriving a rela-
tion between the spectrum of the operators Ĩ(1)

z and I
(1)
z . In the homogeneous case the ε-

correction commutes with the unperturbed part [I
(1)
z , {I(1)

+ , I
(1)
− }+] = 0, and a common eigen-

basis is given by the well known Dicke states |J,m〉, where J denotes the total spin and m
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Figure 1.4: (a) Comparison of the density of eigenstates d(|α|) (Ĩz |α〉 = α |α〉) of the ho-
mogeneous and inhomogeneous nuclear operator I(1)

z . The density of states is averaged over
segments of size 1/

√
N . While in the homogeneous case the density of states can be calcu-

lated exactly, in the inhomogeneous case it is evaluated using Monte Carlo simulations. (b) The
number of eigenvalues in small intervals of size 1/

√
N of the GOF approximately equals the

number of states for the standard OF. In the simulations we assumed N = 104 and coupling
coeXcients ai arising from a Gaussian electron wave function.

the spin projection in ẑ-direction. The vast majority states within the kernel of I(1)
z lie in

J subspaces around J =
√
N/2 (the degeneracy of each subspace J is given by DJ =(

N
N/2−I

)
−
(

N
N/2−I−1

)
). Thus, up to a negligible fraction, most states will be shifted in en-

ergy by a small amount of order ε. The same can be shown for states with Vnite eigenvalue
of I(1)

z in the range ∼ (−1, 1). The positive operator of the correction 1
2ε{I

(1)
+ , I

(1)
− }+ shifts

the whole spectrum in the region of interest by a small amount ∝ ε and thus preserves the
required property of large density of states in any trapping region L(δ, ε) close to the center of
the spectrum.

In the inhomogeneous case this simple argument fails, since one cannot easily construct an
eigenbasis of the GOF. We are going to estimate the density of states in the following. For the
inhomogeneous GOF operator Ĩ(1)

z the number of states within the trapping region L(δ, η) is
given by N ε(L(δ, η)) =

∫
L(δ,η) dE Tr(δ(E − I(1)

z + 1
2ε{I

(1)
+ , I

(1)
− }+)). Approximating the δ-

functions by Lorentzians of width γ � η: δ(E− Ĩ(1)
z ) ≈ γ

(E−Ĩ(1)
z )2+γ2

, and using the expansion
1

A−εB = 1
A

∑∞
n=0(εB 1

A)n with the deVnitions

A = γ2 + (E − I(1)
z )2, (1.42)

B = −1

2
{(E − I(1)

z ), {I(1)
+ , I

(1)
− }+}+ −

1

4
ε({I(1)

+ , I
(1)
− }+)2 =: Q+ εP, (1.43)

we Vnd

N ε(L(δ, η)) =
∞∑

n=0

U (n) = N0(L(δ, η)) +
∞∑

n=1

U (n), (1.44)

U (n) = γεn
∫

L(δ,η)
dE Tr

(
1

A

[
B

1

A

]n)
. (1.45)
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A pessimistic approximation shows that the sum
∑∞

n=1 U
(n) can be upper bounded by ∼

N0(L(δ, η)) for large trapping regions η � ε, i.e. the number of eigenstates changes at most
by a factor of order 1.

Using the above deVnitions the quotient of the number of states in the perturbed and un-
perturbed case can be written to Vrst order in ε as

N ε(L(δ, η))

N0(L(δ, η))
=

∫
L(δ,η) dE Tr( 1

A(1 + εQ 1
A))

∫
L(δ,η) dE Tr( 1

A)
=

∑
~n

∫
L(δ,η) dE g(~n,E)f(~n,E)
∑

~n

∫
L(δ,η) dE g(~n,E)

, (1.46)

where we deVned

g(~n,E) = 〈~n| 1

A
|~n〉 , (1.47)

f(~n,E) = 1 + ε 〈~n|Q 1

A
|~n〉 , (1.48)

for a nuclear product state |~n〉. Expressions like the one of Eqn.(1.46) can be eXciently evaluated
using Monte Carlo simulation with importance sampling [166]. This method uses a more eX-
cient sampling according to the probability distribution g(~n,E) (i.e. strongly weighted regions
are favored in the sampling) instead of the sampling of random conVgurations (~n,E) within
the entire state space. In particular it can be shown that

∑
~n

∫
L(δ,η) dE g(~n,E)f(~n,E)
∑

~n

∫
L(δ,η) dE g(~n,E)

= lim
t→∞

1

t

t∑

i=1

f(~xi), (1.49)

where the vectors ~xi stand for particular conVgurations of the random variables (~n,E) which
are distributed according to g(~xi).

The algorithm realizing the above scheme contains the following steps: (0.) We start from a
random sample ~x := (~n,E) (E ∈ L(δ, η)) and then (1.) create a new sample ~x′ by randomly
changing one coordinate xi (the ratio of spin Wips and change of E is deVned a priori). (2.) If
g(~x′)/g(~x) > s - where s is an (in each step) randomly created number ∈ (0, 1) - we add f(~x′)
to a variable F , if not we discard the new state, return to ~x and add f(~x) to F . Successive
repetition of steps (1.) and (2.) lets the quantity F/t (t denotes the number of steps) converge to
the desired quotient in Eqn. (1.46). The method ensures that regions of higher importance are
explored more frequently than others (according to g(~n,E)), increasing the performance of the
algorithm. The simulations for N = 104 inhomogeneously coupled spins suggest that even for
η ∼ ε the number of states in both the perturbed and unperturbed case diUer by less than a few
percent [see Fig. 1.4 b].

Furthermore, since [Ĩ
(1)
z , I

(1)
− ] = [I

(1)
z , I

(1)
− ] +O(ε) the diUusion rate of the GOF equals the

one in the unperturbed case up to an ε correction. This justiVes the conclusion that the diUusive
dynamics of the GOF is well reproduced by that of the standard OF.

1.A.4 Rate equation description of nuclear spin dynamics

In this Section, we present the details of the model used to obtain the semiclassical Monte Carlo
simulation of the quantum dot absorption rate and the Overhauser Veld standard deviation
presented in Fig. 1.3 of the main text.
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The semiclassical limit can be derived from the Master Eqn. (1.4) by replacing the collective
spin decay by independent decay of individual spins. This is accomplished by making the
following substitutions in the master equation:

I
(1)
+ ρnI

(1)
− =

∑

ij

gigjσ
i
+ρ

nσj− →
∑

i

g2
i σ

i
+ρ

nσi−, (1.50)

I
(1)
− ρnI

(1)
+ =

∑

ij

gigjσ
i
−ρ

nσj+ →
∑

i

g2
i σ

i
−ρ

nσi+, (1.51)

{I(1)
+ I

(1)
− + I

(1)
− I

(1)
+ , ρ}+ (1.52)

= {
∑

ij

gigj(σ
i
+σ

j
− + σi−σ

j
+), ρ}+ → {

∑

i

g2
i (σ

i
+σ

i
− + σi−σ

i
+), ρ}+.

The replacement of the collective spin operators by single spin operators is justiVed in the limit
where coherences between nuclear spin product states vanish on time scales short compared to
their lifetime; this condition would be satisVed in systems with large inhomogeneities - either
in the nuclear spin splitting or in hyperVne coupling. Since the spectrum, the density of states
and the nuclear spin dynamics resulting from Ĩz and Iz are equivalent, we replace the GOF Ĩz
by the OF Iz in the simulations (see Appendix 1.A.3). We now coarse grain the nuclear motion
with respect to the electron dynamics and from the resulting master equation we obtain rate
equations that describe the nuclear spin evolution.

In order to mimic the inhomogeneous character of the hyperVne coupling we introduce a
shell model of the QD with M diUerent classes of nuclear spins; the nuclei in class (ν) have
identical aν and their net spin polarization is mν = 1

2(N+
ν − N−ν ) = 〈∑iεν σ

i
z〉, where N+

ν

(N−ν ) denote the total number of up (down) spins in class (ν). The derived rate equation for the
joint probabilities P({mµ}) associated with the nuclear spin conVguration {mµ} is given by

∂P({mµ})
∂t

=
M∑

ν

P({m̄µ})N−ν ({m̄µ})Γν+({m̄µ})

+
M∑

ν

P({m̃µ})N+
ν ({m̃µ})Γν−({m̃µ}) (1.53)

−
M∑

ν

P({mµ})[N−ν Γν+({mµ}) +N+
ν Γν−({mµ})],

where Γν±({mµ}) = ( gaν4ωz
)2 Γ

2 ρtt({mµ}) are the rates at which nuclear spins of the νth class
are Wipped if the nuclear spin polarizations in each class are given by {mµ}. {m̄µ} ({m̃µ})
denotes the nuclear spin conVguration that diUers from the conVguration {mµ} only in the νth
class, with polarization mν − 1 (mν + 1). The factors N−ν (N+

ν ) account for the number of
nuclear spins in the conVguration {m̄µ} ({m̃µ}) that could be Wipped to reach {mµ}.

We simulate the evolution of the nuclear spins with a Monte Carlo method. We assume in
our numerical simulations that the QD contains 100 nuclear spins, grouped into Vve concentric
shells (M = 5) with diUerent hyperVne coupling constants that are determined by the 3D
Gaussian electronic envelope function. The coupling constants ai for these shells are chosen to
be 0.0934Γ, 0.0828Γ, 0.0678Γ, 0.0513Γ, 0.0358Γ and the corresponding total numbers of nuclear
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spins in each shell are chosen to be 2, 8, 16, 28, 46. The coupling constants are chosen to ensure
that the standard deviation of the Overhauser Veld seen by the QD electron for nuclei in a
completely mixed state satisVes σOF(ρ) = Γ

4 . We do not keep track of the exact conVguration
within each class (ν) of nuclear spins and assume that any conVguration of spins leading to the
same mµ is equally likely and that the nuclear spin distribution in each shell is independent of
the other shells.

9
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Figure 1.5: The conVned electron wave-function leads to inhomogeneous hyperVne coupling
with the nuclei. In the simulations, we assume that the dot can be described as consisting of
5 diUerent classes of nuclei. All nuclei within a class have identical hyperVne coupling, with
strength determined by the electron wave function.

As discussed in the main text, we keep ∆ωc = 0 and then scan the probe laser across
the resonance. For each probe laser detuning ∆ωp we assume that the initial nuclear state ρn

is completely mixed and then we evolve the system until tfin = 1012 Γ−1. Fig. 1.3 of the
main text show the formation of an electronic-nuclear dark state and the concurrent reduction
in Overhauser Veld standard deviation σOF for a range of probe laser detunings ∆ωp . The
two-photon resonance condition δeU = gλ − δ = 0 can be satisVed for a large range of initial
detunings because the set of Overhauser Velds resulting from all possible nuclear spin conVgu-
rations of the toy model QD described above is quasi-continuous. However, the density of states
in the toy model is not a smooth function of the Overhauser Veld, which explains the observed
variations in the absorption strength and σOF within the extended transparency region: the
Overhauser Veld required to fulVll δeU = 0 for some detunings ∆ωp is composed of a nuclear
spin conVguration that requires a large polarization in one of the nuclear spin classes. It will
take many nuclear spin Wips to reach such a state, since the initial state is taken to be Gaussian
in all classes.



Chapter 2

Optical Superradiance from Nuclear
Spin Environment of Single-Photon
Emitters

In this Chapter, we demonstrate that the nuclear spins of mesoscopic solid-state systems
can display highly coherent eUects under a dissipative evolution. We predict a superra-
diant optical emission that can be observed from the polarized nuclear spin ensemble
surrounding a single photon emitter such as a single quantum dot (QD) or Nitrogen-
Vacancy (NV) center. The superradiant light is emitted under optical pumping condi-
tions and would be observable with realistic experimental parameters. This phenomenon
of nuclear superradiance establishes an intriguing analogy between quantum optics and
solid-state physics. It demonstrates the emergence of coherence from dissipation in these
systems, and will serve as a pivot for the following Chapters. This Chapter is based on
publication 5 [OSR].

2.1 Introduction

In quantum optics, the concept of superradiance (SR) is a paradigmatic example for a coherent
quantum eUect arising from a dissipative coupling to the environment (for a review see [17]).
When an large ensemble of (initially excited) optical emitters is conVned in a volume with spa-
tial dimensions much smaller than the wavelength of the emitted light, the characteristics of
the de-excitation process deviate drastically from the classical expectations. The initially inde-
pendent dipoles experience a spontaneous build-up and reinforcement of correlations, which
results in a coherent light emission from the cloud. Its most prominent feature is a sudden burst
of radiation intensity (scaling with the number of emitters) which causes the system to radiate
and thus de-excite much faster than an otherwise identical system of classical emitters. This
emergence of coherence in spontaneous emission is closely related to the phenomenon of lasing
[2, 3]. While in the case of a laser, stimulated emission [15] leads to a coherent occupation of a
particular light mode, in SR the emitters themselves evolve into a coherent state, giving rise to
a quantum mechanically enhanced light emission.

The eUect of SR was Vrst described by Dicke in 1954 [16], and since then been studied ex-
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tensively [167, 168, 169, 170, 171]. Its origin lies in the indiscernability of the individual emitters
with regard to the emitted light. Due to the narrow spatial conVnement smaller than the optical
wavelength, emitted photons carry no information about the position of individual atoms. This
results in the correlation build-up and the cooperative de-excitation of the ensemble; the atomic
cloud behaves like a single quantum-mechanical entity with macroscopic dipole moment ("gi-
ant spin") [172]. Yet, in its original form optical SR is diXcult to observe due to dephasing
dipole-dipole Van der Waals interactions, which arise from the virtual exchange of high-energy
photons (which can resolve the individual atom positions due to their short wavelength) and
suppress the coherence build-up in atomic ensembles [17].

In this Chapter, we establish an intriguing analogy between mesoscopic solid-state physics
and quantum optics: Identifying individual nuclear spin states with the internal levels of single
atoms, we show that superradiant emission can occur from the ensemble of nuclear spins sur-
rounding a quantum emitter such as a self-assembled QD or an NV center under optical spin
pumping conditions. The indiscernability of individual emitters is guaranteed by the indirect
nature of the coupling between the nuclear spins and the optical Veld: In the optical dynamical
nuclear polarization (DNP) scheme we consider, this interaction is mediated by the electron
spin of the emitter, masking the position information of individual spins due to the collective
hyperVne coupling. The indirect character of the nuclear-optical coupling further causes the
dephasing Van der Waals interactions to vanish in this setting.

2.2 Executive summary

This Chapter is organized as follows. We Vrst explain the basic ideas of the proposal and the
main characteristics of nuclear SR using the example of an NV center in diamond in Section 2.3.
NV centers oUer the advantage that one can study the eUect in a small and relatively clean model
system. After we have introduced the main ideas, we demonstrate the principal feasibility
of the approach by simulating exactly a small spin environment of a NV center, taking into
account all spurious eUects resulting from inhomogeneities and anisotropies in the hyperVne
coupling. We come to the conclusion that already for only about 10 nuclear spins, the emission
is cooperatively enhanced by 100%, and we show the onset of a linear scaling of the eUect
with increasing particle number. Motivated by this scaling behavior, we adapt the model to
QDs in Section 2.4, which holds promise of strong eUects, due to the large number of involved
nuclei. Since the large particle number prevent the exact simulation of the system, we develop
a new factorization scheme, tailored for the requirements of a central spin problem, which
allows the treatment of hundreds of nuclear spins. Using this approximative scheme we show
that despite the inhomogeneity of the nuclear spin coupling and related dephasing processes, a
SR-like correlation build-up takes place in the nuclear spin ensemble. We predict a signiVcant
intensity burst of several orders of magnitude in the optical emission proVle. We show that the
surprising conservation of coherence in the presence of strong dephasing processes, is due to an
evolution of the system in so-called many-body-protected manifolds. Finally, in Section 2.5, we
brieWy discuss the implications of this proposal with respect to the following Chapters of this
Thesis.
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2.3 Proof-of-principle: SR in Nitrogen-Vacancy centers

Superradiance is known as a macroscopic collective quantum phenomenon which generalizes
spontaneous emission from a single emitter to a many-body system of N atoms [173]. Starting
from a fully polarized initial state the system evolves within a subspace fully symmetric under
permutation and experiences a strong correlation build-up due to a collective coupling to the en-
vironment. As a consequence, the emission intensity is not of the usual exponentially-decaying
form, but conversely features a sudden peak occuring on a very rapid timescale ∼ 1/N with a
maximum ∼ N2.

We show, that the same type of cooperative emission can occur from an ensemble of nuclear
spins surrounding of a single photon quantum emitter. Here, the superradiant eUect is based on
the collective hyperVne (HF) interaction of the electronic spin of the defect (QD or NV) with N
initially polarized proximal nuclear spins. It is dominated by the isotropic Fermi-contact term
[98, 134] and reads in an external magnetic Veld (~ = 1):

H =
g

2
(A+S− +A−S+) + gAzSz + ωSS

z. (2.1)

Here Sµ and Aµ =
∑N

i=1 giσ
µ
i (µ = +,−, z) denote electron and collective nuclear spin

operators, respectively. The coupling coeXcients are normalized such that
∑

i g
2
i = 1 and

individual nuclear spin operators σµi are assumed to be spin-1/2 for simplicity; g gives the
overall HF coupling strength and ωS denotes the electron Zeeman splitting. We neglect the
typically very small nuclear Zeeman and nuclear dipole-dipole terms.

Let us Vrst consider NV centers, for which the eUect can be studied in a clean and relatively
small spin environment. Due to their extraordinary quantum properties, such as ultra-long de-
coherence times even at room temperature, NV centers have attracted wide interest (for a recent
review, see [119]) resulting, e.g., in the demonstration of entanglement and quantum gates be-
tween the electron and proximal nuclear spins [129]. Both the NV center’s electronic ground
(3A) and optically excited states (3E) are spin triplet (S = 1). In the absence of a magnetic Veld,
the ground state sublevels |mS = ±1〉 are split from |mS = 0〉 due to the anisotropic crystal
Veld. In the following, we assume that a static magnetic Veld B is applied along the NV axis to
bring |mS = 0〉 and |mS = 1〉 close to degeneracy1. In this case |mS = −1〉 is oU-resonance
and can be disregarded. We focus on low-strain NV centers with well-deVned selection rules,
and assume that it is optically excited by selectively driving the weakly allowed transition from
|mS = 1〉 to a state |Ex〉 in the 3E manifold which decays primarily into |mS = 0〉 [120], see
Fig. 2.1 (a).

The nuclear spin environment of the NV center consists of proximal 13C (spin I = 1/2)
nuclei in the otherwise spinless 12C matrix, which are HF-coupled to the electronic spin of the
defect center. The interaction is dominated by the Fermi-contact term such that the coupling is
isotropic (to Vrst order) and described by Eqn. (2.1) (ωS here contains both zero Veld splitting
and Zeeman energy). Nevertheless, in the simulations conducted below we included the small
anisotropic dipole-dipole terms.

We describe now the coupling of the nuclear spin to the optical Veld as depicted in Fig. 2.1 (b).
It is best understood as a two-step process: First, strongly driving a dipole-forbidden optical
transition of the |mS = 1〉 spin state (the allowed transition is far oU-resonant) pumps the elec-
tron into |mS = 0〉. Such Raman spin-Wip transitions have been demonstrated recently [120].

1A Veld of ∼ 100mT is suXcient to compensate the zero-Veld splitting of 2.88GHz.
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(the allowed transition is far off resonant) pumps the
electron into jmS ¼ 0i. Such Raman spin-flip transitions
have been demonstrated recently [10]. Since the short-
lived excited state is populated negligibly throughout the
process, we can eliminate it from the dynamics using
standard techniques and obtain a master equation for the
electron spin decaying with effective rate !r:

_! ¼ !rðS#!Sþ # 1
2S

þS#!# 1
2!S

þS#Þ # i½H;!'; (2)

each decay being accompanied by a Raman photon.
Second, the return to state jmS ¼ 1i, necessary for the
next emission, occurs through H via a HF mediated elec-
tron spin flip (and nuclear spin flop). Thus, each Raman
photon indicates a nuclear spin flop and the emission
intensity IðtÞ is proportional to the change in nuclear
polarization. Starting from a fully polarized state, SR is
due to the increase in the operative HF matrix element
hAþA#i. The scale of the coupling is set by A :¼ g

P
igi.

For a small relative coupling strength " ¼ A=ð2"Þ, where
" :¼ j!r=2þ i!Sj, the electron is predominantly in its
jmS ¼ 0i spin state and we can project Eq. (2) to the
respective subspace. The reduced master equation for the
nuclear density operator reads

_! ¼ crðA#!Aþ # 1
2A

þA#!# 1
2!A

þA#Þ
# ici½AþA#;!' # igmS½Az;!'; (3)

where cr ¼ g2=ð2"Þ2!r and ci ¼ g2=ð2"Þ2!S.
As the electron is optically pumped into jmS ¼ 0i, the

last term—representing the electron’s Knight field—in
Eq. (3) vanishes. Assuming resonance (!S ¼ 0) the equa-
tion closely resembles the SR master equation which has
been discussed extensively in the context of atomic physics
[2] and thus SR effects might be expected. However, there
is a crucial difference: the inhomogeneous nature (gi !
const) of the operators A#. They do not preserve the
collective spin, affecting the relative phase between nuclei.
This could prevent the phased emission necessary for SR
[2,11,12]. However, as we shall see, SR is still clearly

present in realistic inhomogeneous systems. We take the
ratio of the maximum intensity to the initial intensity (the
maximum for independent spins) Icoop=Iind as our figure of
merit in the following: if this relative intensity peak height
is >1 it indicates cooperative effects.
To see that this effect can be observed at NV centers, we

simulate Eq. (2) numerically [13]. The number N of effec-
tively coupled nuclei can range from a few to a few
hundred, since the concentration of 13C can be widely
tuned [14]. The HF constants gi between the defect and
the nearest (40 nuclei were derived in [6] in an ab initio
calculation. Nuclei outside this shell ((7 #A) have a cou-
pling strength ggi weaker than 2$) 0:5 MHz and are not
considered here. The excited state lifetime of the NV
center has been measured as % * 13 ns [15,16]. Thus, we
adopt an effective rate !r ¼ 2$) 10 MHz for the decay
from jmS ¼ 1i to jmS ¼ 0i enabled by driving the Raman
transition. The intensity enhancements predicted by exact
simulations for small, randomly chosen, and initially po-
larized spin environments are shown in Fig. 1(c). In
samples of higher 13C concentration N can be larger and
stronger effects are expected.
One characteristic feature of SR is the linear N depen-

dence of the associated effects (already visible in Fig. 1).
Since the number of nuclei to which the electron couples is
much larger in a QD than in a NV center, QDs are particu-
larly attractive candidates for the investigation of SR. In
the following we study the dynamics of the QD system in
different regimes and we show that strong signatures of SR
can be expected in realistic settings.
Let us consider a self-assembled QD in which a single

conduction band electron is coupled by isotropic Fermi-
contact interaction to a large number of nuclear spins.
Optical pumping of the electron is realized by a Raman
process, driving a forbidden transition to a trion state [17],
and including the HF coupling we again obtain dynamics
as sketched in Fig. 1(b). For the optical pumping rate
values !r ¼ 2$) ð0:1–1Þ GHz are applicable [18,19]. A
comparison with the HF coupling constants reported for
different materials [20] shows that for InGaAs and CdSe
QDs at resonance Eq. (3) are not valid since the relative
coupling strength " + 1. We therefore consider the dynam-
ics of the system under conditions of a finite electron
inversion [using Eq. (2)]. In this regime, the electron can
be seen as a driven and damped two-level system: the
nuclei ‘‘pump’’ excitations into the electron, which are
damped by the Raman-mediated decay; cooperative be-
havior manifests in enhanced HF interaction. This en-
hancement directly translates into increased electron
inversion hSþS#i to which the emitted photon rate is
proportional and thus SR from a single QD can be ex-
pected. Let us rephrase this, since SR from a single emitter
is somewhat counter intuitive. Of course, on an optical time
scale, antibunched single photons will be emitted at a rate
below the optical decay rate. It is, in fact, typically much
slower since the emitter is pumped into the optically in-
active state jmS ¼ 0i. SR on time scales (1=!r consists

FIG. 1 (color online). (a) Simplified level scheme of NV center
with relevant $ system (cf. the text and [10]). (b) Sketch of
relevant processes: electronic ground states are coupled by
optical pumping and HF flipflops; the states are labeled by the
z components of the electron and nuclear spin. (c) Icoop=Iind for
randomly chosen nuclear environments of an NV center. The
first nuclear shell is taken to be spinless, as due to their very
strong coupling they would evolve largely independent from the
ensemble.
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Figure 2.1: (a) SimpliVed level scheme of NV center with relevant Λ system (cf. text and [120]);
(b) Sketch of relevant processes: electronic ground states are coupled by optical pumping and
HF WipWops; the states are labeled by the z-components of the electron and nuclear spin. (c)
Icoop/Iind for randomly chosen nuclear environments of an NV center The Vrst nuclear shell is
taken to be spinless, as due to their very strong coupling they would evolve largely independent
from the ensemble.

Since the short-lived excited state is populated negligibly throughout the process, we can adi-
abatically eliminate it from the dynamics using standard perturbation techniques and obtain a
master equation for the electron spin decaying with eUective rate Γr :

ρ̇ = Γr(S
−ρS+ − 1

2
S+S−ρ− 1

2
ρS+S−)− i[H, ρ], (2.2)

each decay process being accompanied by the emission of a Raman photon. Second, the return
to state |mS = 1〉, necessary for the next emission, occurs through H via a HF mediated elec-
tron spin Wip (and nuclear spin Wop). Thus, each Raman photon indicates a nuclear spin Wop and
the emission intensity I(t) is proportional to the change in nuclear polarization. Starting from
a fully polarized state, SR is due to the increase in the operative HF matrix element 〈A+A−〉.
The scale of the coupling is set by the hyperVne coupling constant AH := g

∑
i gi. For a small

relative coupling strength ε = AH/(2∆), where ∆ := |Γr/2 + iωS |, the electron is predomi-
nantly in its |mS = 0〉 spin state and we can project Eqn. (2.2) to the respective subspace. The
reduced master equation for the nuclear density operator µ = TrS(ρ) reads

µ̇ =cr(A
−µA+ − 1

2
A+A−µ− 1

2
µA+A−) (2.3)

− ici[A+A−, µ]− igmS [Az, µ],

where cr = g2/(2∆)2Γr and ci = g2/(2∆)2ωS .
As the electron is optically pumped into |mS = 0〉, the last term - representing the elec-

tron’s Knight Veld - in Eqn. (2.3) vanishes. Assuming resonance (ωS = 0) the equation
closely resembles the SR master equation which has been discussed extensively in the con-
text of atomic physics [17] and thus SR eUects might be expected. Conceptually, the emergence
of SR sigantures can be understood immediately in the ideal case of homogeneous coupling
(gi = 1/

√
N,∀i) in which the collective state of all nuclear spins can be described in terms of

Dicke states |J,m〉2: The enhancement of the HF interaction is directly associated with the tran-
sition through nuclear states |J,m〉 with m � J . In this idealized setting, the spin operator I

2Dicke states are the angular-momentum-like spin eigenstates (see, e.g., [16]).
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of the nuclear spin ensemble obeys the SU(2) Lie algebra, from which one can deduce the ladder
operator relation I− |J,m〉 =

√
J(J + 1)−m (m− 1) |J,m− 1〉. This means that, starting

from an initially fully polarized state |J = N/2,m = N/2〉, the nuclear system cascades down
the Dicke-ladder with an eUective rate

Γ̃m→m−1 =
cr
N

(N/2 +m) (N/2−m+ 1) , (2.4)

since, according to the Vrst term in Eqn. (2.3), the populations of the Dicke states µm,m :=
〈N,m|µ |N,m〉 evolve as

µ̇m,m = −Γ̃m→m−1µm,m (2.5)

+Γ̃m+1→mµm+1,m+1.

While the eUective rate is Γ̃N/2→N/2−1 = cr at the very top of the the ladder it increases
up to Γ̃|m|�N/2 ≈ crN/4 at the center of the Dicke ladder. This implies the characteristic
intensity peaking as compared to the limit of independent classical emitters, the emission rate
of which would be Γ̃cl = cr

NN↑ = cr
N (N/2 +m). Note, that on this level, the quantum

mechanical eUect of SR is entirely described by a recursive set of diUusion equations. Based
on these rate equations, we make a rough estimate for the average process duration 〈tD〉 in
the following. By linearizing Eqn.(2.4) for the beginning of the superradiant evolution [17] as
Γ̃m→m−1 ≈ cr(s + 1), where s = N/2 − m gives the number of nuclear Wips that have
occurred, one Vnds that the Vrst Wip takes place in an average time c−1

r , the second one in a
time (2cr)

−1 and so on. The summation of all these elementary time intervals gives an upper
bound estimate for the process duration untill the SR peaking as

〈tD〉 .
2

cr

[
1 +

1

2
+ · · ·+ 1

N/2

]
≈ 2 ln(N/2)

cr
. (2.6)

Remarkably, the total duration of the superradiant process is only by a factor of ln(N/2) longer
than the time it takes for the Vrst spin Wip to occur, which is in stark contrast to the behavior
a corresponding classical ensemble. A more detailed study of the time scales of the nuclear
superradiant process is presented in Chapter 3 [SET] where we consider nuclear superradiance
eUects in the electronic transport through an electrically-deVned QD.

As compared to the ideal setting, in realistic solid-state systems there is a crucial diUerence:
the inhomogeneous nature (gi 6= const) of the operators Aµ: they do not preserve the collective
spin, aUecting the relative phase between nuclei. This potentially prevents the phased emission
necessary for SR [17, 168, 174]. However, as we shall see next, SR is still clearly present in
small realistic systems with inhomogeneous and moderately anisotropic hyperVne interactions,
such as NV centers. In Section 2.4 we will identify the mechanism, which prevents dephasing
and protects the coherent evolution of the nuclear system, and we will extend our predictions
to self-assembled QD systems with about 104 − 105 nuclear spins. In the following, we take
the ratio of the maximum intensity to the initial intensity (i.e., the maximum for independent
spins) Icoop/Iind as our Vgure of merit: if this relative intensity peak height is > 1 it indicates
cooperative eUects.

To see that this eUect can be observed at NV centers, we simulate Eqn. (2.2) numerically3.
The number N of eUectively coupled nuclei can range from a few to a few hundred, since the

3Eqn. (2.2) allows for the full incorporation of anisotropies.
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concentration of 13C can be widely tuned [175]. The HF constants gi between the defect and
the nearest ∼ 40 nuclei were derived in [134] in an ab-initio calculation. Nuclei outside this
shell (∼ 7Å) have a coupling strength ggi weaker than 2π ·0.5MHz and are not considered here.
The excited state lifetime of the NV center has been measured as τ ≈ 13ns [176, 177]. Thus,
we adopt an eUective rate Γr = 2π · 10MHz for the decay from |mS = 1〉 to |mS = 0〉 enabled
by driving the respective Raman transition. The intensity enhancements predicted by exact
simulations for small, randomly chosen and initially polarized spin environments are shown
in Fig. 2.1(c). For each number from three to ten nuclear spins, we simulate the exact sys-
tem evolution for 20 randomly chosen spin spin conVgurations (i.e., random positioning of the
nuclear spins within the 40 nearest cores according to [134]), to Vnd the relative intensity peak
height Icoop/Iind. Already for a few particles, clear signatures of cooperativity (Icoop/Iind > 1)
are present. In samples of higher 13C concentration N can be larger and stronger eUects are
expected.

One characteristic feature of SR is the linear N -dependence of the associated eUects, the
onset of which is already visible in Fig. 2.1 (c). Since the number of nuclei to which the electron
couples is much larger in a QD than in a NV center, QDs are particularly attractive candidates
for the investigation of SR. In the following, we study the dynamics of the QD system in diUerent
regimes, and we show that strong signatures of SR can be expected in realistic settings.

2.4 Quantitative analysis and theoretical concepts: Quantum dots

Let us consider a self-assembled QD in which a single conduction-band electron is coupled by
isotropic Fermi contact interaction to a large number of nuclear spins. Optical pumping of the
electron is realized by a Raman process, driving a forbidden transition to a trion state [101], and
including the HF coupling we again obtain dynamics as sketched in Fig. 2.1(b). For the optical
pumping rate values Γr = 2π · (0.1 − 1)GHz are applicable [178, 179]. A comparison with
the HF coupling constants reported for diUerent materials4 shows that for InGaAs and CdSe
QDs at resonance Eqn. (2.3) is not valid since the relative coupling strength ε ≥ 1. We there-
fore consider the dynamics of the system under conditions of a Vnite electron inversion [using
Eqn. (2.2)]. In this regime, the electron can be seen as a driven and damped two-level system:
the nuclei ’pump’ excitations into the electron, which are damped by the Raman-mediated de-
cay; cooperative behavior manifests in enhanced HF interaction. This enhancement directly
translates into increased electron inversion 〈S+S−〉 to which the emitted photon rate is pro-
portional and thus SR from a single QD can be expected. Let us rephrase this, since SR from a
single emitter is somewhat counter-intuitive: Of course, on an optical time scale, anti-bunched
single photons will be emitted at a rate below the optical decay rate. It is, in fact, typically much
slower since the emitter is pumped into the optically inactive state |mS = 0〉. SR on time scales
∼ 1/Γr consists thus of lifting this “spin-blockade” by HF coupling which becomes increas-
ingly more eXcient as nuclear cooperative eUects kick in. As in the homogeneous case [17] this
enhancement is associated with the transition through nuclear Dicke states |J,m〉 , |m| � J .
Although J is not preserved by inhomogeneousA±, we can use the Dicke states to illustrate the
dynamics. For instance, due to the large homogeneous component in A−, its matrix elements
show a strong increase ∝ J for states |J,m〉 , |m| � J .

4The HF coupling constants and typical numbers of nuclei (A/µeV,N) for important QD materials are [180, 98]:
GaAs:(100,104 − 106), CdSe:(10,103), SiP:(0.1,102)
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For large relative coupling strengths ε � 1 the electron saturates and superradiant emis-
sion is capped by the decay rate Γr/2, prohibiting the observation of an intensity burst. In
order to avoid this bottleneck regime we choose a detuning ωS = AH/2 such that 0 < ε =

AH/
√

Γ2
r +A2

H ≤ 1. In this parameter range the early stage of the evolution - in which the
correlation build-up necessary for SR takes place [17] - is well described by Eqn. (2.3). The
nuclear phasing is counteracted by the dephasing (inhomogeneous) part of the Knight term
(∝ g

√
Var(gi)/2 [167]), which can cause transitions J → J − 1. However, the system evolves

in a many-body protected manifold (MPM) [181]: The term∼ [A+A−, ρ] energetically separates
diUerent total nuclear spin-J manifolds. A rough estimate of the ratio between detuning and
dephasing shows a dependence∝ ε2, with proportionality factor> 1 (diverging in the homoge-
neous limit). Thus for values ε ≈ 1 the correlation build-up should be largely MPM-protected.
We now conVrm these considerations and show by numerical simulation of Eqn. (2.2) that a
SR peaking of several orders of magnitude can be observed in the Raman radiation from an
optically pumped QD, cf. Fig. 2.2. An exact numerical simulation of the dynamics is not feasible

thus of lifting this ‘‘spin blockade’’ by HF coupling which
becomes increasingly more efficient as nuclear cooperative
effects kick in. As in the homogeneous case [2], this
enhancement is associated with the transition through nu-
clear Dicke states jJ;mi, jmj ! J. Although J is not
preserved by inhomogeneous A", we can use the Dicke
states to illustrate the dynamics. For instance, due to the
large homogeneous component in A#, its matrix elements
show a strong increase / J for states jJ;mi, jmj ! J.

For large relative coupling strengths ! $ 1 the electron
saturates and superradiant emission is capped by the decay
rate !r=2, prohibiting the observation of an intensity burst.
In order to avoid this bottleneck regime, we choose a de-

tuning !S ¼ A=2 such that 0< ! ¼ A=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
!2
r þ A2

p
' 1. In

this parameter range, the early stage of the evolution—in
which the correlation buildup necessary for SR takes place
[2]—is well described by Eq. (3). The nuclear phasing is
counteracted by the dephasing (inhomogeneous) part of the

Knight term (/g
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VarðgiÞ

p
=2 [21]), which can cause tran-

sitions J ! J # 1. However, the system evolves in a many-
body protected manifold (MPM) [22]: The term
*½AþA#;", energetically separates different total nuclear
spin-J manifolds. A rough estimate of the ratio between
detuning and dephasing shows a dependence /!2, with
proportionality factor >1 (diverging in the homogeneous
limit). Thus for values ! - 1 the correlation buildup
should be largely MPM protected. We now confirm these
considerations and show by numerical simulation of
Eq. (2) that a SR peaking of several orders of magnitude
can be observed in the Raman radiation from an optically
pumped QD; cf. Fig. 2. An exact numerical simulation of
the dynamics is not feasible due to the large number of
coupled nuclei and since the dynamics for inhomogeneous
coupling cannot be restricted to a low-dimensional sub-
space. To obtain IðtÞ / d

dt

P
ih#þ

i #
#
i i, we therefore use an

approximative scheme. By Eq. (2), these expectation val-

ues are related to fourth-order correlation terms involving
both the electron and nuclear spins. We use a factorization
assumption to reduce the higher-order expressions in terms
of the covariance matrix $þ

ij ¼ h#þ
i #

#
j i. Following [23],

we apply the bosonic Wick’s theorem, incorporating the
fermionic character of same-site nuclear spin operators
(½#þ

i ;#
#
i ,þ¼1) and replace, e.g., h#þ

i #
z
jS

#i! ð$þ
jj# 1

2Þ.
h#þ

i S
#i#$þ

ij h#þ
j S

#i. But the electron spin plays a special
role and factorizing it completely leads to poor results.
Therefore we also solve Eq. (2) for the main higher-order
term involving the electron, the ‘‘mediated covariance
matrix’’ $#

ij ¼ h#þ
i S

z##
j i. All other higher-order expecta-

tion values therein are factorized under consideration of
special symmetries for operators acting on the same site.
In the regimes accessible to an exact treatment, i.e., the

homogeneous case and for few inhomogeneously coupled
particles, the factorization results agree well with the exact
evolution (see the inset in Fig. 2). This shows that it quan-
titatively captures the effect of nuclear spin coherences
while allowing a numerical treatment of hundreds of spins.
Finally, in addition to the constant detuning !S ¼ A=2 for
the displayed simulations we compensated the Overhauser
field dynamically [24]. Furthermore, we assume a Gauss-
ian spatial electron wave function. The results obtained
with these methods are displayed in Figs. 2 and 3. For ! -
1, the strong MPM protection suppresses dephasing, lead-
ing to pronounced SR signatures: A strong intensity burst,
whose relative height scales / N (for large N). For large
!-1, the relative height is reduced only by half com-
pared to the ideal Dicke case. For smaller !, it decreases
further due to increased dephasing. For ! ' 0:3, where
MPM protection is weak and the decay process is signifi-
cantly slowed down (cr/!2), even the linear scaling is lost.
From Fig. 3, one extrapolates that for a fully polarized

initial state a huge intensity overhead of several orders of
magnitude (*103–104) is predicted. If the initial state is not
fully polarized, SR effects are reduced. However, even
when, e.g., starting from a mixture of symmetric Dicke
states jJ; Ji with polarization P ¼ 60% [18,25] our simu-
lations predict a strong intensity peak and (for N $ 1) a

FIG. 2 (color online). Relative intensity under dynamical
Overhauser field compensation: N ¼ 212, !S ¼ A=2, and ! ¼
0:3(I), 0.7(II), 0.99(III). (IV) shows the ideal Dicke SR profile [1]
as a reference. Inset: comparison of exact evolution and factor-
ization for N ¼ 9 inhomogeneously coupled spins (left peak,
scaled by factor 50) and N ¼ 212 homogeneous spins (! ¼ 0:7).
Fully independent emitters lead to an exponential curve slowly
decaying from 1 to zero and are therefore not depicted.

FIG. 3 (color online). Icoop=Iind for different values of !—the
Overhauser field is dynamically compensated and !S ¼ A=2 in
all cases—compared to the ideal Dicke case. The dashed line
corresponds to a partially polarized dot (cf. the text).
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Figure 2.2: Relative intensity under dynamical Overhauser Veld compensation: N = 441,
ωS = A/2 and ε = 0.3(I), 0.7(II), 0.99(III). (IV) shows the ideal Dicke SR proVle [16] as a
reference. Inset: comparison of exact evolution and factorization for N = 9 inhomogeneously
coupled spins (left peak, scaled by factor 50) and N = 441 homogeneous spins (ε = 0.7). Fully
independent emitters lead to an exponential curve slowly decaying from 1 to zero which is not
depicted.

due to the large number of coupled nuclei and since the dynamics for inhomogeneous coupling
cannot be restricted to a low-dimensional subspace. To obtain the photon emission intensity
I(t) ∝ d

dt

∑
i〈σ+

i σ
−
i 〉 we therefore use an approximative scheme. Via Eqn. (2.2) these expecta-

tion values are related to fourth-order correlation terms involving both the electron and nuclear
spins. We use a factorization assumption to reduce the higher-order expressions in terms of

the covariance matrix γ+
ij =

〈
σ+
i σ
−
j

〉
. Following [182] we apply the bosonic Wick’s theorem,

incorporating the fermionic character of same-site nuclear spin operators (
[
σ+
i , σ

−
i

]
+

= 1)

and replace, e.g., 〈σ+
i σ

z
jS
−〉 → (γ+

jj − 1
2)〈σ+

i S
−〉 − γ+

ij 〈σ+
j S
−〉. However, the electron spin

plays a special role amongst the other spins, mediating the collective nuclear interaction, and
factorizing it completely leads to poor results. Therefore, we also solve Eqn. (2.2) for the main
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higher-order term involving the electron, the “mediated covariance matrix” γ−ij =
〈
σ+
i S

zσ−j
〉

.

All other higher-order expectation values therein are factorized under consideration of special
symmetries for operators acting on the same site.

In the regimes accessible to an exact treatment, i.e., the homogeneous case and for few in-
homogeneously coupled particles, the factorization results agree well with the exact evolution
(see inset in Fig. 2.2). This shows that it quantitatively captures the eUect of nuclear spin co-
herences while allowing a numerical treatment of hundreds of spins. Finally, in addition to the
constant detuning ωS = AH/2 for the displayed simulations we compensated the Overhauser
Veld dynamically5. Furthermore, we assume a two-dimensional Gaussian spatial electron wave
function, which deVne the individual hyperVne coupling constants gi. The results obtained

thus of lifting this ‘‘spin blockade’’ by HF coupling which
becomes increasingly more efficient as nuclear cooperative
effects kick in. As in the homogeneous case [2], this
enhancement is associated with the transition through nu-
clear Dicke states jJ;mi, jmj ! J. Although J is not
preserved by inhomogeneous A", we can use the Dicke
states to illustrate the dynamics. For instance, due to the
large homogeneous component in A#, its matrix elements
show a strong increase / J for states jJ;mi, jmj ! J.

For large relative coupling strengths ! $ 1 the electron
saturates and superradiant emission is capped by the decay
rate !r=2, prohibiting the observation of an intensity burst.
In order to avoid this bottleneck regime, we choose a de-

tuning !S ¼ A=2 such that 0< ! ¼ A=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
!2
r þ A2

p
' 1. In

this parameter range, the early stage of the evolution—in
which the correlation buildup necessary for SR takes place
[2]—is well described by Eq. (3). The nuclear phasing is
counteracted by the dephasing (inhomogeneous) part of the

Knight term (/g
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VarðgiÞ

p
=2 [21]), which can cause tran-

sitions J ! J # 1. However, the system evolves in a many-
body protected manifold (MPM) [22]: The term
*½AþA#;", energetically separates different total nuclear
spin-J manifolds. A rough estimate of the ratio between
detuning and dephasing shows a dependence /!2, with
proportionality factor >1 (diverging in the homogeneous
limit). Thus for values ! - 1 the correlation buildup
should be largely MPM protected. We now confirm these
considerations and show by numerical simulation of
Eq. (2) that a SR peaking of several orders of magnitude
can be observed in the Raman radiation from an optically
pumped QD; cf. Fig. 2. An exact numerical simulation of
the dynamics is not feasible due to the large number of
coupled nuclei and since the dynamics for inhomogeneous
coupling cannot be restricted to a low-dimensional sub-
space. To obtain IðtÞ / d

dt

P
ih#þ

i #
#
i i, we therefore use an

approximative scheme. By Eq. (2), these expectation val-

ues are related to fourth-order correlation terms involving
both the electron and nuclear spins. We use a factorization
assumption to reduce the higher-order expressions in terms
of the covariance matrix $þ

ij ¼ h#þ
i #

#
j i. Following [23],

we apply the bosonic Wick’s theorem, incorporating the
fermionic character of same-site nuclear spin operators
(½#þ

i ;#
#
i ,þ¼1) and replace, e.g., h#þ

i #
z
jS

#i! ð$þ
jj# 1

2Þ.
h#þ

i S
#i#$þ

ij h#þ
j S

#i. But the electron spin plays a special
role and factorizing it completely leads to poor results.
Therefore we also solve Eq. (2) for the main higher-order
term involving the electron, the ‘‘mediated covariance
matrix’’ $#

ij ¼ h#þ
i S

z##
j i. All other higher-order expecta-

tion values therein are factorized under consideration of
special symmetries for operators acting on the same site.
In the regimes accessible to an exact treatment, i.e., the

homogeneous case and for few inhomogeneously coupled
particles, the factorization results agree well with the exact
evolution (see the inset in Fig. 2). This shows that it quan-
titatively captures the effect of nuclear spin coherences
while allowing a numerical treatment of hundreds of spins.
Finally, in addition to the constant detuning !S ¼ A=2 for
the displayed simulations we compensated the Overhauser
field dynamically [24]. Furthermore, we assume a Gauss-
ian spatial electron wave function. The results obtained
with these methods are displayed in Figs. 2 and 3. For ! -
1, the strong MPM protection suppresses dephasing, lead-
ing to pronounced SR signatures: A strong intensity burst,
whose relative height scales / N (for large N). For large
!-1, the relative height is reduced only by half com-
pared to the ideal Dicke case. For smaller !, it decreases
further due to increased dephasing. For ! ' 0:3, where
MPM protection is weak and the decay process is signifi-
cantly slowed down (cr/!2), even the linear scaling is lost.
From Fig. 3, one extrapolates that for a fully polarized

initial state a huge intensity overhead of several orders of
magnitude (*103–104) is predicted. If the initial state is not
fully polarized, SR effects are reduced. However, even
when, e.g., starting from a mixture of symmetric Dicke
states jJ; Ji with polarization P ¼ 60% [18,25] our simu-
lations predict a strong intensity peak and (for N $ 1) a

FIG. 2 (color online). Relative intensity under dynamical
Overhauser field compensation: N ¼ 212, !S ¼ A=2, and ! ¼
0:3(I), 0.7(II), 0.99(III). (IV) shows the ideal Dicke SR profile [1]
as a reference. Inset: comparison of exact evolution and factor-
ization for N ¼ 9 inhomogeneously coupled spins (left peak,
scaled by factor 50) and N ¼ 212 homogeneous spins (! ¼ 0:7).
Fully independent emitters lead to an exponential curve slowly
decaying from 1 to zero and are therefore not depicted.

FIG. 3 (color online). Icoop=Iind for different values of !—the
Overhauser field is dynamically compensated and !S ¼ A=2 in
all cases—compared to the ideal Dicke case. The dashed line
corresponds to a partially polarized dot (cf. the text).
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Figure 2.3: Icoop/Iind for diUerent values of ε - the Overhauser Veld is dynamically compensated
and ωS = A/2 in all cases - compared to the ideal Dicke case. Dashed line corresponds to a
partially polarized dot with 60 % polarization (cf. text).

with these methods are displayed in Fig. 2.2 which show the real time evolution of the emitted
photon intensity for diUerent values of the relative coupling strength ε as compared to the ideal
Dicke case. Figure 2.3 which displays the relative intensity peak height Icoop/Iind in depen-
dence on the particle number N . For ε ≈ 1 the strong MPM protection suppresses dephasing,
leading to pronounced SR signatures: A strong intensity burst takes place [Fig. 2.2 (III)], whose
relative height scales ∝ N (for large N ). In this case, the relative height is reduced only by half
compared to the ideal Dicke case [Fig. 2.3 (red solid line)]. For smaller ε it decreases further due
to increased dephasing. For ε ≤ 0.3, where MPM protection is weak and the decay process is
signiVcantly slowed down (cr ∝ ε2), even the linear scaling is lost [Fig. 2.3 (purple dashed line)].
From Fig. 2.3 one extrapolates that for a fully polarized initial state a huge intensity overhead of
several orders of magnitude (∼ 103-104) is predicted. If the initial state is not fully polarized,
SR eUects are reduced. However, even when, e.g,. starting from a mixture of symmetric Dicke
states |J, J〉 with polarization P = 60% [178, 183] our simulations predict a strong intensity
peak and (for N � 1) a linear N -dependence: Icoop/Iind ≈ 0.03N (ε = 0.99), i.e., only a
factor 4 weaker than for full polarization.

5By applying a time dependent magnetic or spin-dependent AC Stark Veld such that ωS(t) = g 〈Az〉t we
ensure that the measured change in radiation intensity is due to a cooperative emission eUect only. Dynamical
compensation of the nuclear Overhauser Veld will be explained in greater detail in Chapter 3.



2.5 Conclusions and relevance for the upcoming Chapters 49

Note that for the sake of simplicity we consider spin I = 1/2 nuclei in our simulations. In
terms of particle numbers N this is a pessimistic assumption as typical QD host materials carry
a higher spin. We can incorporate this eUect by treating higher spins as 2I homogeneously
coupled spins 1/2 thus increasing the eUective particle number by the factor 2I . Most QDs
consist of a few diUerent species of nuclei with strongly varying magnetic moments, increasing
the inhomogeneity of the system. However, in the worst case the diUerent species evolve inde-
pendently diminishing the eUect by a small factor corresponding to the number of species. In
our simulations the eUect was shown to be much smaller.

We have neglected the dipolar and quadrupolar interaction among the nuclear spins. The
former is always negligible on the time scale considered here [98]. The latter is absent for
nuclear spin I = 1/2 (NV centers, CdSe QDs) or strain-free QDs [178]. In strongly strained
QDs it can be important [184], and a term

∑
i νi(σ

zi
i )2 must be added to Eqn. (2.1), where zi

is deVned as the main axis of the local electric-Veld-gradient tensor, and σzii is the nuclear spin
operator along zi.

Having seen that SR can be observed in experimentally accessible nuclear spin ensembles,
let us brieWy explore a further aspect of this setting: The Master Eqn. (2.3) describes optical
pumping of the nuclear spins. Its steady states are the eigenstates of Az which lie in the kernel
of A−, so-called dark states, and include the fully polarized state. Hence the setting described
by Eqs. (2.2) and (2.3) can be used to polarize the nuclei [185], i.e., to prepare the initial state
required for the observation of SR. By switching the electron spin pumping direction after the
nuclei have been polarized in one direction, the superradiant de-excitation proceeds in the op-
posite direction.

2.5 Conclusions and relevance for the upcoming Chapters

We have shown that the nuclear spin environment of individual QDs and NV centers shows
superradiant optical emission under suitable optical pumping conditions. While in NV centers
a collective intensity enhancement of up to 100% is predicted, the much larger nuclear spin
ensembles in QDs could lead to relative peak heights of several orders of magnitude. This
would be clear evidence of coherent HF dynamics of nuclear spin ensembles in QDs, arising
from a dissipative coupling to an environment. The result that cooperative quantum optical
phenomena can take place in solid-state systems, represents an important milestone for the
remainder of this Thesis. It is the foundation for the upcoming Chapters:

First, we generalize the idea of SR in the solid state to the case of electrically-deVned QDs
in a transport setting. Here, photons are replaced by electrons and the cooperative evolution
of the system gives rise to an intensity burst in the electron tunnel current rather than the
photon emission. This establishes the new paradigm of electronic SR. Second, it is known
[77, 186] that, in the thermodynamic limit, an optically driven atomic system with collective
superradiant decay – as described by Eqn. (2.3) for homogeneous operators andmS = ωS = 0 –
can undergo a second-order non-equilibrium phase transition in the steady state. Furthermore,
recent experiments in QDs showed the emergence of critical eUects like bistability and hysteresis
under optical pumping conditions, e.g.[115, 116, 113, 109]. This stimulated a research project, in
which we investigated the steady-state phase diagram of a system similar to the one we studied
in the present Chapter under additional resonant driving. We Vnd a variety of critical eUects in
the steady state, and we derive the theoretical tools that enable their complete understanding.



50 2. Optical Superradiance from Nuclear Spin Environment of Single-Photon Emitters

These results are presented in Chapter 4.



Chapter 3

Superradiance-like Electron Transport
through a Quantum Dot

After we have seen in the previous Chapter, that the dissipative coupling to optical modes
can lead to highly coherent phenomena in solid-state systems, we now demonstrate an
analogous eUect in electron transport through a electrically-deVned quantum dot (EDQD).
The focus of this Chapter lies in the rigorous derivation of a master equation based frame-
work for electron transport in the Coulomb-blockade regime which includes hyperVne
(HF) interaction with the nuclear spin ensemble in the EDQD. This general tool is then
used to study the hyperVne-assisted leakage current through a single EDQD. We Vnd
that, for an initially polarized nuclear system, the proposed setup leads to a strong cur-
rent peak, in close analogy with superradiant emission of photons from atomic ensembles.
This eUect could be observed with realistic experimental parameters and would as well
provide clear evidence of coherent HF dynamics of nuclear spin ensembles in QDs caused
by dissipation. This Chapter is based on Publication 1 [SET].

3.1 Introduction

Aside from the aspects discussed above, quantum coherence is also at the very heart of many
intriguing phenomena in electronic transport [187]. For example, it is the essential ingredient to
the understanding of the famous Aharonov-Bohm-like interference oscillations of the conduc-
tance of metallic rings [188] or the well-known conductance steps in quasi-one-dimensional
wires [189, 190]. In particular, nonequilibrium electronic transport has emerged as a ver-
satile tool to gain deep insights into the coherent quantum properties of mesoscopic solid-
state devices [191, 192]. Here, with the prospect of spintronics and applications in quantum
computing, a great deal of research has been directed towards the interplay and feedback
mechanisms between electron and nuclear spins in gate-based semiconductor quantum dots
[193, 194, 195, 196, 197, 198, 199]. Current Wuctuations have been assigned to the random dy-
namics of the ambient nuclear spins [200] and/or hysteresis eUects due to dynamic nuclear
polarization [200, 201, 202, 203]. Spin-Wip-mediated transport, realized in few-electron quantum
dots in the so-called spin blockade regime [204], has been shown to exhibit long time scale oscil-
lations and bistability as a result of a buildup and relaxation of nuclear polarization [200, 201].
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The nuclear spins are known to act collectively on the electron spin via hyperVne interaction. In
principle, this opens up an exciting testbed for the observation of collective eUects which play a
remarkable role in a wide range of many-body physics [205, 206, 185].

In this Chapter, we continue along the path paved in the previous Chapter and draw further
analogies between mesoscopic solid-state physics and quantum optics: Once more, the nuclear
spins surrounding a EDQD are once more identiVed with an atomic ensemble. However, in
contrast to the previous Chapter, the photons of the original setting are associated with elec-
trons tunneling on and oU the EDQD in a transport setting. Despite this fundamental diUerence
(electrons are fermions, whereas photons are bosonic particles) this analogy stimulates conjec-
tures about the potential occurrence of related phenomena in these two Velds of physics. Led
by this line of thought, we address the question of whether superradiant behavior might also be
observed in a solid-state environment where the role of photons is played by electrons. To this
end, we analyze an EDQD in the Coulomb blockade regime, obtaining two main results, of both
experimental and theoretical relevance. First, in analogy to superradiant emission of photons,
we show how to observe superradiant emission of electrons in a transport setting through a
QD. We demonstrate that the proposed setup, when tuned into the spin blockade regime, car-
ries clear Vngerprints of cooperative emission, with no van der Waals dephasing mechanism on
relevant time scales. The spin blockade is lifted by the hyperVne (HF) coupling which becomes
increasingly more eXcient as correlations among the nuclear spins build up. This markedly
enhances the spin-Wip rate and hence the leakage current running through the QD. Second, we
develop a general theoretical master-equation framework that describes the nuclear spin medi-
ated transport through a single QD. Apart from the collective eUects due to the HF interaction,
the electronic tunneling current is shown to depend on the internal state of the ambient nuclear
spins through the eUective magnetic Veld (Overhauser Veld) produced by the hyperVne interac-
tion. We derive rigorous conditions for the validity of the derived master equation and discuss
their implication for the experimental realization.

3.2 Executive summary

The Chapter is structured as follows. In Section 3.3, we highlight our key Vndings and provide
an intuitive picture of our basic ideas, allowing the reader to grasp our main results on a qual-
itative level. By deVning the underlying Hamiltonian, Section 3.4 then describes the system in
a more rigorous fashion. This enables us to present a detailed derivation of the Vrst main result
of this Chapter in Section 3.5: A general master equation for electron transport through a single
QD which is coherently enhanced by the HF interaction with the ambient nuclear spins in the
QD. It features both collective eUects and feedback mechanisms between the electronic and the
nuclear subsystem of the QD. We discuss in length the conditions of validity of the approx-
imations in dependence of the temperature and during the coherent evolution of the system.
The main result of this Section – including the Vnal master equation and a list of requirements
for its validity – are summarized in the Subsection 3.5.3, allowing the reader interested in the
phenomenology of electronic SR to skip the mathematical details. Thereafter, in Section 3.6,
we investigate the superradiant behavior in the leakage current through a QD. We come to the
conclusion that under realistic experimental conditions pronounced superradiant features could
be observed, which constitutes the second main result of this Chapter. Section 3.7 backs up our
analytical predictions with numerical simulations: When starting from an initially polarized
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nuclear spin ensemble, the leakage current through the QD is shown to exhibit a strong peak
whose relative height scales linearly with the number of nuclear spins, which we identify as the
characteristic feature of superradiant behavior. In Section 3.8 we draw conclusions and give an
outlook on future directions of research.

3.3 Phenomenological description and themain results of this Chap-
ter

In this section we provide an intuitive exposition of our key ideas and summarize our main
Vndings.

HF assisted electron transport.– We study a single EDQD in the Coulomb-blockade regime
which is attached to two leads, as schematically depicted in Fig. 3.1. Formally, the Hamiltonian
for the total system is given by

H = HZ +HB +HT +HHF. (3.1)

Here, HZ describes the electronic level structure inside the QD in the presence of an external
magnetic Veld. Next, HB refers to two independent reservoirs of non-interacting electrons, the
left and right leads, respectively. The coupling between these and the QD is described in terms
of a tunneling Hamiltonian HT and HHF models the collective hyperVne interaction between
an electron conVned inside the QD and an ensemble of N proximal nuclear spins surrounding
the QD. The speciVc form of H is given later in Section 3.4.

Figure 3.1: Schematic illustration of the transport system: An EDQD is tunnel-coupled to two
electron reservoirs, the left and right lead respectively. A bias voltage eV = µL−µR is applied
between the two leads in order to induce a current through the QD. An external magnetic Veld
is used to tune the system into the sequential-tunneling regime and the QD eUectively acts as
an spin-Vlter. The resulting spin blockade can be lifted by the HF interaction between the QD
electron and the nuclear spins in the surrounding host environment.

Our analysis is built on a quantum master-equation approach, a technique originally rooted
in the Veld of quantum optics. By tracing out the unobserved degrees of freedom of the leads we
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derive an eUective equation of motion for the density matrix of the QD system ρS – describing
the electron spin inside the QD as well as the nuclear spin ensemble – irreversibly coupled
to source and drain electron reservoirs. In addition to the standard assumptions of a weak
system-reservoir coupling (Born approximation), a Wat reservoir spectral density, and a short
reservoir correlation time (Markov approximation), we demand the hyperVne Wip-Wops to be
strongly detuned with respect to the eUective magnetic Veld seen by the electron throughout
the dynamics. Under these conditions, the central master equation can be written as

ρ̇S (t) = −i [HZ +HHF, ρS (t)] (3.2)

+
∑

σ=↑,↓
ασ (t)

[
dσρS (t) d†σ −

1

2

{
d†σdσ, ρS (t)

}]

+
∑

σ=↑,↓
βσ (t)

[
d†σρS (t) dσ −

1

2

{
dσd

†
σ, ρS (t)

}]
,

where the tunneling rates ασ (t) and βσ (t) describe dissipative processes by which an electron
of spin σ tunnels from one of the leads into or out of the QD, respectively. Here, the fermionic
operator d†σ creates an electron of spin σ inside the QD. While a detailed derivation of Eqn. (3.2)
along with the precise form of the tunneling rates is presented in Section 3.5, here we focus on
a qualitative discussion of its theoretical and experimental implications. Essentially, our central
master equation exhibits two core features:

Nuclear-state-dependent electronic dissipation.– First, dissipation only acts on the electronic
subsystem with rates ασ (t) and βσ (t) that depend dynamically on the state of the nuclear
subsystem. This non linear behavior potentially results in hysteretic behavior and feedback
mechanisms between the two subsystems as already suggested theoretically [196, 199, 205, 206]
and observed in experiments in the context of double QDs in the Pauli-blockade regime (see,
e.g., Refs. [197, 198, 203]). On a qualitative level, this Vnding can be understood as follows:
The nuclear spins provide an eUective magnetic Veld for the electron spin, the Overhauser
Veld, whose strength is proportional to the polarization of the nuclear spin ensemble. Thus, a
changing nuclear polarization can either dynamically tune or detune the position of the electron
levels inside the QD. This, in turn, can have a marked eUect on the transport properties of the
QD as they crucially depend on the position of these resonances with respect to the chemical
potentials of the leads. In our model, this eUect is directly captured by the tunneling rates
dynamically depending on the state of the nuclei.

SR in electron transport.– Second, the collective nature of the HF interaction HHF allows
for the observation of coherent many-body eUects. To show this, we refer to the following
example: Consider a setting in which the bias voltage and an external magnetic Veld are tuned
such that only one of the two electronic spin components, say the level |↑〉, lies inside the
transport window. In this spin blockade regime the electrons tunneling into the right lead are
spin-polarized, i.e., the QD acts as a spin Vlter [207, 208]. If the HF coupling is suXciently small
compared to the external Zeeman splitting, the electron is predominantly in its |↓〉 spin state,
making it possible to adiabatically eliminate the electronic QD coordinates. In this way we
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Figure 3.2: Normalized leakage current through a QD in the spin blockade regime for N nu-
clear spins, initial nuclear polarization p and external Zeeman splitting ω0 in units of the total
HF coupling constant AH ≈ 100µeV, summarized as (N, p, ω0/AH). For homogeneous HF
coupling the dynamics can be solved exactly (black dotted line). Compared to this idealized
benchmark, the eUects are reduced for realistic inhomogeneous HF coupling, but still present:
The relative peak height becomes more pronounced for smaller detuning ω0 or higher polar-
ization p (solid red line compared to the blue dashed and green dash-dotted line, respectively).
Even under realistic conditions, the relative peak height is found to scale linearly with N , cor-
responding to a strong enhancement for typically N ≈ 105 − 106.

obtain an eUective equation of motion for the nuclear density operator µ only. It reads

µ̇ = cr

[
A−µA+ − 1

2

{
A+A−, µ

}]

+ici
[
A+A−, µ

]
+ i

g

2
[Az, µ] , (3.3)

where Aµ =
∑N

i=1 giσ
µ
i with µ = +,−, z are collective nuclear spin operators, composed of

all N individual nuclear spin operators σµi , with gi being proportional to the probability of the
electron being at the location of the nucleus of site i. Again, we highlight the core implications
of Eqn. (3.3) and for a full derivation thereof, including the deVnition of the eUective rates cr
and ci, we refer to Section 3.6. Most notably, Eqn. (3.3) has the exact form of Eqn. (2.3) of the
previous Chapter 2 which there has been shown to give rise to superradiant eUects.

In this Chapter, we Vnd that indeed a corresponding kind of cooperative emission can oc-
cur from an ensemble of nuclear spins surrounding an EDQD: The spin blockade can be lifted
by the HF interaction as the nuclei pump excitations into the electron. Starting from a highly
polarized, weakly correlated nuclear state (which could be prepared by, e.g., dynamic polariza-
tion techniques [197, 198, 185]), this process becomes increasingly more eXcient, as correlations
among the nuclei build up due to the collective nature of the HF interaction. This results in an
increased leakage current. Therefore, the current is collectively enhanced by the electron’s HF
interaction with the ambient nuclear spin ensemble giving rise to a superradiant-like eUect in
which the leakage current through the QD takes the role of the radiation Veld: To stress this
relation, we also refer to this eUect as superradiant transport of electrons.
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Comparison to conventional SR.– As in the optical setting of Chapter 2, the transport system
under consideration incorporates two major diUerences as compared to its conventional atomic
counterpart, : First, our setup describes superradiant behavior from a single emitter, since in the
strong Coulomb-blockade regime the electrons are emitted antibunched. As described above,
the superradiant character is due to the nuclear spins acting collectively on the electron spin
leading to an increased leakage current on time scales longer than single electron tunneling
events. The second crucial diUerence is the inhomogeneous nature (gi 6= const.) of the col-
lective operators Aµ. Accordingly, the collective spin is not conserved, leading to dephasing
between the nuclei which in principle could prevent the observation of superradiant behav-
ior. However, as exempliVed in Fig. 3.2, we show that under realistic conditions – taking into
account a Vnite initial polarization of nuclear spins p and dephasing processes due to the inho-
mogeneous nature of the HF coupling – the leakage current through the QD still exhibits the
characteristic peak whose relative height scales linearly with the number of nuclear spins. Even
though the eUect is reduced compared to the ideal case, for an experimentally realistic number
of nuclei N ≈ 105 − 106 a strong increase is still predicted. The experimental key signature
of this eUect, the relative peak height of the leakage current, can be varied by either tuning the
external Zeeman splitting or the initial polarization of the nuclear spins.

In the remainder of the Chapter, Eqn. (3.2) and (3.3) are derived from Vrst principles; in
particular, the underlying assumptions and approximations are listed. Based on this general
theoretical framework, more results along with detailed discussions are presented. For both the
idealized case of homogeneous HF coupling – in which an exact solution is feasible even for
relatively large N – and the more realistic inhomogeneous case, further numerical simulations
prove the existence of a strong superradiant peaking in the leakage current of single QD in the
spin blockade regime.

3.4 The system

This section gives an in-depth description of the Hamiltonian under study, formally introduced
in Eqn. (3.1). The system we consider consists of a single EDQD in a transport setting as
schematically depicted in Fig. 3.1. Due to strong conVnement only a single orbital level is
relevant. Moreover, the QD is assumed to be in the strong Coulomb-blockade regime so that at
maximum one electron resides inside the QD. Therefore, the eUective Hilbert-space of the QD
electron is span {|↑〉 , |↓〉 , |0〉} where the lowest energy states for an additional electron in the
QD with spin σ =↑, ↓ are split by an external magnetic Veld. The Hamiltonian for the total
system is given in Eqn. (3.1).

Here, the Vrst term,

HZ =
∑

σ

εσd
†
σdσ, (3.4)

describes the electronic levels of the QD. The Zeeman splitting between the two spin compo-
nents is ω0 = ε↑− ε↓ (we set ~ = 1) and the QD electron operators are d†σ = |σ〉 〈0|, describing
transitions from the state |0〉 with no electron inside the QD to a state |σ〉 with one electron of
spin σ inside the QD.

Electron transport through the QD is induced by attaching the QD to two electron leads
(labeled as L and R) which are in thermal equilibrium at chemical potentials µL and µR,
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respectively. The leads themselves constitute reservoirs of non-interacting electrons,

HB =
∑

α,k,σ

εαkc
†
αkσcαkσ, (3.5)

where c†αkσ (cαkσ) creates (annihilates) an electron in lead α = L,R with wavevector k and
spin σ. The operators c†αkσ (cαkσ) fulVll the usual Fermi commutation relations: {c†αkσ, c

†
α′k′σ′} =

{cαkσ, cα′k′σ′} = 0 and {c†αkσ, cα′k′σ′} = δα,α′δk,k′δσ,σ′ . The eUect of the Coulomb interaction
in the leads can be taken into account by renormalized eUective quasi-particle masses. A posi-
tive source-drain voltage eV = µL − µR leads to a dominant tunneling of electrons from left
to right. Microscopically, the coupling of the QD system to the electron reservoirs is described
in terms of the tunneling Hamiltonian

HT =
∑

α,k,σ

T
(α)
k,σ d

†
σcαkσ + h.c., (3.6)

with the tunnel matrix element T (α)
k,σ specifying the transfer coupling between the lead α =

L,R and the system. There is no direct coupling between the leads and electron transfer is only
possible by charging and discharging the QD.

The cooperative eUects are based on the collective hyperVne interaction of the electronic
spin of the QD with N initially polarized nuclear spins in the host environment of the QD
[209]. It is dominated by the isotropic contact term [98] given by

HHF =
g

2

(
A+S− +A−S+

)
+ gAzSz. (3.7)

Here Sµ and Aµ =
∑N

i=1 giσ
µ
i with µ = +,−, z denote electron and collective nuclear spin

operators, respectively. The coupling coeXcients are normalized such that
∑

i g
2
i = 1 and

individual nuclear spin operators σµi are assumed to be spin 1/2 for simplicity; g is related to the
total HF coupling strength AH via g = AH/

∑
i gi. We neglect the typically very small nuclear

Zeeman and nuclear dipole-dipole terms [98]. For simplicity, we also restrict our analysis to
one nuclear species only. These simpliVcations are addressed in more detail in Section 3.7.

The eUect of the HF interaction with the nuclear spin ensemble is twofold: The Vrst part
of the above Hamiltonian Hff = g

2 (A+S− +A−S+) is a Jaynes-Cummings-type interac-
tion which exchanges excitations between the QD electron and the nuclei. The second term
HOH = gAzSz constitutes a quantum magnetic Veld, the Overhauser Veld, for the electron
spin generated by the nuclei. If the Overhauser Veld is not negligible compared to the exter-
nal Zeeman splitting, it can have a marked eUect on the current by (de)tuning the hyperVne
Wip-Wops.

3.5 Generalized quantum master equation

Electron transport through a QD can be viewed as a tool to reveal the QD’s nonequilibrium
properties in terms of the current-voltage I/V characteristics. From a theoretical perspective,
a great variety of methods such as the scattering matrix formalism [210] and non-equilibrium
Green’s functions [211, 192] have been used to explore the I/V characteristics of quantum
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systems that are attached to two metal leads. Our analysis is built upon the master equation
formalism, a tool widely used in quantum optics for studying the irreversible dynamics of quan-
tum systems coupled to a macroscopic environment.

In what follows, we employ a projection operator based technique to derive an eUective
master equation for the QD system – comprising the QD electron spin as well as the nuclear
spins – which experiences dissipation via the electron’s coupling to the leads. This dissipa-
tion is shown to dynamically depend on the state of the nuclear system potentially resulting
in feedback mechanisms between the two subsystems. We derive conditions which allow for a
Markovian treatment of the problem and list the assumptions our master equation based frame-
work is based on.

3.5.1 Superoperator formalism - Nakajima-Zwanzig equation

The state of the global system that comprises the QD as well as the environment is represented
by the full density matrix ρ (t). However, the actual states of interest are the states of the QD
which are described by the reduced density matrix ρS = TrB [ρ], where TrB . . . averages over
the unobserved degrees of freedom of the Fermi leads. We derive a master equation that governs
the dynamics of the reduced density matrix ρS using the superoperator formalism. We start out
from the von Neumann equation for the full density matrix

ρ̇ = −i [H (t) , ρ] , (3.8)

where H (t) can be decomposed into the following form which turns out to be convenient later
on

H (t) = H0 (t) +H1 (t) +HT . (3.9)

Here, H0 (t) = HZ +HB + g 〈Az〉t Sz comprises the Zeeman splitting caused by the external
magnetic Veld via HZ and the Hamiltonian of the non-interacting electrons in the leads HB ;
moreover, the time-dependent expectation value of the Overhauser Veld has been absorbed into
the deVnition of H0 (t). The HF interaction between the QD electron and the ensemble of
nuclear spins has been split up into the Wip-Wop term Hff and the Overhauser Veld HOH, that is
HHF = HOH +Hff . The termH1 (t) = H∆OH (t)+Hff comprises the Jaynes-Cummings-type
dynamics Hff and Wuctuations due to deviations of the Overhauser Veld from its expectation
value, i.e., H∆OH (t) = gδAzSz , where δAz = Az − 〈Az〉t.

The introduction of superoperators – operators acting on the space of linear operators on
the Hilbert space – allows for a compact notation. The von Neumann equation is written as
ρ̇ = −iL (t) ρ, where L (t) = L0 (t) + L1 (t) + LT is the Liouville superoperator deVned via
Lα· = [Hα, ·]. Next, we deVne the superoperator P as a projector onto the relevant subspace

Pρ (t) = TrB [ρ (t)]⊗ ρ0
B = ρS (t)⊗ ρ0

B, (3.10)

where ρ0
B describes separate thermal equilibria of the two leads whose chemical potentials are

diUerent due to the bias voltage eV = µL−µR. Essentially, P maps a density operator onto one
of product form with the environment in equilibrium but still retains the relevant information
on the system state. The complement of P is Q = 1− P .

By inserting P and Q in front of both sides of the von Neumann equation one can derive a
closed equation for the projectionPρ (t), which for factorized initial condition, whereQρ (0) =
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0, can be rewritten in the form of the generalized Nakajima-Zwanzig master equation,

d

dt
Pρ = −iPLPρ

−
∫ t

0
dt′ PLQ T̂ e−i

∫ t
t′ dτQL(τ)QLPρ

(
t′
)
, (3.11)

which is non-local in time and contains all orders of the system-leads coupling [212]. Here, T̂
denotes the chronological time-ordering operator. SinceP andQ are projectors onto orthogonal
subspaces that are only connected with LT , this simpliVes to

d

dt
Pρ = −iPLPρ−

∫ t

0
dt′PLT T̂ e−i

∫ t
t′ dτQL(τ)LTPρ

(
t′
)
. (3.12)

Starting out from this exact integro-diUerential equation, we introduce some approximations:
In the weak coupling limit we neglect all powers of LT higher than two (Born approximation).
Consequently, we replace L (τ) by L (τ)− LT in the exponential of Eqn. (3.12). Moreover, we
make use of the fact that the nuclear spins evolve on a time scale that is very slow compared
to all electronic processes: In other words, the Overhauser Veld is quasi static on the time scale
of single electronic tunneling events [185, 146]. That is, we replace 〈Az〉τ with 〈Az〉t in the
exponential of Eqn. (3.12), which removes the explicit time dependence in the kernel. By taking
the trace over the reservoir and using TrB [P ρ̇ (t)] = ρ̇S (t), we get

ρ̇S (t) = −i (LZ + LHF) ρS (t) (3.13)

−
∫ t

0
dτ TrB

(
LT e−i[L0(t)+L1(t)]τLTPρ (t− τ)

)
.

Here, we also used the relations PLTP = 0 and LBP = 0 and switched the integration
variable to τ = t − t′. Note that, for notational convenience, we suppress the explicit time-
dependence of L0(1) (t) in the following. In the next step, we iterate the Schwinger-Dyson
identity

e−i(L0+L1)τ = e−iL0τ (3.14)

−i
∫ τ

0
dτ ′ e−iL0(τ−τ ′)L1e

−i(L0+L1)τ ′ .

In what follows, we keep only the Vrst term of this inVnite series (note that the next two
leading terms are explicitly calculated in Appendix 3.A.1). In quantum optics, this simpliVcation
is well known as "approximation of independent rates of variation" [213]. In our setting it is
valid, if L1 (t) is small compared to L0 (t) and if the bath correlation time τc is short compared
to the HF dynamics, AH � 1/τc. Pictorially, this means that during the correlation time
τc of a tunneling event, there is not suXcient time for the Rabi oscillation with frequency
g . AH to occur. For typical materials [214], the relaxation time τc is in the range of∼ 10−15 s
corresponding to a relaxation rate Γc = τ−1

c ≈ 105 µeV. Indeed, this is much faster than all
other relevant processes. In this limit, the equation of motion for the reduced density matrix of
the system simpliVes to

ρ̇S (t) = −i (LZ + LHF) ρS (t) (3.15)

−
∫ t

0
dτ TrB

(
LT e−iL0(t)τLTρS (t− τ)⊗ ρ0

B

)
.
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Note, however, that this master equation is not Markovian as the rate of change of ρS (t) still
depends on its past. Conditions which allow for a Markovian treatment of the problem are
addressed in the following.

3.5.2 Markov approximation

Using the general relation e−iL0τO = e−iH0τOeiH0τ for any operatorO, we rewrite Eqn. (3.15)
as

ρ̇S (t) = (3.16)

− i [HZ +HHF, ρS (t)]−
∫ t

0
dτ TrB

([
HT ,

[
H̃T (τ) , e−iH0τρS (t− τ) eiH0τ ⊗ ρ0

B

]])
.

In accordance with the previous approximations, we replace e−iH0τρS (t− τ) eiH0τ by ρS (t)
which is approximately the same since any correction to H0 would be of higher order in per-
turbation theory [215, 216]. In other words, the evolution of ρS (t− τ) is approximated by its
unperturbed evolution, which is legitimate provided that the relevant time scale for this evolu-
tion τc is very short (Markov approximation). This step is motivated by the typically rapid decay
of the lead correlations functions [215]; the precise validity of this approximation is elaborated
below. In particular, this simpliVcation disregards dissipative eUects induced by HT , which is
valid self-consistently provided that the tunneling rates are small compared to the dynamics
generated by H0.

Moreover, in Eqn. (3.16) we introduced the tunneling Hamiltonian in the interaction picture
as H̃T (τ) = e−iH0τHT e

iH0τ . For simplicity, we only consider one lead for now and add the
terms referring to the second lead later on. Therefore, we can disregard an additional index
specifying the left or right reservoir and write explicitly

H̃T (τ) =
∑

k,σ

Tk,σe
−i[εσ(t)−εk]τd†σckσ + h.c. (3.17)

Here, the resonances εσ (t) are explicitly time dependent as they dynamically depend on the
polarization of the nuclear spins

ε↑(↓) (t) = ε↑(↓) ±
g

2
〈Az〉t . (3.18)

The quantity
ω = ε↑ (t)− ε↓ (t) = ω0 + g 〈Az〉t (3.19)

can be interpreted as an eUective Zeeman splitting which incorporates the external magnetic
Veld as well as the mean magnetic Veld generated by the nuclei.

Since the leads are assumed to be at equilibrium, their correlation functions are given by

TrB

[
c†kσ (τ) ck′σ′ρ

0
B

]
= δσ,σ′δk,k′e

−iεkτfk, (3.20)

TrB

[
ckσ (τ) c†k′σ′ρ

0
B

]
= δσ,σ′δk,k′e

iεkτ (1− fk) , (3.21)
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where the Fermi function fk = (1 + exp [β (εk − µ)])−1 with inverse temperature β = 1/(kBT )
gives the thermal occupation number of the respective lead in equilibrium. Note that all terms
comprising two lead creation c†kσ or annihilation operators ckσ vanish since ρ0

B contains states
with deVnite electron number only [215]. The correlation functions are diagonal in spin space
and the tunneling Hamiltonian preserves the spin projection; therefore only co-rotating terms
prevail. If we evaluate all dissipative terms appearing in Eqn. (3.16), due to the conservation of
momentum and spin in Eqn. (3.20) and Eqn. (3.21), only a single sum over k, σ survives. Here,
we single out one term explicitly, but all other terms follow analogously. We obtain

ρ̇S (t) = . . .+
∑

σ

∫ t

0
dτ Cσ (τ) d†σe

−iH0τρS (t− τ) eiH0τdσ, (3.22)

where the correlation time of the bath τc is determined by the decay of the noise correlations

Cσ (τ) =
∑

k

|Tk,σ|2 fkei[εσ(t)−εk]τ

=

∫ ∞

0
dε Jσ (ε) ei[εσ(t)−ε]τ . (3.23)

Here, we made use of the fact that the leads are macroscopic and therefore exhibit a continuous
density of states per spin n (ε). On top of that, we have introduced the spectral density of the
bath as

Jσ (ε) = Dσ (ε) f (ε) , (3.24)

where Dσ (ε) = n (ε) |Tσ (ε)|2 is the eUective density of states. The Markovian treatment
manifests itself in a self-consistency argument: We assume that the spectral density of the bath
Jσ (ε) is Wat around the (time-dependent) resonance εσ (t) over a range set by the characteristic
width Γd. Typically, both the tunneling matrix elements Tσ (ε) as well as the density of states
n (ε) are slowly varying functions of energy. In the so-called wide-band limit the eUective
density of states Dσ (ε) is assumed to be constant so that the self-consistency argument will
exclusively concern the behavior of the Fermi function f (ε) which is intimately related to the
temperature of the bath T . Under the condition, that Jσ (ε) behaves Wat on the scale Γd, it can
be replaced with its value at εσ (t), and the noise correlation simpliVes to

Cσ (τ) = Jσ (εσ (t)) eiεσ(t)τ

∫ ∞

0
dε e−iετ . (3.25)

Using the relation ∫ ∞

0
dε e−iετ = πδ (τ)− iP1

τ
, (3.26)

with P denoting Cauchy’s principal value, we Vnd that the Markov approximation Re [Cσ (τ)] ∝
δ (τ) is fulVlled provided that the self-consistency argument holds. This corresponds to the
white-noise limit where the correlation-time of the bath is τc = 0. Pictorially, the reser-
voir has no memory and instantaneously relaxes to equilibrium. We can then indeed replace
e−iH0τρS (t− τ) eiH0τ with ρS (t) and extend the integration in Eqn. (3.16) to inVnity, with
negligible contributions due to the rapid decay of the memory kernel. In the following, we
derive an explicit condition for the self-consistency argument to be satisVed.
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Figure 3.3: Fermi function for Vnite temperature (dashed blue line) and in the limit T = 0
(solid blue line). The absolute value of the derivative of the Fermi function f ′(ε) (dotted orange
line for Vnite temperature) is maximized at the chemical potential µ and tends to a δ function
in the limit T → 0. The Markovian description is valid provided that the Fermi function is
approximately constant around the resonances εσ (t) on a scale of the width of these resonances,
schematically shown in red [solid line for εσ (t) < µ and dashed line for εσ (t) > µ].

Let us Vrst consider the limit T = 0: As schematically depicted in Fig. 3.3, in this case f (ε)
behaves perfectly Wat except for ε = µ, where the self-consistency argument is violated. There-
fore, the Markovian approximation is valid at T = 0 given that the condition |εσ (t)− µ| � Γd

is fulVlled. In this limit, all tunneling rates are constant over time and eUectively decoupled from
the nuclear dynamics. Note that for the observation of superradiant transport it is suXcient to
restrict oneself to this case.

For a more general analysis, we now turn to the case of Vnite temperature T > 0. We
require the absolute value of the relative change of the Fermi function around the resonance
εσ (t) over a range of the characteristic width Γd to be much less than unity, that is

∣∣∣∣∣
∂f (ε)

∂ε

∣∣∣∣
εσ(t)

∣∣∣∣∣Γd � 1. (3.27)

An upper bound for the Vrst factor can easily be obtained as this quantity is maximized at the
chemical potential µ, for all temperatures. Evaluating the derivative at εσ (t) = µ results in the
compact condition,

Γd � 4kBT. (3.28)

Thus, Vnite temperature T > 0 washes out the rapid character of f (ε) at the chemical potential
µ and, provided that Eqn. (3.28) is fulVlled, allows for a Markovian treatment.

Two distinct mechanisms contribute to the width Γd: dissipation due to coupling to the
leads and the eUect of H1 (t). Both of them have been neglected self-consistently in the mem-
ory kernel when going from Eqn. (3.12) to Eqn. (3.15). Typically, the tunneling rates are of the
order of ∼ 5 − 20µeV, depending on the transparency of the tunnel barrier. Regarding the
contribution due to H1 (t), we Vrst consider two limits of particular importance: For a com-
pletely mixed state the Wuctuation of the nuclear Veld around its zero expectation value is of
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the order of ∼ AH/
√
N ≈ 0.1µeV. In contrast, for a fully polarized state these Wuctuations

can be neglected whereas the eUective strength of the Wip-Wop dynamics is ∼ AH/
√
N as well.

Therefore, in both limits considered here, the dominant contribution to Γd is due to the coupling
to the leads and the self-consistency condition could still be met with cryostatic temperatures
kBT & 10µeV, well below the orbital level spacing. However, we note that in the course of
a superradiant evolution, where strong correlations among the nuclei build up, the dominant
contribution to Γd may come from the Wip-Wop dynamics, which are AH/4 ≈ 25µeV at max-
imum for homogeneous coupling. For realisitic conditions, though, this eUect is signiVcantly
reduced, as demonstrated in our simulations in Section 3.7.

3.5.3 General master equation for nuclear spin assisted transport

Assuming that the self-consistency argument for a Markovian treatment is satisVed, we now
apply the following modiVcations to Eqn. (3.16): First, we neglect level shifts due to the coupling
to the continuum states which can be incorporated by replacing the bare frequencies εσ (t) with
renormalized frequencies. Second, one adds the second electron reservoir that has been omitted
in the derivation above. Last, one performs a suitable transformation into a frame rotating
at the frequency ε̄ = (ε↑ + ε↓) /2 leaving all terms invariant but changing HZ from HZ =

ε↑d
†
↑d↑ + ε↓d

†
↓d↓ to HZ = ω0S

z . After these manipulations one arrives at the central master

equation as stated in Eqn. (3.2) where the tunneling rates with ασ (t) =
∑

x=L,R α
(x)
σ (t),

βσ (t) =
∑

x=L,R β
(x)
σ (t), and

α
(x)
σ (t)

2π
= nx (εσ (t))

∣∣∣T (x)
σ (εσ (t))

∣∣∣
2

[1− fx (εσ (t))]

β
(x)
σ (t)

2π
= nx (εσ (t))

∣∣∣T (x)
σ (εσ (t))

∣∣∣
2
fx (εσ (t)) (3.29)

govern the dissipative processes in which the QD system exchanges single electrons with the
leads. The tunneling rates, as presented here, are widely used in nanostructure quantum trans-
port problems [217, 215, 218]. However, in our setting they are evaluated at the resonances
εσ (t) which dynamically depend on the polarization of the nuclear spins [see Eqn. (3.18)]. Note
that Eqn. (3.2) incorporates Vnite temperature eUects via the Fermi functions of the leads. This
potentially gives rise to feedback mechanisms between the electronic and the nuclear dynamics,
since the purely electronic diUusion markedly depends on the nuclear dynamics.

Since Eqn. (3.2) marks our Vrst main result, at this point we quickly reiterate the assump-
tions our master equation treatment is based on:

• The system-lead coupling is assumed to be weak and therefore treated perturbatively up
to second order (Born approximation).

• In particular, the tunneling rates are small compared to the eUective Zeeman splitting ω.

• Level shifts arising from the coupling to the continuum states in the leads are merely
incorporated into a redeVnition of the QD energy levels εσ (t).

• There is a separation of time scales between electron-spin dynamics and nuclear-spin
dynamics. In particular, the Overhauser Veld g 〈Az〉t evolves on a time scale that is slow
compared to single electron tunneling events.
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• The HF dynamics generated by H1 (t) = Hff + H∆OH (t) is (i) suXciently weak com-
pared toH0 and (ii) slow compared to the correlation time of the bath τc, that isAHτc �
1 (approximation of independent rates of variation). Note that the Wip-Wop dynamics can
become very fast as correlations among the nuclei build up culminating in a maximum
coupling strength ofAH/4 for homogeneous coupling. This potentially drives the system
into the strong coupling regime where condition (i), that is ω � ||H1 (t) ||, might be
violated. However, under realistic conditions of inhomogeneous coupling this eUect is
signiVcantly reduced.

• The eUective density of states Dσ (ε) = n (ε) |Tσ (ε)|2 is weakly energy-dependent
(wide-band limit). In particular, it is Wat on a scale of the characteristic widths of the
resonances.

• The Markovian description is valid provided that either the resonances are far away from
the chemical potentials of the leads on a scale set by the characteristic widths of the
resonances or the temperature is suXciently high to smooth out the rapid character of
the Fermi functions of the leads. This condition is quantiVed in Eqn. (3.28).

In summary, we have derived a quantum master equation describing electronic transport through
a single QD which is collectively enhanced due to the interaction with a large ancilla system,
namely the nuclear spin ensemble in the host environment. Equation (3.2) incorporates two
major intriguing features both of theoretical and experimental relevance: Due to a separation
of time scales, only the electronic subsystem experiences dissipation with rates that depend
dynamically on the state of the ancilla system. This nonlinearity gives rise to feedback mech-
anisms between the two subsystems as well as hysteretic behavior. Moreover, the collective
nature of the HF interaction oUers the possibility to observe intriguing coherent many-body
eUects. Here, one particular outcome is the occurrence of superradiant electron transport, as
shown in the remainder of this Chapter.

Note that in the absence of HF interaction between the QD electron and the proximal nu-
clear spins, i.e., in the limit g → 0, our results agree with previous theoretical studies [216].

3.6 Superradiance-like electron transport

Proceeding from our general theory derived above, this section is devoted to the prediction and
analysis of superradiant behavior of nuclear spins, evidenced by the strongly enhanced leakage
current through a single QD in the Coulomb-blockade regime; see Fig. 3.1 for the scheme of
the setup. A pronounced peak in the leakage current will serve as the main evidence for SR
behavior in this setting.

We note that, in principle, an enhancement seen in the leakage current could also sim-
ply arise from the Overhauser Veld dynamically tuning the hyperVne Wip-Wops. However, we
can still ensure that the measured change in the leakage current through the QD is due to
cooperative emission only by dynamically compensating the Overhauser Veld. This can be
achieved by applying a time-dependent magnetic or spin-dependent ac Stark Veld such that
Hcomp (t) = −g 〈Az〉t Sz , which is done in most of our simulations below to clearly prove the
existence of superradiant behavior in this setting. Consequently, in our previous analysisH0 (t)
is replaced with H0 = H0 (t)− g 〈Az〉t Sz = HZ +HB so that the polarization dependence of
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Figure 3.4: The electronic QD system in the local moment regime after the adiabatic elimination
of the |0〉 level including the relevant dissipative processes. Within the eUective system (box)
we encounter an eUective decay term and an eUective pure dephasing term, with the rates γ
and Γ, respectively. This simpliVcation is possible for fast recharging of the QD, i.e., β � α.

the tunneling rates is removed and we can drop the explicit time-dependence of the resonances
εσ (t)→ εσ . Under this condition, the master equation for the reduced system density operator
can be written as

ρ̇S (t) = −i [ω0S
z +HHF +Hcomp (t) , ρS (t)] (3.30)

+
∑

σ=↑,↓
ασ

[
dσρS (t) d†σ −

1

2

{
d†σdσ, ρS (t)

}]

+
∑

σ=↑,↓
βσ

[
d†σρS (t) dσ −

1

2

{
dσd

†
σ, ρS (t)

}]
.

In accordance with our previous considerations, in this speciVc setting the Markovian treat-
ment is valid provided that the spectral density of the reservoirs varies smoothly around the
(time-independent) resonances εσ on a scale set by the natural widths of the level and the Wuc-
tuations of the dynamically compensated Overhauser Veld. More speciVcally, throughout the
whole evolution the levels are assumed to be far away from the chemical potentials of the reser-
voirs [219, 220]; for an illustration see Fig. 3.3. In this wide-band limit, the tunneling rates
ασ, βσ are independent of the state of the nuclear spins. The master equation is of Lindblad
form which guarantees the complete positivity of the generated dynamics. Equation (3.30)
agrees with previous theoretical results [216], except for the appearance of the collective HF
interaction between the QD electron and the ancilla system in the Hamiltonian dynamics of
Eqn. (3.30).

To some extent, Eqn. (3.30) bears some similarity with the quantum theory of the laser.
While in the latter the atoms interact with bosonic reservoirs, in our transport setting the QD is
pumped by the nuclear spin ensemble and emits fermionic particles [211, 218].



66 3. Superradiance-like Electron Transport through a Quantum Dot

If the HF dynamics is the slowest time scale in the problem, Eqn. (3.30) can be recast into a
form which makes its superradiant character more apparent. In this case, the system is subject
to the slaving principle [211]: The dynamics of the whole system follow that of the subsystem
with the slowest time constant, making it possible to adiabatically eliminate the electronic QD
coordinates and to obtain an eUective equation of motion for the nuclear spins. In this limit, the
Overhauser Veld is much smaller than the Zeeman splitting so that a dynamic compensation of
the OH can be disregarded for the moment. For simplicity, we consider a transport setting in
which only four tunneling rates are diUerent from zero (see Fig. 3.1). The QD can be recharged
from the left and the right lead, but only electrons with spin projection σ =↑ can tunnel out of
the QD into the right lead. We deVne the total recharging rate β = β↓+β↑ = β

(L)
↓ +β

(R)
↓ +β

(L)
↑

and for notational convenience unambiguously set α = α
(R)
↑ . First, we project Eqn. (3.30)

onto the populations of the electronic levels and the coherences in spin space according to
ρmn = 〈m| ρS |n〉, where m,n = 0, ↑, ↓. This yields

ρ̇00 = αρ↑↑ − βρ00, (3.31)

ρ̇↑↑ = −ig
2

[Az, ρ↑↑]− i
g

2

(
A−ρ↓↑ − ρ↑↓A+

)
− αρ↑↑ + β↑ρ00, (3.32)

ρ̇↓↓ = +i
g

2
[Az, ρ↓↓]− i

g

2

(
A+ρ↑↓ − ρ↓↑A−

)
+ β↓ρ00, (3.33)

ρ̇↑↓ = −iω0ρ↑↓ − i
g

2
(Azρ↑↓ + ρ↑↓A

z)− ig
2

(
A−ρ↓↓ − ρ↑↑A−

)
− α

2
ρ↑↓. (3.34)

We can retrieve an eUective master equation for the regime in which on relevant time scales
the QD is always populated by an electron. This holds for a suXciently strong recharging
rate, that is in the limit β � α, which can be implemented experimentally by making the left
tunnel barrier more transparent than the right one. Then, the state |0〉 is populated negligibly
throughout the dynamics and can be eliminated adiabatically according to ρ00 ≈ α

β ρ↑↑. In
analogy to the Anderson impurity model, in the following this limit is referred to as local
moment regime. The resulting eUective master equation reads

ρ̇S = −i [ω0S
z +HHF, ρS ] (3.35)

+γ

[
S−ρSS+ − 1

2

{
S+S−, ρS

}]

+Γ

[
SzρSS

z − 1

4
ρS

]
,

where

γ =
β↓
β
α (3.36)

is an eUective decay rate and

Γ =
β↑
β
α (3.37)

represents an eUective electronic dephasing rate. This situation is schematized in Fig. 3.4. The
eUective decay (dephasing) describes processes in which the QD is recharged with a spin down
(up) electron after a spin up electron has tunneled out of the QD. As demonstrated in Ref. [128],
additional electronic dephasing mechanisms only lead to small corrections to the dephasing rate
Γ and are therefore neglected in Eqn. (3.35).
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In the next step we aim for an eUective description that contains only the nuclear spins:
Starting from a fully polarized state, SR is due to the increase in the operative HF matrix element
〈A+A−〉. The scale of the coupling is set by the total HF coupling constant AH = g

∑
i gi. For

a suXciently small relative coupling strength [209]

ε = AH/ (2∆) , (3.38)

where
∆ = |α/2 + iω0| , (3.39)

the electron is predominantly in its |↓〉 spin state and we can project Eqn. (3.35) to the respective
subspace. As shown in detail in Appendix 3.A.2, in this limit the master equation for the reduced
nuclear density operator µ = Trel [ρS ] is given by Eqn. (3.3), where the eUective coeXcients read

cr =
g2α

4∆2
, (3.40)

ci =
g2ω0

4∆2
. (3.41)

This master equation is our second main result. Remarkably, the nuclear evolution in the optical
setting of Chapter 2 [OSR] is governed by the very same dynamics. There we have theoretically
shown that strong SR signatures appear in the optical scattering signal from the system.

In analogy, the superradiant character of Eqn. (3.3) suggests the observation of its prominent
intensity peak in the leakage current through the QD in the spin blockade regime. We have
employed the method of full-counting-statistics (FCS) [221, 222] in order to obtain an expression
for the current and Vnd (setting the electron’s charge e = 1)

I (t) = αρ↑↑ − β(R)
↓ ρ00. (3.42)

This result is in agreement with previous theoretical Vndings: The current through the device
is completely determined by the occupation of the levels adjacent to one of the leads [217, 219,
210]. The Vrst term describes the accumulation of electrons with spin σ =↑ in the right lead,
whereas the second term describes electrons with σ =↓ tunneling from the right lead into the
QD. As done before in Chapter 2, we take the ratio of the maximum current to the initial current
(the maximum for independent emitters) Icoop/Iind as our Vgure of merit: A relative intensity
peak height Icoop/Iind > 1 indicates cooperative eUects. One of the characteristic features of
SR is that this quantity scales linearly with the number of spins N .

In the local-moment regime, described by Eqn. (3.35), the expression for the current simpli-
Ves to I (t) = (1− β(R)

↓ /β)α 〈S+S−〉t ∝ 〈S+S−〉t, showing that it is directly proportional to
the electron inversion. This, in turn, increases as the nuclear system pumps excitations into the
electronic system. A compact expression for the relation between the current and the dynamics
of the nuclear system can be obtained immediately in the case of homogeneous coupling

d

dt

〈
S+S−

〉
t

= − d

dt
〈Iz〉t − γ

〈
S+S−

〉
t
. (3.43)

Since the nuclear dynamics are, in general, much slower than the electron’s dynamics, the
approximate solution of this equation is 〈S+S−〉t ≈ − d

dt 〈Iz〉t /γ. As a consequence, the
current I (t) is proportional to the time-derivative of the nuclear polarization,

I (t) ∝ − d

dt
〈Iz〉t . (3.44)
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Still, no matter how strong the cooperative eUects are, on a time scale of single electron tun-
neling events, the electrons will always be emitted antibunched, since in the strong Coulomb-
blockade regime the QD acts as a single-electron emitter [223]. Typically, the rate for single-
electron emission events is even below the tunneling rate α due to the spin blockade. On
electronic time scales ∼ 1/α, the SR mechanism manifests in lifting this blockade; as argued
above, the eXciency of this process is signiVcantly enhanced by collective eUects.

Before we proceed with an in-depth analysis of the current I(t), we note that an intriguing
extension of the present work would be the study of Wuctuations thereof (see, for example, [224]
for studies of the shot noise spectrum in a related system). Insights into the statistics of the cur-
rent could be obtained by analyzing two-time correlation functions such as 〈n↑(t+ τ)n↑(t)〉,
where n↑ = d†↑d↑. This can conveniently be done via the Quantum Regression Theorem [225],
which yields the formal result 〈n↑(t+ τ)n↑(t)〉 = TrS

[
n↑eWτ (n↑ρS(t))

]
. Here, W denotes

the Liouvillian governing the system’s dynamics according to ρ̇S =WρS [see Eqn. (3.35)] and
TrS [. . . ] refers to the trace over the system’s degree of freedoms. This procedure can be gen-
eralized to higher-order correlation functions and full evaluation of the current statistics might
reveal potential connections between current Wuctuations and cooperative nuclear dynamics.

3.7 Analysis and numerical results

3.7.1 Experimental realization

The proposed setup described here may be realized with state-of-the-art experimental tech-
niques. First, the Markovian regime, valid for suXciently large bias eV , is realized if the Fermi
functions of the leads are smooth on a scale set by the natural widths of the levels and residual
Wuctuations due to the dynamically compensated Overhauser Veld. Since for typical materials
[193] the hyperVne coupling constant is AH = 1 − 100µeV and tunneling rates are typically
[194] of the order of ∼ 10µeV, this does not put a severe restriction on the bias voltage which
is routinely [203, 204] in the range of hundreds of µV or mV. Second, in order to tune the
system into the spin blockade regime, a suXciently large external magnetic Veld has to be ap-
plied. More precisely, the corresponding Zeeman splitting ω0 energetically separates the upper
and lower manifolds in such a way that the Fermi function of the right lead drops from one at
the lower manifold to zero at the upper manifold. Finite temperature T smears out the Fermi
function around the chemical potential by approximately ∼ kBT . Accordingly, with cryostatic
temperatures of kBT ∼ 10µeV being routinely realized in the laboratory [195], this condi-
tion can be met by applying an external magnetic Veld of ∼ 5 − 10T which is equivalent to
ω0 ≈ 100 − 200µeV in GaAs [193, 226]. The charging energy U , typically ∼ 1 − 4meV
[194, 204], sets the largest energy scale in the problem justifying the Coulomb-blockade regime
with negligible double occupancy of the QD provided that the chemical potential of the left lead
is well below the doubly occupied level. Lastly, we note that similar setups to the one proposed
here have previously been realized experimentally by, e.g., Hanson et al. [208, 226].

Proceeding from these considerations, we now show by numerical simulation that an SR
peaking of several orders of magnitude can be observed for experimentally relevant parameters
in the leakage current through a quantum dot in the spin blockade regime. We Vrst consider
the idealized case of homogeneous coupling for which an exact numerical treatment is feasible
even for a larger number of coupled nuclei. Then, we continue with the more realistic case of
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Figure 3.5: Typical time evolution of the normalized current for homogeneous coupling under
dynamical compensation of the Overhauser Veld and a relative coupling strength of ε = 0.5,
shown here for N = 60 and N = 100 nuclear spins. The characteristic feature of SR, a
pronounced peak in the leakage current proportional to N , is clearly observed.

inhomogeneous coupling for which an approximative scheme is applied. Here, we also study
scenarios in which the nuclear spins are not fully polarized initially. Moreover, we discuss in-
trinsic nuclear dephasing eUects and undesired cotunneling processes which have been omitted
in our simulations. In particular, we show that the inhomogeneous nature of the HF coupling
accounts for the strongest dephasing mechanism in our system. We note that this eUect is cov-
ered in the second set of our simulations. Finally, we self-consistently justify the perturbative
treatment of the Overhauser-Veld Wuctuations as well as the HF Wip-Wop dynamics.

3.7.2 Superradiant electron transport

Idealized setting

The homogeneous case allows for an exact treatment even for a relatively large number of nu-
clei as the system evolves within the totally symmetric low-dimensional subspace {|J,m〉 ,
m = −J, . . . , J}. Starting from a fully polarized state, a strong intensity enhancement is ob-
served; typical results obtained from numerical simulations of Eqn. (3.30) are depicted in Fig. 3.5
for N = 60 and N = 100 nuclear spins. The corresponding relative peak heights display a lin-
ear dependence with N (cf. Fig. 3.6), which we identify as the characteristic feature of SR. Here,
we have used the numerical parameters AH = 1, ω0 = 1 and α = β

(L)
↑ = β

(L)
↓ = β

(R)
↓ = 0.1

in units of ∼ 100µeV, corresponding to a relative coupling strength ε = 0.5.
Before we proceed, some further remarks on the dynamic compensation of the Overhauser

Veld seem appropriate: We have merely introduced it in our analysis in order to provide a clear
criterion for the presence of purely collective eUects, given by Icoop/Iind > 1. In other words,
dynamic compensation of the Overhauser Veld is not a necessary requirement for the obser-
vation of collective eUects, but it is rather an adequate tool to display them clearly. From an
experimental point of view, the dynamic compensation of the Overhauser Veld might be chal-
lenging as it requires accurate knowledge about the evolution of the nuclear spins. Therefore,
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Figure 3.6: Ratio of the maximum current to the initial current Icoop/Iind as a function of
the number of nuclear spins N for homogeneous coupling and a relative coupling strength of
ε = 0.5: Results for perfect compensation (dashed line) are compared to the case of dynamic
compensation (dotted line) of the Overhauser Veld (OHC). Simulations without compensation
of the Overhauser Veld set bounds for the enhancement of the leakage current, depending on
the sign of the HF coupling constant AH ; solid and dash-dotted line for AH > 0 and AH < 0,
respectively.

we also present results for the case in which the external magnetic Veld is constant and no
compensation is applied. Here, we can distinguish two cases: Depending on the sign of the
HF coupling constant AH , the time dependence of the eUective Zeeman-splitting ω can either
give rise to an additional enhancement of the leakage current (AH > 0) or it can counteract
the collective eUects (AH < 0). As shown in Fig. 3.6, this sets lower and upper bounds for the
observed enhancement of the leakage current.

In Fig. 3.6 we also compare the results obtained for dynamic compensation of the Over-
hauser Veld to the idealized case of perfect compensation in which the eUect of the Overhauser
term is set to zero, i.e., HOH = gAzSz = 0. Both approaches display the same features justify-
ing our approximation of neglecting residual (de)tuning eUects of the dynamically compensated
Overhauser Veld with respect to the external Zeeman splitting ω0. This is also discussed in
greater detail below.

Beyond the idealized setting

Inhomogeneous HF coupling.– In principle, the inhomogeneous HF coupling could prevent the
phasing necessary for SR. However, as shown below, SR is still present in realistically inho-
mogeneous systems. In contrast to the idealized case of homogeneous coupling, the dynamics
cannot be restricted to a low-dimensional subspace so that an exact numerical treatment is
not feasible due to the large number of nuclei. We therefore use the approximate approach of
Chapter 2 which there has been shown to capture the eUect of nuclear spin coherences while
allowing for a numerical treatment of hundreds of spins. For simplicity, we restrict ourselves
to the local moment regime in which the current can be obtained directly from the electron
inversion I (t) ∝ 〈S+S−〉t. By Eqn. (3.35), this expectation value is related to a hierarchy
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Figure 3.7: Typical time evolution of the normalized current for inhomogeneous coupling,
shown here for up to N = 132 nuclear spins and a relative coupling strength ε = 0.55. Com-
pared to the idealized case of homogeneous coupling, the SR eUects are reduced, but still clearly
present. A Gaussian spatial electron wave function has been assumed and the Overhauser Veld
is compensated dynamically.

of correlation terms involving both the electron and the nuclear spins. Based on a Wick type
factorization scheme, higher-order expressions are factorized in terms of the covariance matrix

γ+
ij =

〈
σ+
i σ
−
j

〉
and the “mediated covariance matrix” γ−ij =

〈
σ+
i S

zσ−j
〉

. For further details,

see Refs. [185, 209].
The coupling constants gj have been obtained from the assumption of a two-dimensional

Gaussian spatial electron wavefunction of width
√
N/2. SpeciVcally, we present results for two

sets of numerical parameters, corresponding to a relative coupling strength of ε = 0.5, where
AH = 1, ω0 = 1, γ = 0.1, and Γ = 0.08, and ε = 0.55 with AH = 1, ω0 = 0.9, γ = 0.1, and
Γ = 0.067.

As shown in Figs. 3.7 and 3.8, the results obtained with these methods demonstrate clear
SR signatures. In comparison to the ideal case of homogeneous coupling, the relative height is
reduced, but for a fully polarized initial state we still Vnd a linear enhancement Icoop/Iind ≈
0.043N (ε = 0.5); therefore, as long as this linear dependence is valid, for typicallyN ≈ 105−
106 a strong intensity enhancement of several orders of magnitude is predicted

(
∼ 103 − 104

)
.

Imperfect initial polarization.– If the initial state is not fully polarized, SR eUects are re-
duced: However, when starting from a mixture of symmetric Dicke states |J, J〉 with polar-
ization p = 80(60)%, we Vnd that the linear N dependence is still present: Icoop/Iind ≈
0.0075(0.0025)N for ε = 0.5, i.e., the scaling is about a factor of ∼ 5(15) weaker than
for full polarization1. Still, provided the linear scaling holds up to an experimentally realis-
tic number of nuclei N ≈ 105 − 106, this amounts to a relative enhancement of the order
of Icoop/Iind ∼ 102 − 103. To clearly resolve this peak experimentally, any spurious current
should not be larger than the initial HF-mediated leakage current. As we argue below, this con-

1For Vnite polarization the initial covariance matrix has been determined heuristically from the dark state con-
dition

〈
A−A+

〉
= 0 in the homogeneous limit.
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Figure 3.8: Ratio of the maximum current to the initial current Icoop/Iind as a function of the
number of nuclear spins N for relative coupling strengths ε = 0.5 and ε = 0.55: Results for
inhomogeneous coupling. The linear dependence is still present when starting from a nuclear
state with Vnite polarization p = 0.8.

dition can be fulVlled in our setup, since the main spurious mechanism, cotunneling, is strongy
suppressed.

Nuclear Zeeman term and species inhomogeneity.– In our simulations we have disregarded
the nuclear Zeeman energies. For a single nuclear species, this term plays no role in the SR
dynamics. However, in typical QDs several nuclear species with diUerent g factors are present
("species inhomogeneity"). In principle, these are large enough to cause additional dephasing
between the nuclear spins, similar to the inhomogeneous Knight Veld [185]. However, this
dephasing mechanism only applies to nuclei which belong to diUerent species [185]. This leads
to few (in GaAs three) mutually decohered subsystems each of which is described by our theory.

Nuclear interactions.– Moreover, we have neglected the dipolar and quadrupolar interac-
tions among the nuclear spins. First, the nuclear dipole-dipole interaction can cause diUusion
and dephasing processes. DiUusion processes that can change Az are strongly detuned by the
Knight Veld and therefore are of minor importance, as corroborated by experimentally mea-
sured spin diUusion rates [227, 228]. Resonant processes such as ∝ Izi I

z
j can lead to dephasing

similar to the inhomogeneous Knight shift. This competes with the phasing necessary for the
observation of SR as expressed by the Vrst term in Eqn. (3.3). The SR process is the weakest at the
very beginning of the evolution where we estimate its strength as cmin

r ≈ 10µeV/N . An upper
bound for the dipole-dipole interaction in GaAs has been given in Ref. [98] as ∼ 10−5 µeV, in
agreement with values given in Refs. [146, 128]. Therefore, the nuclear dipole-dipole interac-
tion can safely be neglected for N . 105. In particular, its dephasing eUect should be further
reduced for highly polarized ensembles.

Second, the nuclear quadrupolar interactions can have two origins: strain (largely absent in
EDQDs) and electric Veld gradients originating from the electron. These have been estimated
for typical EDQDs in Ref. [128] to lead to an additional nuclear level splitting on the order
of ∼ 10−5 µeV. Moreover, they are absent for nuclear spin I = 1/2 (e.g. CdSe QDs). To
summarize, the additional dephasing mechanisms induced by nuclear interactions are much
smaller than the terms arising from the inhomogeneous Knight Veld [146]. As argued above
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and conVrmed by our simulations, the latter does not prevent the observation of SR behavior
due to the presence of the MPM-term (cf. Chapter 2) in Eqn. (3.3).

Quantitative aspects

Initially, the HF-mediated SR dynamics is rather slow, with its characteristic time scale set
by c−1

r ; for experimentally realistic parameters – in what follows we use the parameter set(
ε = 0.5, α ≈ 10µeV, N ≈ 105

)
for numerical estimates – this corresponds to c−1

r ≈ 10µs.
Based on Vts as shown in Fig. 3.9, we then estimate for the SR process duration 〈tD〉 ≈ 50c−1

r ≈
500µs which is still smaller than recently reported [229] nuclear decoherence times of ∼ 1 ms.
Therefore, it should be possible to observe the characteristic enhancement of the leakage current
before the nuclear spins decohere.

Figure 3.9: Total time till the observation of the characteristic SR peaking tmax for ε = 0.5
(blue dots) and ε = 0.55 (orange squares). Based on Eqn. (2.6), logarithmic Vts are obtained
from which we estimate tmax for experimentally realistic number of nuclear spins N ≈ 105.

Leakage current.– Accordingly, in the initial phasing stage, the HF-mediated lifting of
the spin blockade is rather weak, resulting in a low leakage current, approximatively given
by I (t = 0) /(e~−1) ≈ ε2α/N . Therefore, the initial current due to HF processes is in-
versely proportional to the number of nuclear spins N . However, as correlations among the
nuclei build up, the HF-mediated lifting becomes more eXcient culminating in a maximum
current of Imax/(e~−1) ≈ ε2α, independent of N . For realistic experimental values – also
taking into account the eUects of inhomogeneous HF coupling and Vnite initial polarization
p ≈ 0.6 – we estimate the initial (maximum) leakage current to be of the order of I (t = 0) ≈
6 fA (Imax ≈ 10 pA). Leakage currents in this range of magnitudes have already been detected
in single QD spin-Vlter experiments [208], as well as double QD Pauli-blockade experiments
[200, 201, 203, 204]; here, leakage currents below 10 fA and 150 fA, respectively, have been at-
tributed explicitly to other spurious processes [208, 203]. These are addressed in greater detail
in the following.

Our transport setting is tuned into the sequential tunneling regime and therefore we have
disregarded cotunneling processes which are fourth order in HT . In principle, cotunneling pro-
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Figure 3.10: Fluctuations of the Overhauser Veld relative to the external Zeeman splitting ω0. In
the limit of homogeneous HF coupling, strong Wuctuations build up towards the middle of the
emission process (red line, ε = 0.5). For inhomogeneous coupling this build-up of Wuctuations
is hindered by the dephasing between the nuclear spins, resulting in considerably smaller Wuc-
tuations: The value of the Overhauser Wuctuations is shown at the time of the SR peak tmax for
ε = 0.5 (orange squares) and ε = 0.55 (green diamonds). The Overhauser Wuctuations reach
a maximum value later than tmax, see blue dots for ε = 0.5. For independent homogeneously
coupled nuclear spins, one can estimate the Wuctuations via the binominal distribution (black
line).

cesses could lift the spin blockade and add an extra contribution to the leakage current that is
independent of the HF dynamics. However, note that cotunneling current scales as Ict ∝ α2,
whereas sequential tunneling current I ∝ α; accordingly, cotunneling current can always be
suppressed by making the tunnel barriers less transparent [208]. Moreover, inelastic cotunneling
processes exciting the QD spin can be ruled out for eV, kBT < ω0 due to energy conservation
[207]. The eUectiveness of a single quantum dot to act as an electrically tunable spin Vlter
has also been demonstrated experimentally [208]: The spin-Vlter eXciency was measured to be
nearly 100%, with Ict being smaller than the noise Woor ∼ 10 fA. Its actual value has been
calculated as ∼ 10−4 fA, from which we roughly estimate Ict ∼ 10−2 fA in our setting. This
is smaller than the initial HF-mediated current I (t = 0) and considerably smaller than Imax,
even for an initially not fully polarized nuclear spin ensemble. Still, if one is to explore the
regime where cotunneling cannot be neglected, phenomenological dissipative terms – eUec-
tively describing the corresponding spin-Wip and pure dephasing mechanisms for inelastic and
elastic processes, respectively – should be added to Eqn. (3.30).

Self-consistency

In our simulations we have self-consistently veriVed that the Wuctuations of the Overhauser
Veld, deVned via

∆OH (t) = g

√
〈A2

z〉t − 〈Az〉2t , (3.45)
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are indeed small compared to the external Zeeman splitting ω0 throughout the entire evolution.
This ensures the validity of our perturbative approach and the realization of the spin blockade
regime. From atomic SR it is known that in the limit of homogeneous coupling large Wuctu-
ations can build up, since in the middle of the emission process the density matrix becomes
a broad distribution over the Dicke states [17]. Accordingly, in the idealized, exactly solvable
case of homogeneous coupling we numerically Vnd rather large Wuctuations of the Overhauser
Veld; as demonstrated in Fig. 3.10, this holds independently of N . In particular, for a relative
coupling strength ε = 0.5 the Wuctuations culminate in max [∆OH] /ω0 ≈ 0.35. However,
in the case of inhomogeneneous HF coupling the Overhauser Veld Wuctuations are found to be
smaller as the build-up of these Wuctuations is hindered by the Knight term causing dephas-
ing among the nuclear spins. As another limiting case, we also estimate the Wuctuations for
completely independent homogeneously coupled nuclear spins via the binominal distribution
as max [∆OH] ∼ 0.5AH/

√
N 2.

Moreover, we have also ensured self-consistently the validity of the perturbative treatment
of the Wip-Wop dynamics; that is, throughout the entire evolution, even for maximum operative
matrix elements 〈A+A−〉t, the strength of the Wip-Wop dynamics ‖Hff‖ was still at least Vve
times smaller than ω0.

3.8 Conclusion and outlook

In summary, we have developed a master-equation-based theoretical framework for nuclear-
spin-assisted transport through a QD. Due to the collective nature of the HF interaction, it
incorporates intriguing many-body eUects as well as feedback mechanisms between the electron
spin and nuclear spin dynamics. As a prominent application, we have shown that the current
through a single EDQD in the spin blockade regime naturally exhibits superradiant behavior.
This eUect stems from the collective hyperVne interaction between the QD electron and the
nuclear spin ensemble in the QD. Its most striking feature is a lifting of the spin blockade and
a pronounced peak in the leakage current. The experimental observation of this eUect would
provide clear evidence of coherent HF dynamics of nuclear spin ensembles in QDs.

Finally, we highlight possible directions of research going beyond our present work: Apart
from superradiant electron transport, the setup proposed here is inherently well suited for other
experimental applications like dynamic polarization of nuclear spins (DNP): In analogy to opti-
cal pumping, Eqn. (3.3) describes electronic pumping of the nuclear spins. Its steady states are
eigenstates of Az , which lie in the kernel of the collective jump operator A−. In particular, for
a completely inhomogeneous system the only steady state is the fully polarized one, the ideal
initial state required for the observation of SR eUects. When starting from a completely unpo-
larized nuclear state, the uni directionality of Eqn. (3.3) – electrons with one spin orientation
exchange excitations with the nuclear spins, while electrons of opposite spin primarily do not –
implies that the rather warm electronic reservoir can still extract entropy out of the nuclear sys-
tem. More generally, the transport setting studied here possibly opens up the route towards the
(feedback-based) electronic preparation of particular nuclear states in single QDs. This is in line
with similar ideas previously developed in double QD settings (see, e.g., [197, 200, 203, 205, 229]).

In this work we have specialized on a single QD. However, our theory could be extended to

2This limit is realized if strong nuclear dephasing processes prevent the coherence build-up of the SR evolution.
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a double QD (DQD) setting which is likely to oUer even more possibilities. DQDs are routinely
operated in the Pauli-blockade regime where despite the presence of an applied source-drain
voltage the current through the device is blocked whenever the electron tunneling into the
DQD has the same spin orientation as the one already present. The DQD parameters and the
external magnetic Veld can be tuned such that the role of the states |σ〉 , σ =↓, ↑, in our model is
played by a pair of singlet and triplet states, while all other states are oU-resonant. Then, along
the lines of our study, nonlinearities appear due to dependencies between the electronic and
nuclear subsystems and collective eUects enter via the HF-mediated lifting of the spin blockade.

While we have focused on the Markovian regime and the precise conditions for its validity,
Eqn. (3.15) oUers a starting point for studies of non-Markovian eUects in the proposed transport
setting. All terms appearing in the memory kernel of Eqn. (3.15) are quadratic in the fermionic
creation and annihilation operators allowing for an eXcient numerical simulation, without hav-
ing to explicitly invoke the Watness of the spectral density of the leads. This should then shed
light on possibly abrupt changes in the QD transport properties due to feedback mechanism
between the nuclear spin ensemble and the electron spin.

Last and in analogy to the optical setting of Chapter 2, our work also opens the door to-
wards studies of dissipative phase transitions in the transport setting: When combined with
driving, the SR dynamics can lead to a variety of strong-correlation eUects, non-equilibrium,
and dissipative phase transitions [173, 77, 230, 79], which could now be studied in a meso-
scopic solid-state system, complementing other approaches to dissipative phase transitions in
QDs [231, 232, 233]. In the following Chapter we will study a related driven central spin model
with collective dissipation, and we investigate the numerous critical eUects in the steady-state
phase diagram.

3.A Supplementary material 3

3.A.1 Microscopic derivation of the master equation

In this Appendix we provide some details regarding the derivation of the master equations as
stated in Eqn. (3.2) and Eqn. (3.30). It comprises the eUect of the HF dynamics in the memory
kernel of Eqn. (3.13) and the subsequent approximation of independent rates of variation.

In the following, we show that it is self-consistent to neglect the eUect of the HF dynamics
L1 (t) in the memory kernel of Eqn. (3.13) provided that the bath correlation time τc is short
compared to the Rabi Wips produced by the HF dynamics. This needs to be addressed as co-
operative eUects potentially drive the system from a weakly coupled into a strongly coupled
regime. First, we reiterate the Schwinger-Dyson identity in Eqn. (3.14) as an inVnite sum over
time-ordered nested commutators

e−i(L0+L1)τ = e−iL0τ
∞∑

n=0

(−i)n
∫ τ

0
dτ1

∫ τ1

0
dτ2 . . .

∫ τn−1

0
dτn L̃1 (τ1) L̃1 (τ2) . . . L̃1 (τn) ,

(3.46)
where for any operator X

L̃1 (τ)X = eiL0τL1e
−iL0τX =

[
eiH0τH1e

−iH0τ , X
]

=
[
H̃1 (τ) , X

]
. (3.47)
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More explicitly, up to second order Eqn. (3.46) is equivalent to

e−i(L0+L1)τX = e−iL0τX − ie−iL0τ

∫ τ

0
dτ1

[
H̃1 (τ1) , X

]

−e−iL0τ

∫ τ

0
dτ1

∫ τ1

0
dτ2

[
H̃1 (τ1) ,

[
H̃1 (τ2) , X

]]
+ . . . (3.48)

Note that the time-dependence of H̃1 (τ) is simply given by

H̃1 (τ) = eiωτH+ + e−iωτH− +H∆OH, H± =
g

2
S±A∓, (3.49)

where the eUective Zeeman splitting ω = ω0 + g 〈Az〉t is time dependent. Accordingly, we
deVne L̃1 (τ) = L̃+ (τ) + L̃− (τ) + L̃∆OH (τ) = eiωτL+ + e−iωτL− + L∆OH, where Lx· =
[Hx, ·] for x = ±,∆OH. In the next steps, we explicitly evaluate the Vrst two contributions to
the memory kernel that go beyond n = 0 and then generalize our Vndings to any order n of the
Schwinger-Dyson series.

First-order correction

The Vrst order contribution n = 1 in Eqn. (3.13) is given by

Ξ(1) = i

∫ t

0
dτ

∫ τ

0
dτ1TrB

(
LT e−iL0τ

[
H̃1 (τ1) , X

])
. (3.50)

Performing the integration in τ1 leads to

Ξ(1) =

∫ t

0
dτ
{ g

2ω

(
1− e−iωτ

)
TrB

(
LT
[
S+A−, X̃τ

])

+
g

2ω

(
eiωτ − 1

)
TrB

(
LT
[
S−A+, X̃τ

])

+igτTrB

(
LT
[
(Az − 〈Az〉t)Sz, X̃τ

])}
(3.51)

where, for notational convenience, we introduced the operators X = LTρS (t− τ) ρ0
B and

X̃τ = e−iH0τ
[
HT , ρS (t− τ) ρ0

B

]
eiH0τ ≈

[
H̃T (τ) , ρS (t) ρ0

B

]
. In accordance with previ-

ous approximations, we have replaced e−iH0τρS (t− τ) eiH0τ with ρS (t) since any additional
term besides H0 would be of higher order in perturbation theory [215, 216]. In particular, this
disregards dissipative eUects: In our case, this approximation is valid self-consistently provided
that the tunneling rates are small compared to eUective Zeeman splitting ω. The integrand de-
cays on the leads-correlation time scale τc, which is typically much faster than the time scale set
by the eUective Zeeman splitting, ωτc � 1. This separation of time scales allows for an expan-
sion in the small parameter ωτ , e.g. g

ω

(
eiωτ − 1

)
≈ igτ . We see that the Vrst order correction

can be neglected if the the bath correlation time τc is suXciently short compared to the time
scale of the HF dynamics, that is gτc � 1. The latter is bounded by the total hyperVne coupling
constant AH (since ||gAx|| ≤ AH ) so that the requirement for disregarding the Vrst-order term
reads AHτc � 1.
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Second-order correction

The contribution of the second term n = 2 in the Schwinger-Dyson expansion can be decom-
posed into

Ξ(2) = Ξ(2)
zz + Ξ

(2)
ff + Ξ

(2)
fz . (3.52)

The Vrst term Ξ
(2)
zz contains contributions from H∆OH only,

Ξ(2)
zz =

∫ t

0
dτ

∫ τ

0
dτ1

∫ τ1

0
dτ2TrB

(
LT e−iL0τ

[
H̃∆OH (τ1) ,

[
H̃∆OH (τ2) , X

]])
(3.53)

= −
∫ t

0
dτ (gτ)2 TrB

[
LT
(
δAzSzX̃τδA

zSz − 1

2

{
δAzSzδAzSz, X̃τ

})]
(3.54)

Similarly, Ξ
(2)
ff which comprises contributions from Hff only is found to be

Ξ
(2)
ff =

g2

4ω2

∫ t

0
dτ
{(

1 + iωτ − eiωτ
)
TrB

[
LT
(
S+S−A−A+X̃τ + X̃τS

−S+A+A−
)]

+
(
1− iωτ − e−iωτ

)
TrB

[
LT
(
S−S+A+A−X̃τ + X̃τS

+S−A−A+
)]}

. (3.55)

Here, we have used the following simpliVcation: The time-ordered products which include Wip-
Wop terms only can be simpliVed to two possible sequences in which L+ is followed by L− and
vice versa. This holds since

L±L±X = [H±, [H±, X]] = H±H±X +XH±H± − 2H±XH± = 0. (3.56)

Here, the Vrst two terms drop out immediately since the electronic jump-operators S± fulVll
the relation S±S± = 0. In the problem at hand, also the last term gives zero because of
particle number superselection rules: In Eqn. (3.13) the time-ordered product of superoperators
acts on X =

[
HT , ρS (t− τ) ρ0

B

]
. Thus, for the term H±XH± to be nonzero, coherences

in Fock space would be required, which are consistently neglected (compare Ref. [216]). This
is equivalent to ignoring coherences between the system and the leads. Note that the same
argument holds for any combination HµXHν with µ, ν = ±.

Similar results can be obtained for Ξ
(2)
fz which comprisesH± as well asH∆OH in all possible

orderings. Again, using that the integrand decays on a time scale τc and expanding in the small
parameter ωτ shows that the second-order contribution scales as ∼ (gτc)

2. Our Vndings for
the Vrst and second order correction suggest that the n-th order correction scales as ∼ (gτc)

n.
This is proven in the following by induction.

n-th-order correction

The scaling of the n-th term in the Dyson series is governed by the quantities of the form

ξ
(n)
+−... (τ) = gn

∫ τ

0
dτ1

∫ τ1

0
dτ2 . . .

∫ τn−1

0
dτne

iωτ1e−iωτ2 . . . , (3.57)

where the index suggests the order in which H± (giving an exponential factor) and H∆OH

(resulting in a factor of 1) appear. Led by our Vndings for n = 1, 2, we claim that the expansion
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of ξ(n)
+−... (τ) for small ωτ scales as ξ(n)

+−... (τ) ∼ (gτ)n. Then, the (n+ 1)-th terms scale as

ξ
(n+1)
−(∆OH)+−... (τ)

=gn+1

∫ τ

0
dτ1

∫ τ1

0
dτ2 . . .

∫ τn−1

0
dτn

∫ τn

0
dτn+1

(
e−iωτ1

1

)
e+iωτ2 . . . (3.58)

=g

∫ τ

0
dτ1

(
e−iωτ1

1

)
ξ

(n)
+−... (τ1) (3.59)

∼ (gτ)n+1 . (3.60)

Since we have already veriVed this result for n = 1, 2, the general result follows by induction.
This completes the proof.

3.A.2 Adiabatic elimination of the QD electron

For a suXciently small relative coupling strength ε the nuclear dynamics are slow compared to
the electronic QD dynamics. This allows for an adiabatic elimination of the electronic degrees
of freedom yielding an eUective master equation for the nuclear spins of the QD.

Our analysis starts out from Eqn. (3.35), which we write as

ρ̇ =W0ρ+W1ρ, (3.61)

where

W0ρ = −i [ω0S
z, ρ] + γ

[
S−ρS+ − 1

2

{
S+S−, ρ

}]
+ Γ

[
SzρSz − 1

4
ρ

]
, (3.62)

W1ρ = −i [HHF, ρ] . (3.63)

Note that the superoperator W0 only acts on the electronic degrees of freedom. It describes
an electron in an external magnetic Veld that experiences a decay as well as a pure dephasing
mechanism. In zeroth order of the coupling parameter ε the electronic and nuclear dynamics of
the QD are decoupled and SR eUects cannot be expected. These are contained in the interaction
termW1.

Formally, the adiabatic elimination of the electronic degrees of freedom can be achieved as
follows [234]: To zeroth-order in ε the eigenvectors ofW0 with zero eigenvector λ0 = 0 are

W0µ⊗ ρSS = 0, (3.64)

where ρSS = |↓〉 〈↓| is the stationary solution for the electronic dynamics and µ describes
some arbitrary state of the nuclear system. The zero-order Liouville eigenstates corresponding
to λ0 = 0 are coupled to the subspaces of “excited” nonzero (complex) eigenvalues λk 6= 0
ofW0 by the action ofW1. Physically, this corresponds to a coupling between electronic and
nuclear degrees of freedom. In the limit where the HF dynamics are slow compared to the
electronic frequencies, i.e. the Zeeman splitting ω0, the decay rate γ, and the dephasing rate
Γ, the coupling between these blocks of eigenvalues and Liouville subspaces of W0 is weak,
justifying a perturbative treatment. This motivates the deVnition of a projection operator P
onto the subspace with zero eigenvalue λ0 = 0 ofW0 according to

Pρ = Trel [ρ]⊗ ρSS = µ⊗ |↓〉 〈↓| , (3.65)
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where µ = Trel [ρ] is a density operator for the nuclear spins, Trel . . . denotes the trace over
the electronic subspace, and, by deVnition,W0ρSS = 0. The complement of P is Q = 1 − P .
By projecting the master equation on the P subspace and tracing over the electronic degrees of
freedom we obtain an eUective master equation for the nuclear spins in second-order perturba-
tion theory,

µ̇ = Trel
[
PW1Pρ− PW1QW−1

0 QW1Pρ
]
. (3.66)

Using Trel [S
zρSS ] = −1/2, the Vrst term is readily evaluated and yields the Knight shift seen

by the nuclear spins,

Trel [PW1Pρ] = +i
g

2
[Az, µ] . (3.67)

The derivation of the second term is more involved. It can be rewritten as

−Trel
[
PW1QW−1

0 QW1Pρ
]

= −Trel
[
PW1 (1− P )W−1

0 (1− P )W1Pρ
]

(3.68)

=

∫ ∞

0
dτ Trel

[
PW1e

W0τW1Pρ
]
−
∫ ∞

0
dτ Trel [PW1PW1Pρ] . (3.69)

Here, we used the Laplace transform −W−1
0 =

∫∞
0 dτ eW0τ and the property eW0τP =

PeW0τ = P .
Let us Vrst focus on the Vrst term in Eqn. (3.69). It contains terms of the form

Trel
[
P
[
A+S−, eW0τ

[
A−S+, µ⊗ ρSS

]]]
=Trel

[
S−eW0τ

(
S+ρSS

)]
A+A−µ (3.70)

− Trel
[
S−eW0τ

(
S+ρSS

)]
A−µA+ (3.71)

+ Trel
[
S−eW0τ

(
ρSSS

+
)]
µA−A+ (3.72)

− Trel
[
S−eW0τ

(
ρSSS

+
)]
A+µA−. (3.73)

This can be simpliVed using the following relations: Since ρSS = |↓〉 〈↓|, we have S−ρSS =
0 and ρSSS

+ = 0. Moreover, |↑〉 〈↓| and |↓〉 〈↑| are eigenvectors of W0 with eigenvalues
− (iω0 + α/2) and + (iω0 − α/2), where α = γ + Γ, yielding

eW0τ
(
S+ρSS

)
= e−(iω0+α/2)τ |↑〉 〈↓| , (3.74)

eW0τ
(
ρSSS

−) = e+(iω0−α/2)τ |↓〉 〈↑| . (3.75)

This leads to

Trel
[
P
[
A+S−, eW0τ

[
A−S+, µ⊗ ρSS

]]]
= e−(iω0+α/2)τ

(
A+A−µ−A−µA+

)
. (3.76)

Similarly, one Vnds

Trel
[
P
[
A−S+, eW0τ

[
A+S−, µ⊗ ρSS

]]]
= e+(iω0−α/2)τ

(
µA+A− −A−µA+

)
. (3.77)

Analogously, one can show that terms containing two Wip or two Wop terms give zero. The same
holds for mixed terms that comprise one Wip-Wop and one Overhauser term with ∼ AzSz . The
term consisting of two Overhauser contributions gives

Trel
[
P
[
AzSz, eW0τ [AzSz, µ⊗ ρSS ]

]]
= −1

4
[2AzµAz − [AzAz, µ]] . (3.78)
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However, this term exactly cancels with the second term from Eqn. (3.69). Thus, we are left with
the contributions coming from Eqn. (3.76) and Eqn. (3.77). Restoring the prefactors of −ig/2,
we obtain

Trel
[
PW1Q

(
−W−1

0

)
QW1Pρ

]
=

g2

4

∫ ∞

0
dτ
[
e−(iω0+α/2)τ

(
A−µA+ −A+A−µ

)

+e+(iω0−α/2)τ
(
A−µA+ − µA+A−

)]
. (3.79)

Performing the integration and separating real from imaginary terms yields

Trel
[
PW1Q

(
−W−1

0

)
QW1Pρ

]
= cr

[
A−µA+ − 1

2

{
A+A−, µ

}]
+ ici

[
A+A−, µ

]
, (3.80)

where cr = g2/
(
4ω2

0 + α2
)
α and ci = g2/

(
4ω2

0 + α2
)
ω0. Combining Eqn. (3.67) with

Eqn. (3.80) directly gives the eUective master equation for the nuclear spins given in Eqn. (3.3)
in the main text.

3.A.3 Full counting statistics: The leakage current

The method of Full Counting Statistics (FCS) gives access to the full information about all trans-
port properties of a given device as it allows for the evaluation of the probability distribution
function Pn (t) of the number of transferred electrons n in a given time period t. The associated
cumulant generating function C (χ, t) is deVned via

eC(χ,t) =

∞∑

n=0

Pn (t) einχ, (3.81)

where χ is the counting Veld. The cumulants of the distribution function Pn (t) are straightfor-
wardly related to transport characteristics of the system and can be obtained as

〈〈
nk (t)

〉〉
=

(−i∂χ)k C (χ, t) |χ=0, where

C (χ, t) = lnTr [ρχ (t)] = lnTr
[
eLχtρ (0)

]
. (3.82)

Following the approach developed by Bagrets and Nazarov [221], the cumulant generating op-
erator ρχ (t) obeys the equation of motion

d

dt
ρχ (t) = Lχρχ (t) , (3.83)

where Lχ is an auxiliary χ-dependent linear operator. In our setting, see Fig. 3.1, it reads

Lχρχ (t) = −i [ω0S
z +HHF +Hcomp (t) , ρχ (t)] + αeiχd↑ρχ (t) d†↑ −

α

2

{
ρχ (t) , d†↑d↑

}

+
(
β

(L)
↓ + β

(R)
↓ e−iχ

)
d†↓ρχ (t) d↓ −

(
β

(L)
↓ + β

(R)
↓

)

2

{
ρχ (t) , d↓d

†
↓

}

+β
(L)
↑ d†↑ρχ (t) d↑ −

β
(L)
↑
2

{
ρχ (t) , d↑d

†
↑

}
. (3.84)
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Here, counting factors e±iχ have been added to the entries of the original Liouvillian of the sys-
tem that are related to changes of the dot occupation [222]. By deVnition, an electron tunneling
into the right reservoir gives a positive contribution whereas electrons tunneling from the right
reservoir into the QD give a negative one. For the moment, we restrict ourselves to the Vrst
moment of the distribution function which is directly linked to the current I (t) = d

dt 〈n (t)〉
(we set the electric charge e to one). We start out from

I (t) = (−i∂χ)
d

dt
C (χ, t) |χ=0, (3.85)

where the derivative of the cumulant generating function C (χ, t) w.r.t. time is

d

dt
C (χ, t) =

Tr
[
LχeLχtρχ (0)

]

Tr [eLχtρχ (0)]
. (3.86)

Using the conservation of probability Tr [ρ (t)] = 1 and the fact that

Tr [Lχ=0O] = 0 (3.87)

for an arbitrary operator O, we get for the current

I (t) = −iTr
[
L′χ=0e

Lχ=0tρχ=0 (0)
]

= −iTr
[
L′χ=0ρ (t)

]
(3.88)

= αTr
[
d†↑d↑ρ (t)

]
− β(R)

↓ Tr
[
d↑d
†
↑ρ (t)

]
. (3.89)

Since the system is in the strong Coulomb-blockade regime, this expression can equivalently be
written as

I (t) = α
〈
S+S−

〉
t
− β(R)

↓ ρ00. (3.90)

3.A.4 Cotunneling current

In this Appendix we will investigate cotunneling processes by which electrons tunnel from lead
l onto the dot and form a virtual state, followed by tunneling into lead l′. The spin state of the
dot changes σ → σ′: This process is referred to as elastic cotunneling if σ = σ′ and inelastic
cotunneling otherwise. Assuming T = 0 for simplicity, inelastic cotunneling exciting the QD
spin cannot occur for ∆µ = eV < ω0 [217] due to energy conservation. However, cotunneling
events that relax the QD spin can still be present. In the following we will focus on cotun-
neling processes that contribute to transport (l 6= l′) and disregard particle-hole excitations in
the left or right lead. We assume the virtual energy cost of an intermediate triplet state to be
much higher than that for a singlet state: thus, we can restrict ourselves to cotunneling events
involving the singlet state with energy εS .

The cotunneling rates can be calculated in a “golden rule” approach up to second order in
HT [217]

Γl
′l
σ′σ = 2πn2

∫
dεfl (ε) (1− fl′ (ε−∆σ′σ))

∣∣∣∣∣
∑

m

T
(l′)
σ′ T

(l)∗
σ

∆mσ − ε

∣∣∣∣∣

2

. (3.91)

Here, n is the lead density of states at the Fermi energy, ∆σ′σ is the change of Zeeman energy
on the dot and ∆mσ = εm − εσ is the energy cost of the virtual intermediate state.
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Let us Vrst examine elastic cotunneling processes which contribute to transport and spin
decoherence but not to spin relaxation via the intermediate doubly occupied singlet state. For
simplicity, we neglect the spin dependence of the tunneling rates. The relevant elastic rates are
given by [207, 217]

ΓRLσσ =
β(L)α(R)

2π

∆µ

(∆Sσ − µL) (∆Sσ − µR)
≈ β(L)α(R)

2π

∆µ

(∆Sσ − µ)2 , (3.92)

where the last approximation holds for ∆µ < ∆Sσ − µ, with µ = (µL + µR) /2. We see that
for suXciently large charging energy of the QD, this rate is eXciently suppressed.

In the same way, the inelastic cotunneling rate is approximately given by

ΓRL↓↑ ≈
β(L)α(R)

2π

ω0 + ∆µ

(∆S↑ − µ) (∆S↑ + ω0 − µ)
, (3.93)

which can also be neglected in the strong Coulomb blockade regime. We also see that the cotun-
neling processes scale as ∝ β(L)α(R). Since sequential tunneling scales as ∝ α(R), cotunneling
can always be suppressed compared to sequential tunneling by making the tunnel barriers less
transparent.
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Chapter 4

Dissipative Phase Transition in a
Central Spin System

In the previous Chapters we have established the concept of superradiant collective eUects
in the de-excitation of the nuclear spin environments of mesoscopic solid-state systems. It
is known that atomic ensembles, which show cooperative eUects in spontaneous emission,
can display critical behavior in the steady state under additional driving by a coherent
laser source [77, 186]. Motivated by these results, in the present Chapter we investigate
dissipative phase transitions in an open central spin system, similar to the one studied
in Chapter 2. In this model the central spin interacts coherently with the surrounding
many-particle spin environment and is subject to coherent driving and dissipation. We
develop analytical tools based on a self-consistent Holstein-PrimakoU approximation that
enable us to determine the complete phase diagram associated with the steady states of
this system. It includes a series of interesting quantum eUects, such as Vrst- and second-
order phase transitions, as well as regions of bistability, spin squeezing and altered spin-
pumping dynamics. The analytical solution we provide grants deep insights to the nature
of criticality in open systems, and allows for the establishment of a classiVcation criterion
for dissipative phase transitions. Furthermore, the numerous phenomena demonstrate
that coherence in solid-state systems does not only emerge in the transient, but also in the
steady state of dissipative dynamics. This Chapter is based on Publication 3 [DPT].

4.1 Introduction

Statistical mechanics classiVes phases of a given system in thermal equilibrium according to its
physical properties. It also explains how changes in the system parameters allow us to trans-
form one phase into another, sometimes abruptly, which results in the phenomenon of phase
transitions. A special kind of phase transitions occurs at zero temperature: such transitions
are driven by quantum Wuctuations instead of thermal ones and are responsible for the appear-
ance of exotic quantum phases in many areas of physics. These quantum phase transitions
have been a subject of intense research in the last thirty years, and are expected not only to
explain interesting behavior of systems at low temperature, but also to lead to new states of
matter with desired properties (e.g., superconductors, -Wuids, and -solids, topological insulators
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[66, 235, 236, 76, 237, 238]).

Phase transitions can also occur in systems away from their thermal equilibrium. For ex-
ample, this is the case when the system interacts with an environment and, at the same time,
is driven by some external coherent source. Due to dissipation, the environment drives the
system to a steady state, ρ0(g), which depends on the system and environment parameters, g.
As g is changed, a sudden change in the system properties may occur, giving rise to a so called
dissipative phase transition (DPT) [77, 239, 240, 80, 241, 242, 29, 243]. DPTs have been much
less studied than traditional or quantum ones. With the advent of new techniques that allow
them to be observed experimentally, they are starting to play an important role [78]. Moreover,
they oUer the intriguing possibility of observing critical eUects non-destructively because of the
constant intrinsic exchange between system and environment [83]. In equilibrium statistical
mechanics a large variety of toy models exist that describe diUerent kinds of transitions. Their
study led to a deep understanding of many of them. In contrast, in the case of DPTs only few
models have been developed. The textbook example of a DPT occurs in the Dicke model of
resonance Wuorescence [244, 77]. There, a system of spins interacts with a thermal reservoir
and is externally driven. Experimental [245] and theoretical studies [246, 247, 186, 248] revealed
interesting features such as optical multistability, Vrst- and second-order phase transitions, and
bipartite entanglement.

In this Chapter, we analyze another prototypical open system: The model is closely related
to the central spin system (CSS) which has been thoroughly studied in thermal equilibrium
[111, 112, 98]. In its simplest form, it consists of a set of spin-1/2 particles (in the following
referred to as the nuclear spins), uniformly coupled to a single spin-1/2 (referred to as the
electron spin). In the model we consider, the central spin is externally driven and decays through
interaction with a Markovian environment. Recently, the CSS model has found application in
the study of solid-state systems such as electron and nuclear spins in a quantum dot [98] or a
Nitrogen Vacancy center.

In what follows, we Vrst provide a general framework for analyzing DPTs in open systems.
In analogy with the analysis of low-energy excitations for closed systems, it is based on the
study of the excitation gap of the system’s Liouville operator L. We illustrate these consider-
ations using the central spin model. For a Vxed dissipation strength γ, there are two external
parameters one can vary, the Rabi frequency of the external driving Veld, Ω, and the Zeeman
shift, ω. We present a complete phase diagram as a function of those parameters, characterize
all the phases, and analyze the phase transitions occurring among them. To this end, we develop
a series of analytical tools, based on a self-consistent Holstein-PrimakoU approximation, which
allows us to understand most of the phase diagram. In addition, we use numerical methods
to investigate regions of the diagram where the theory yields incomplete results. Combining
these techniques, we can identify two diUerent types of phase transitions and regions of bista-
bility, spin squeezing, and enhanced spin polarization dynamics. We also identify regions where
anomalous behavior occurs in the approach to the steady state. Intriguingly, recent experiments
with quantum dots, in which the central (electronic) spin is driven by a laser and undergoes
spontaneous decay, realize a situation very close to the one we study here and show eUects such
as bistability, enhanced Wuctuations, and abrupt changes in polarization in dependence of the
system parameters [116, 249].
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4.2 Executive summary

This Chapter is organized as follows. Before we start the investigation of the actual system,
in Section 4.3 we set the general theoretical background underlying our study of DPTs. We
discuss the relation between DPTs and the low-excitation spectrum of the Liouville operator
governing the system dynamics. After that, Section 4.4 introduces the model we consider. It is
a generalization of the central spin model studied in the context of superradiance (Chapter 2),
which introduces an additional resonant laser driving term. After having presented the model
under consideration, we explain phenomenologically the key features of the phase diagram and
provide a structured summary of the main results. In Section 4.5 we then develop the theoreti-
cal techniques which enable a complete analytical understanding of most of the phase diagram.
We use those techniques to analyze the various phases and to gain a deep understanding of the
nature of criticality in open systems. Finally, we employ the developed techniques to classify
the diUerent transitions according to properties of the spectrum of the Liouvillian. In addition,
in Section 4.6 numerical techniques are employed to explain the features of the phase diagram
which are not captured by the previous theory. The potential of hysteresis eUects are discussed
against the background of the related phenomenon of optical bistability. In the view of the ob-
servation of criticality in several recent polarization experiments in QDs, possible experimental
realizations and a generalization of the model to inhomogeneous coupling are discussed in Sec-
tion 4.7. Finally, we summarize the results and discuss potential applications in Section 4.8.

4.3 General theoretical framework

The theory of quantum phase transitions in closed systems is a well-established and extensively
studied area in the Veld of statistical mechanics. The typical scenario is the following: a system
is described by a Hamiltonian,H(g), where g denotes a set of systems parameters (like magnetic
Velds, interactions strengths, etc.). At zero temperature and for a Vxed set of parameters, g, the
system is described by a quantum state, ψ0(g), fulVlling [H(g) − Eψ0(g)]|ψ0(g)〉 = 0, where
Eψ0(g) is the ground-state energy. As long as the Hamiltonian is gapped (i.e., the diUerence
between E0(g) and the Vrst excitation energy is Vnite), any small change in g will alter the
physical properties related to the state |ψ0(g)〉 smoothly and we remain in the same phase.
However, if the Vrst excitation gap ∆ = Eψ1(g) − Eψ0(g) closes at a given value of the
parameters, g = g0, it may happen that the properties change abruptly, in which case a phase
transition occurs.

In the following we adapt analogous notions to the case of DPTss and introduce the concepts
required for the subsequent study of a particular example of a generic DPT in a central spin
model.

We consider a Markovian open system, whose evolution is governed by a time-independent
master equation ρ̇ = L(g)ρ. The dynamics describing the system are contractive, implying
the existence of a steady state. This steady state ρ0(g) is a zero eigenvector to the Liouville
superoperatorL(g)ρ0(g) = 0. This way of thinking parallels that of quantum phase transitions,
if one replaces [H(g) − Eψ0(g)] → L(g). Despite the fact that these mathematical objects
are very diUerent (the Vrst is a Hermitian operator, and the second a Hermiticity-preserving
superoperator), one can draw certain similarities between them. For instance, for an abrupt
change of ρ0(g) (and thus of certain system observables) it is necessary that the gap in the
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TPT QPT DPT

System Hamiltonian Hamiltonian Liouvillian

operator H = H† H = H† L – Lindblad

Relevant Free energy Energy eigenvalues "Complex energy" eigenvalues

quantity F (ρ) = �H�ρ − T �S�ρ Eψ : H |ψ� = Eψ |ψ� λρ : Lρ = λρρ

Gibbs state Ground state Steady state

State ρT = argmin
ρ≥0,Tr(ρ)=1

[F (ρ)] |ψ0� = argmin
�ψ�=1

[�ψ| H |ψ�] ρ0 = argmin
�ρ�tr=1

[�Lρ�tr]

ρT ∝ exp[−H/kBT ] [H − Eψ0 ]|ψ0� = 0 Lρ0 = 0

Phase transition Non-analyticity in F (ρT ) ∆ = Eψ1 − Eψ0 vanishes ADR = max[Re(λρ)] vanishes

Table 1: Non-exhaustive comparison of thermal phase transitions (TPT), QPT and DPT. The
concepts for DPT parallel in many respects the considerations for QPT and TPT. || · ||tr denotes
the trace norm and S the entropy. Note that if the steady state is not unique, additional steady
states may come with a non-zero imaginary part of the eigenvalue and then appear in pairs:
Lρ = ±iyρ (y ∈ R).

not captured by the previous theory. Possible experimental realizations and a generalization of
the model to inhomogeneous coupling are discussed in Section 0.6. Finally we summarize the
results and discuss potential applications in Section 0.7.

0.2 General Theoretical Framework

The theory of quantum phase transitions in closed systems is a well established and extensively
studied area in the �eld of statistical mechanics. The typical scenario is the following: a system
is described by a Hamiltonian, H(g), where g denotes a set of systems parameters (like magnetic
�elds, interactions strengths, etc.). At zero temperature and for a �xed set of parameters, g, the
system is described by a quantum state, ψ0(g), ful�lling [H(g) − Eψ0(g)]|ψ0(g)� = 0, where
Eψ0(g) is the ground state energy. As long as the Hamiltonian is gapped (i.e., the di�erence
between E0(g) and the �rst excitation energy is �nite), any small change in g will alter the
physical properties related to the state |ψ0(g)� smoothly and we remain in the same phase.
However, if the �rst excitation gap ∆ = Eψ1(g) − Eψ0(g) closes at a given value of the
parameters, g = g0, it may happen that the properties change abruptly, in which case a phase
transition occurs.

In the following we adapt analogous notions to the case of DPT and introduce the concepts
required for the subsequent study of a particular example of a generic DPT in a central spin
model.

We consider a Markovian open system, whose evolution is governed by a time-independent
master equation ρ̇ = L(g)ρ. The dynamics describing the system are contractive implying
the existence of a steady state. This steady state ρ0(g) is a zero eigenvector to the Liouville

Table 4.1: Non-exhaustive comparison of thermal phase transitions (TPTs), quantum phase tran-
sitions (QPTs) and DPTs. The concepts for DPTs parallel in many respects the considerations
for QPTs and TPTs. || · ||tr denotes the trace norm and S the entropy. Note that if the steady
state is not unique, additional steady states may come with a non-zero imaginary part of the
eigenvalue and then appear in pairs: Lρ = ±iyρ (y ∈ R).

(in general complex) excitation spectrum of the system’s Liouville operator L(g) closes. The
relevant gap in this context is determined by the eigenvalue with largest real part diUerent from
zero (it can be shown that Re(λ) ≤ 0 for all eigenvalues of L [250]). The vanishing of the
real part of this eigenvalue – from here on referred to as asymptotic decay rate (ADR) [251] –
indicates the possibility of a non-analytical change in the steady state and thus is a necessary
condition for a phase transition to occur.

In our model system, the Liouvillian low-excitation spectrum, and the ADR in particular,
can in large parts of the phase diagram be understood from the complex energies of a stable
Gaussian mode of the nuclear Veld. We Vnd Vrst-order transitions where the eigenvalue of
this stable mode crosses the eigenvalue of a metastable mode at zero in the projection onto
the real axis. The real part of the Liouvillian spectrum closes directly as the stable mode turns
metastable and vice versa. A Vnite diUerence in the imaginary parts of the eigenvalues across
the transition prevents a mixing of the two modes and the emergence of critical phenomena,
such as a change in the nature of the steady-state correlations at the critical point. In contrast,
we also Vnd a second-order phase transition where the ADR vanishes asymptotically as both
mode energies become zero (in both real and imaginary part) in the thermodynamic limit. At
this critical point a true degeneracy emerges in the Liouvillian spectrum and mixing of the two
modes point gives rise to diverging correlations in the nuclear system. This observation parallels
the classiVcation of quantum phase transitions in closed systems. There, a direct crossing of the
ground- and Vrst-excited-state energy for Vnite systems (mostly arising from a symmetry in the
system) typically gives rise to a Vrst-order phase transition. An asymptotical closing of the Vrst
excitation gap of the Hamiltonian in the thermodynamic limit represents the generic case of a
second-order transition [65].

Besides the analogies described so far [cf. Table 4.1], there are obvious diUerences, like the
fact that in DTP ρ0(g) may be pure or mixed, and that some of the characteristic behavior of
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a phase may also be reWected in how the steady state is approached. Non-analyticities in the
higher excitation spectrum of the Liouvillian are associated to such dynamical phases.

4.4 Model and phase diagram

4.4.1 The model

We investigate the steady-state properties of a homogeneous central spin model. The central
spin – also referred to as electronic spin in the following – is driven resonantly via suitable
optical or magnetic Velds. Dissipation causes electronic spin transitions from the spin-up to
the spin-down state. It can be introduced via standard optical pumping techniques [101, 120].
Furthermore, the central spin is assumed to interact with an ensemble of ancilla spins – also
referred to as nuclear spins in view of the mentioned implementations [98] – by an isotropic
and homogeneous Heisenberg interaction. In general, this hyperVne interaction is assumed to
be detuned. Weak nuclear magnetic dipole-dipole interactions are neglected.

After a suitable transformation which renders the Hamiltonian time-independent, the sys-
tem under consideration is governed by the master equation

ρ̇ = Lρ (4.1)

= Jγ(S−ρS+ − 1

2
{S+S−, ρ})− i[HS +HI +HSI , ρ],

where {·, ·} denotes the anticommutator and

HS = JΩ(S+ + S−), (4.2)

HI = δωIz, (4.3)

HSI = a/2(S+I− + S−I+) + aS+S−Iz. (4.4)

Sα and Iα (α = +,−, z) denote electron and collective nuclear spin operators, respectively.
Collective nuclear operators are deVned as the sum of N individual nuclear operators Iα =∑N

i=1 σ
α
i . JΩ is the Rabi frequency of the resonant external driving of the electron (in rotating

wave approximation), while δω = ω − a/2 is the diUerence of hyperVne detuning ω and half
the individual hyperVne coupling strength a. δω, for instance, can be tuned via static magnetic
Velds in z-direction. Note that HI + HSI = a~S~I + ωIz , describing the isotropic hyperVne
interaction and its detuning. The rescaling of the electron driving and dissipation in terms of
the total (nuclear) spin quantum number J1 is introduced here for convenience and will be
justiVed later. Potential detunings of the electron driving – corresponding to a term ∆Sz in the
Hamiltonian part of the master equation – can be neglected if ∆� Ja.

In the limit of strong dissipation γ � a the electron degrees of freedom can be eliminated
and Eqn. (4.1) reduces to

σ̇ := TrS(ρ̇) =γeU(I−σI+ − 1

2
{I+I−, σ}) (4.5)

−i [ΩeUIy + δωIz] ,

1Note that the total spin quantum number J is conserved under the action of L.



90 4. Dissipative Phase Transition in a Central Spin System

where γeU = a2

γ , ΩeU = Ωa
2γ , and σ is the reduced density matrix of the nuclear system. This is

a generalization of the Dicke model of resonance Wuorescence as discussed in [77, 248, 80].

In Chapter 2, Master Eqn. (4.1) has been theoretically shown to display cooperative nuclear
eUects such as superradiance (even for inhomogeneous electron nuclear coupling). Furthermore,
it was demonstrated recently that a similar model exhibits nuclear spin squeezing in the tran-
sient evolution of polarized initial states [252]. In analogy to the Veld of cooperative resonance
Wuorescence, the system’s rich steady-state behavior comprises various critical eUects such as
Vrst- and second-order DPTs and bistabilities. In the following we provide a qualitative sum-
mary of the phase diagram and of the techniques developed to study the various phases and
transitions.
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Figure 4.1: Schematic of the diUerent phases and transitions of Master Eqn. (4.1). In the two
main phases of the system A (blue) and B (red) – which together cover the whole phase dia-
gram – the system is found in a RSTSS (cf. text). While phase A is characterized by normal
spin-pumping behavior (large nuclear polarization in the direction of the dissipation) and a low
eUective temperature, phase B displays anomalous spin-pumping behavior (large nuclear po-
larization in opposing direction to the dissipation) and high temperature. They are separated
by the Vrst-order phase boundary b which is associated with a region of bistability C (framed
by the boundary c). Here a second non-Gaussian solution appears, besides the normal spin-
pumping mode of A. The region of bistability C culminates in a second-order phase transition
at (ω0,Ω0). Below this critical point the system is supercritical and no clear distinction between
phases A and B exists. In this region a dynamical phase D emerges, characterized by anoma-
lous behavior in the approach to the steady state. For a detailed description of the diUerent
phases and transitions see Section 4.4.2.
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4.4.2 Phenomenological description of the phase diagram

For a Vxed dissipation rate γ = a the diUerent phases and transitions of the system are displayed
schematically in Fig. 4.1 in dependence on the external driving Ω and the hyperVne detuning
ω. We stress the point that none of the features discussed in the following depends critically on
this particular value of the dissipation. In Appendix 4.A.1 we discuss brieWy the quantitative
changes in the phase diagram for moderately lower (higher) values of γ. Further, we concentrate
our studies on the quadrant Ω, ω > 0, in which all interesting features can be observed. In the
following, we outline the key features of the phase diagram.

First we consider the system along the line segment x (ω = ω0,Ω ≤ Ω0), where Ω0 =
ω0 = a/2 (a is the individual hyperVne coupling constant) deVne a critical driving strength
and critical hyperVne detuning, respectively. Here HI vanishes and the steady state can be
constructed analytically as a zero-entropy factorized state of the electron and nuclear system.
The nuclear Veld builds up to compensate for the external driving – forcing the electron in
its dark state |↓〉 – until the maximal polarization is reached at the critical value Ω0. Above
this point the nuclear system cannot compensate for the driving Ω anymore and a solution of
diUerent nature, featuring Vnite electron inversion and entropy is found. The point Ω0 features
diverging spin entanglement and is identiVed below as a second-order phase transition.

For the separable density matrix ρ0 = |ψ〉 〈ψ|, |ψ〉 = |↓〉 ⊗ |α〉 the only term in Master
Eqn. (4.1) which is not trivially zero is the Hamiltonian term S+(a2I

−+JΩ). However, choosing
|α〉 as an approximate eigenstate of the lowering operator I− |α〉 ≈ α |α〉 (up to second order in
ε = 1/

√
J ) with α = −2JΩ/a ≡ −JΩ/Ω0, the corresponding term in Eqn. (4.1) vanishes in

the thermodynamic limit. In Appendix 4.A.2 we demonstrate that approximate eigenstates |α〉
can be constructed as squeezed and displaced vacua in a Holstein-PrimakoU [253] picture up to a
correction of order 1/J. The squeezing of the nuclear state depends uniquely on the displacement
such that these states represent a subclass of squeezed coherent atomic states [254]. Remarkably,
this solution – where along the whole segment x the system settles in a separable pure state –
exists for all values of the dissipation strength γ.

In the limit of vanishing driving Ω = 0 the steady state trivially is given by the fully
polarized state (being the zero eigenstate of the lowering operator), as the model realizes a
standard optical spin-pumping setting for dynamical nuclear polarization [51]. With increasing
Ω, the collective nuclear spin is rotated around the y-axis on the surface of the Bloch sphere such
that the eUective Overhauser Veld in x-direction compensates exactly for the external driving
Veld on the electron spin. As a consequence along the whole segment x the dissipation forces
the electron in its dark state |↓〉, and all electron observables, but also the entropy and some
nuclear observables, are independent of Ω.

Furthermore, the steady state displays increased nuclear spin squeezing in y-direction (or-
thogonal to the mean polarization vector) when approaching the critical point. A common
measure of squeezing is deVned via the spin Wuctuations orthogonal to the mean polarization
of the spin system. A state of a spin-J system is called spin squeezed [254] if there exists a
direction ~n, orthogonal to the mean spin polarization 〈~I〉 such that

ξ2
~n ≡ 2〈∆I2

~n〉/|〈~I〉| < 1. (4.6)

In [255] it was shown that every squeezed state also contains entanglement among the in-
dividual constituents. Moreover, if ξ2

~n < 1
k then the spin squeezed state contains k-particle
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entanglement [256, 257, 258]. In Appendix 4.A.2 we show that the squeezing parameter in y-
direction for an approximate I− eigenstate |α〉 is given as ξ2

êy
=
√

1− α2/J2 + O(1/J) =√
1− (Ω/Ω0)2 + O(1/J). Note, however, that this equation is valid only for ξ2

êy
≥ 1/

√
J .

For higher squeezing the operator expectation values constituting the term of order O(1/J)
can attain macroscopic values of order

√
J . For Ω . Ω0 we Vnd that the nuclear spins are in a

highly squeezed minimum uncertainty state, with k-particle entanglement2. Close to the criti-
cal point k becomes of the order of

√
J [ξ2

êy
= O(1/

√
J)] indicating diverging entanglement

in the system.
Since the lowering operator is bounded (||I−|| ≤ J ), at Ω = Ω0 where the nuclear Veld has

reached its maximum value, the zero entropy solution constructed above ceases to exist. For
large electron driving, where Ω� Ω0 sets the dominant energy scale, the dissipation γ results
in an undirected diUusion in the dressed state picture and in the limit Ω → ∞ the system’s
steady state is fully mixed. In order to describe the system for driving strength Ω > Ω0,
in Section 4.5.1 we develop a perturbative theory designed to eXciently describe a class of
steady states where the electron and nuclear spins are largely decoupled and the nuclear system
is found in a fully polarized and rotated state with, potentially squeezed, thermal Gaussian
Wuctuations (also referred to as rotated squeezed thermal spin states – RSTSS or the Gaussian
mode). It is fully characterized by its mean polarization as well as the spin squeezing and
eUective temperature TeU of the Wuctuations (cf. Appendix 4.A.2). Squeezed coherent atomic
states, which constitute the solution along segment x, appear as a limiting case of this class for
zero temperature TeU = 0.

In order to describe these RSTSS solutions, we conduct a systematic expansion of the sys-
tem’s Liouville operator in orders of the system size 1/

√
J , by approximating nuclear operators

by their semiclassical values and incorporating bosonic Wuctuations up to second order in an
Holstein-PrimakoU picture. The resulting separation of time scales between electron and nuclear
dynamics is exploited in a formalized adiabatic elimination of the electron degrees of freedom.
The semiclassical displacements (i.e., the electron and nuclear direction of polarization) are
found self-consistently by imposing Vrst-order stability of the nuclear Wuctuations and corre-
spond to the nuclear and electron steady-state expectation values derived from the semiclassical
Bloch equations (i.e., after a brute force factorization 〈SiIj〉 → 〈Si〉〈Ij〉, for i, j = x, y, z) in
the equations of motion (cf. Appendix 4.A.3). For a given set of semiclassical solutions we derive
a second-order reduced master equation for the nuclear Wuctuations which, in the thermody-
namic limit, contains all information on the nuclear state’s stability, its steady-state quantum
Wuctuations and entanglement, as well as the low excitation dynamics in the vicinity of the
steady state and thus allows for a detailed classiVcation of the diUerent phases and transitions.

Using this formalism, we Vnd that the system enters a new phase at the critical point Ω0,
in which the nuclear Veld can no longer compensate for the external driving, leading to a Vnite
electron inversion and a nuclear state of rising temperature for increasing driving strength. At
the transition between the two phases, the properties of the steady state change non-analytically
and in Section 4.5.2 we will Vnd an asymptotic closing of the Liouvillian gap (cf. Section 4.3)
at the critical point, as the Liouvillian’s spectrum becomes continuous in the thermodynamic
limit. We will characterize the critical point (ω0,Ω0) as a second-order phase transition.

2As in Ref. [257] we call a pure state |ψ〉 of N -qubits k-particle entangled if |ψ〉 is a product of states |ψl〉 each
acting on at most k qubits and at least one of these does not factorize. A mixed state is at least k-particle entangled
if it cannot be written as a mixture of l < k-particle entangled states.
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Allowing for arbitrary hyperVne detunings ω, a phase boundary emerges from the second-
order critical point (line b in Fig. 4.1), separating two distinct phases A (blue) and B (red) of
the Gaussian mode. The subregion C of A indicates a region of bistability associated with the
phase boundary b and is discussed below.

At Ω = 0 the semiclassical equations of motion feature two steady-state solutions. Not only
the trivial steady state of the spin-pumping dynamics – the fully polarized state in−z direction
– but also an inverted state where the nuclear system is fully polarized in +z direction is a
(unstable) solution of the semiclassical system. Quantum Wuctuations account for the decay of
the latter solution of anomalous spin-pumping behavior. The two semiclassical solutions (the
corresponding quantum states are from here on referred to as the normal and anomalous spin-
pumping modes, respectively) persist for Vnite Ω. As we show employing the formalism de-
scribed above (Section 4.5.2), quantum Wuctuations destabilize the mode of anomalous behavior
in region A of the phase diagram. The stable Gaussian solution in phase A displays a behavior
characterized by the competition of dissipation γ and the onsetting driving Veld Ω. The nuclear
state is highly polarized in the direction set by the decay, and the electron spin starts align-
ing with the increasing external driving Veld. Furthermore, the normal spin-pumping mode of
phase A is characterized by a low eUective spin temperature.

The analysis of the low excitation spectrum of the Liouvillian (Section 4.5.2) shows a direct
vanishing of the ADR at the phase boundary b between A and B, while the imaginary part of
the spectrum is gapped at all times. At this boundary, the normal mode of phase A destabilizes
while at the same the metastable anomalous mode turns stable deVning the second phase B.
The two mode energies are non-degenerate across the transition preventing a mixing of the two
modes and the emergence of critical phenomena such as diverging entanglement in the system.
Phase B – anomalous spin pumping – is characterized by a large nuclear population inversion,
as the nuclear Veld builds up in opposite direction of the dissipation. At the same time the
electron spin counter aligns with the external driving Veld Ω. In contrast to the normal mode
of phase A, phase B features large Wuctuations (i.e., high eUective temperature) in the nuclear
state, which increase for high Ω, until at some point the perturbative description in terms of
RSTSS breaks down and the system approaches the fully mixed state. Note that region A also
transforms continuously to B via the lower two quadrants of the phase diagram (Fig. 4.1). In
this supercritical region [259] no clear distinction between the two phases exist.

To complete the phase diagram, we employ numerical techniques in order to study steady-
state solutions that go beyond a RSTSS description in Section 4.6. The subregion of A labeled
C indicates a region of bistability where a second steady-state solution (besides the normal
spin-pumping Gaussian solution described above) appears, featuring a non-Gaussian character
with large Wuctuations of order J . Since this mode cannot be described by the perturbative
formalism developed in Section 4.5 (which by construction is only suited for low Wuctuations
� J ) we use numerical methods to study this mode in Section 4.6 for Vnite systems. We Vnd
that the non-Gaussian mode (in contrast to the Gaussian mode of region A) is polarized in +z
direction and features large Wuctuations of the order of J . Additionally this solution displays
large electron-nuclear connected correlations 〈SiIj〉−〈Si〉〈Ij〉. It emerges from the anomalous
spin-pumping mode coming from region B and the system shows hysteretic behavior in region
C closely related to the phenomenon of optical bistability [260].

A fourth region is found in the lower half of the phase diagram (D). In contrast to the
previous regions, area D has no eUects on steady-state properties. Instead, the region is charac-
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terized by an anomalous behavior in the low excitation dynamics of the system. The elementary
excitations in region D are overdamped. Perturbing the system from its steady state leads to a
non-oscillating exponential return. This behavior is discussed at the end of Section 4.5.2, where
we study the low excitation spectrum of the Liouvillian in this region within the perturbative
approach.

In summary, all the phases and transitions of the system are displayed in Fig. 4.1. Across the
whole phase diagram one solution can be described as a RSTSS – a largely factorized electron-
nuclear state with rotated nuclear polarization and Gaussian Wuctuations. Phase A hereby
represents a region of normal spin-pumping behavior. The system is found in a cold Gaussian
state, where the nuclear spins are highly polarized in the direction set by the electron dissipation
and the electron spin aligns with the external driving for increasing Veld strength. In contrast,
phase B displays anomalous spin-pumping behavior. The nuclear system displays population
inversion (i.e., a polarization opposing the electron pumping direction) while the electron aligns
in opposite direction of the driving Veld. Furthermore, the state becomes increasingly noisy,
quantiVed by a large eUective temperature, which results in a fully mixed state in the limit of
large driving strength Ω→∞. Along segment x the state becomes pure and factorizes exactly
with a nuclear Veld that cancels the external driving exactly. The nuclear state can be described
using approximate eigenstates of the lowering operator I− which display diverging squeezing
approaching the second-order critical point Ω0. From this critical point a Vrst-order phase
boundary emerges separating phases A and B. It is associated with a region of bistability (area
C), where a second solution appears featuring a highly non-Gaussian character. The system
shows hysteretic behavior in this region. Region D is a phase characterized by its dynamical
properties. The system shows an overdamping behavior approaching the steady state, which
can be inferred from the excitation spectrum of the Liouvillian.

Let us now describe the phases and transitions involving the Gaussian mode in detail.

4.5 Perturbative treatment of the gaussian mode

As seen in the previous Section along the segment x the system settles in a factorized electronic-
nuclear state, where the nuclear system can be described as a lowering operator eigenstate up to
second order in ε = J−1/2. Motivated by this result, we develop in Section 4.5.1 a perturbative
theory based on a self-consistent Holstein-PrimakoU transformation that enables the description
of a class of steady states, which generalizes the squeezed coherent atomic state solution along
x to Vnite thermal Wuctuations (RSTSS, Appendix 4.A.2). A solution of this nature can be
found across the entire phase diagram and we show that this treatment becomes exact in the
thermodynamic limit.

In Section 4.5.2 we discuss this Gaussian mode across the whole phase diagram. Steady-state
properties of the nuclear Wuctuations derived from a reduced second-order master equation
provide deep insights in the nature of the various phases and transitions. Observed eUects
include criticality in both the steady state and the low-excitation spectrum, spin squeezing and
entanglement as well as altered spin-pumping dynamics. Whenever feasible we compare the
perturbative results with exact diagonalization techniques for Vnite systems and Vnd excellent
agreement even for systems of a few hundred spins only. First, in Section 4.5.2 we apply the
developed theory exemplarily along the segment x, to obtain further insights in the associated
transition at Ω0. In Section 4.5.2 we then give a detailed description of the diUerent phases that
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emerge in the phase diagram due to the Gaussian mode. Thereafter, in Section 4.5.2 we conduct
a classiVcation of the diUerent transitions found in the phase diagram.

4.5.1 The theory

In this section we develop the perturbative theory to derive an eUective second-order master
equation for the nuclear system in the vicinity of the Gaussian steady state.

For realistic parameters, the Liouville operator L of Eqn. (4.1) does not feature an obvious
hierarchy, that would allow for a perturbative treatment. In order to treat the electron-nuclear
interaction as a perturbation, we Vrst have to separate the macroscopic semiclassical part of
the nuclear Velds. To this end we conduct a self-consistent Holstein-PrimakoU approximation
describing nuclear Wuctuations around the semiclassical state up to second order.

The (exact) Holstein-PrimakoU transformation expresses the truncation of the collective
nuclear spin operators to a total spin J subspace in terms of a bosonic mode (b denotes the
respective annihilation operator):

I− =
√

2J − b†b b (4.7)

Iz = b†b− J.

In the following we introduce a macroscopic displacement
√
Jβ ∈ C (|β| ≤ 2) on this

bosonic mode to account for a rotation of the mean polarization of the state, expand the op-
erators of Eqn. (4.7) and accordingly the Liouville operator of equation Eqn. (4.1) in orders of
ε = 1/

√
J . The resulting hierarchy in the Liouvillian allows for an perturbative treatment of

the leading orders and adiabatic elimination of the electron degrees of freedom whose evolution
is governed by the fastest timescale in the system. The displacement β is self-consistently found
by demanding Vrst-order stability of the solution. The second order of the new eUective Liouvil-
lian then provides complete information on second-order stability, criticality, and steady-state
properties in the thermodynamic limit.

The macroscopic displacement of the nuclear mode,

b→ b+
√
Jβ, (4.8)

allows for an expansion of the nuclear operators [Eqn. (4.7)] in orders of ε

I−/J =
√
k

√
1− εβb

† + β∗b
k

− ε2 b
†b
k

(β + εb) (4.9)

=
∑

i

εiJ −i ,
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where

J −0 =
√
kβ, (4.10)

J −1 =
1

2
√
k

[
(2k − |β|2)b− β2b†

]
, (4.11)

J −2 = −
[
β∗b+ βb†

2
√
k

b

+

√
kβ

8

(
[
βb† + β∗b

k
]2 + 4

b†b
k

)]
, (4.12)

...

and k = 2− |β|2. Analogously, one Vnds

Iz/J =
2∑

i=0

εiJ zi , (4.13)

J z0 = |β|2 − 1, (4.14)

J z1 = βb† + β∗b, (4.15)

J z2 = b†b. (4.16)

This expansion is meaningful only if the Wuctuations in the bosonic mode b are smaller than
O(
√
J). Under this condition, any nuclear state is thus fully determined by the state of the

bosonic mode b and its displacement β.
According to the above expansions Master Eqn. (4.1) can be written as

ρ̇/J =
[
L0 + εL1 + ε2L2 +O(ε3)

]
ρ, (4.17)

where

L0ρ = γ(S−ρS+ − 1

2
{S+S−, ρ}+) (4.18)

−i[S+(Ω + a/2J −0 ) + S−(Ω + a/2J +
0 )

+ aS+S−J z0 , ρ],

L1,2ρ = −i[a/2(S+J −1,2 + S−J +
1,2) (4.19)

+ (aS+S− + δω)J z1,2, ρ].

The zeroth order superoperator L0 acts only on the electron degrees of freedom. This sep-
aration of time scales between electron and nuclear degrees of freedom implies that for a given
semiclassical nuclear Veld (deVned by the displacement β) the electron settles to a quasi-steady
state on a timescale shorter than the nuclear dynamics and can be eliminated adiabatically on
a coarse grained timescale. In the following we determine the eUective nuclear evolution in the
submanifold of the electronic quasi steady states of L0.

Let P be the projector on the subspace of zero eigenvalues of L0, i.e., the zeroth order steady
states, and Q = 1 − P . Since L0 features a unique steady state, we Vnd Pρ = TrS(ρ) ⊗ ρss,
where TrS denotes the trace over the electronic subspace and L0ρss = 0. By deVnition it is
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PL0 = L0P = 0. After a generalized SchrieUer-WolU transformation (this method will be
explained in detail in the following Chapter 5), we derive an eUective Liouvillian within the
zeroth-order-steady-state subspace in orders of the perturbation

Leff =εPL1P (4.20)

+ ε2(PL2P − PL1QL−1
0 QL1P ) +O(ε3).

After tracing out the electron degrees of freedom the dynamics of the nuclear Wuctuations b are
consequently governed by the reduced master equation

σ̇ := TrS(P ρ̇) = TrS(LeffPρ). (4.21)

The Vrst-order term in ε of Eqn. (4.20) can be readily calculated,

Trs(PL1Pρ) = −i
[
〈A〉ssb+ 〈A†〉ssb†, σ

]
, (4.22)

where A is an electronic operator,

A =β∗(aS+S− + δω) (4.23)

+
a

4
√
k

[
(2k − |β|2)S+ − (β∗)2S−

]
.

〈A〉ss denotes the steady-state expectation value according to L0, which depends on the system
parameters γ and Ω and on the semiclassical displacement β via optical Bloch equations derived
from L0 as described below. Eqn. (4.22) represents a driving of the nuclear Wuctuations to
leading order in the eUective dynamics. Thus, for the steady state to be stable to Vrst order, we
demand

〈A〉ss = 0. (4.24)

This equation deVnes self-consistently the semiclassical nuclear displacement β in the steady
state in dependence on the system parameters γ,Ω and δω.

The calculation of the second-order term of Eqn. (4.20) is more involved and presented in
Appendix 4.A.4. We Vnd the eUective nuclear master equation to second order,3

σ̇ =2Ra

(
bσb† − 1

2
{b†b, σ}

)
(4.25)

+2Rb

(
b†σb− 1

2
{bb†, σ}

)

+c

(
bσb− 1

2
{bb, σ}

)

+c∗
(
b†σb† − 1

2
{b†b†, σ}

)

−i
[
(Ia + Ib + F )b†b+ (α+B∗)b2 + (α∗ +B)(b†)2, σ

]
,

3In Chapter 5 we will show that this type of master equation is always of Lindblad form, generating physical
evolutions.
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with

B =− aβ

16
√
k3

[
(4k + |β|2)〈S−〉ss + β2〈S+〉ss

]
, (4.26)

F =− a

8
√
k3

(4k + |β|2)
(
β〈S+〉ss + β∗〈S−〉ss

)
(4.27)

+ a(〈S+S−〉ss + δω/a),

and

Ra =

∫ ∞

0
dt Re

(
〈A†(t)A(0)〉ss

)
, (4.28)

Ia =

∫ ∞

0
dt Im

(
〈A†(t)A(0)〉ss

)
,

Rb =

∫ ∞

0
dt Re

(
〈A(t)A†(0)〉ss

)
,

Ib =

∫ ∞

0
dt Im

(
〈A(t)A†(0)〉ss

)
,

c =

∫ ∞

0
dt 〈{A(t), A(0)}〉ss,

α =
1

2i

∫ ∞

0
dt 〈[A(t), A(0)]〉ss.

For a given set of system parameters the coeXcients deVning the nuclear dynamics [Eqns.
(4.26), (4.27) and (4.28)] depend only on the nuclear displacement β. After choosing β self-
consistently to fulVll Eqn. (4.24) in order to guarantee Vrst-order stability, Eqn. (4.25) contains
all information of the nuclear system within the Gaussian picture, such as second-order stability
as well as purity and squeezing of the nuclear steady state. Also it approximates the Liouville
operator’s low excitation spectrum to leading order and thus contains information on criticality
in the system. Eqn. (4.25) therefore forms the basis for the subsequent discussion of the RSTSS
mode and the corresponding phases and transitions in Section 4.5.

In order to calculate the coeXcients of Eqn. (4.28), we have to determine integrated elec-
tronic autocorrelation functions of the type

∫∞
0 dt 〈Si(t)Sj(0)〉ss and

∫∞
0 dt 〈Si(0)Sj(t)〉ss,

where i, j = +,−, z. The dynamics of single electron operator expectation values are governed
by the optical Bloch equations derived from L0,

d

dt
〈∆~S〉 =M〈∆~S〉, (4.29)

where ∆~S := ~S − 〈~S〉ss and ~S = (S+, S−, Sz)T and

M =



−(γ2 − iaLz0) 0 −2iΩ̃∗

0 −(γ2 + iaLz0) 2iΩ̃

−iΩ̃ iΩ̃∗ −γ


 , (4.30)

where we deVned Ω̃ = Ω + a
2

√
kβ and Lz0 is given in Eqn. (4.14). The steady-state solutions
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can readily be evaluated:

〈S+〉ss = 2i
Ω̃∗(γ + 2iaLz0)

γ2 + 4aLz20 + 8|Ω̃|2
, (4.31)

〈Sz〉ss = −1

2

γ2 + 4aLz20

γ2 + 4aLz20 + 8|Ω̃|2
. (4.32)

DeVning the correlation matrix S = 〈∆~S∆~S†〉ss and St = 〈∆~St∆~S†〉ss, the Quantum
Regression Theorem [262] yields the simple result

St =eMtS, (4.33)

S†t =〈∆~S∆~S†t 〉ss = SeM
†t. (4.34)

Finally, the time-integrated autocorrelation functions reduce to the simple expression

F1 =

∫ ∞

0
dtSt =

∫ ∞

0
dteMtS = −M−1S, (4.35)

F2 =

∫ ∞

0
dtS†t = F†1 = −S

(
M−1

)†
. (4.36)

These matrices straightforwardly deVne the coeXcients of the eUective master equation of the
nuclear Wuctuations [Eqn. (4.25)]. In Appendix 4.A.4 we provide explicit formulas to calculate
the relevant coeXcients.

4.5.2 Phase diagram of the gaussian mode

In this Section we use the theory developed above to study the RSTSS mode across the phase
diagram. As outlined in the previous Section we Vrst determine self-consistently possible semi-
classical displacements β, which guarantee Vrst-order stability [Eqn. (4.24)]. For each of these
solutions we determine the eUective master equation for the nuclear Wuctuations [Eqn. (4.25)],
which in the thermodynamic limit contains all information on the steady-state and the low-
excitation dynamics and we discuss properties like second-order stability, criticality, as well as
purity and squeezing of the nuclear steady state. Using this information we provide a complete
picture of the various phases and transitions involving the RSTSS solution.

Methods and general features

In order to determine the semiclassical displacements β which guarantee Vrst-order stability,
we show in Appendix 4.A.3 that Eqn. (4.24) is equivalent to the steady-state conditions de-
rived from the semiclassical Bloch equations of the system. Due to a symmetry in the equa-
tion, the steady-state displacements appear in pairs β−, β+. Any semiclassical displacement
β can be straightforwardly converted to the mean spin polarizations up to leading order in ε
according to Eqn. (4.10), Eqn. (4.14), Eqn. (4.31), and Eqn. (4.32). In the thermodynamic limit
the two sets of steady-state expectation values extracted from β− and β+ share the symme-
try (±〈Sx〉, 〈Sy〉, 〈Sz〉, 〈Ix〉,±〈Iy〉,±〈Iz〉). In large parts of the phase diagram the solution
β− (β+) displays high nuclear polarization in the same (opposite) direction as the the electron
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spin pumping. We deVne the corresponding quantum states as the normal (anomalous) spin-
pumping mode.

The two solutions β± deVne two corresponding master equations of the nuclear Wuctuations
around the respective semiclassical expectation values according to Eqn. (4.25). These master
equations are subsequently used to determine second-order stability of the nuclear Wuctuations
and, if the dynamics turn out to be stable, the steady-state properties of the nuclear system. We
emphasize that the eUective Master Eqn. (4.25) not only can be used to determine steady-state
properties, but also reproduces accurately the low excitation spectrum of the exact Liouvillian. It
thus also describes the system dynamics in the vicinity of the steady state (increasingly accurate
for large J ).

From Eqn. (4.25) one readily derives a dynamic equation for the Vrst-order bosonic moments

˙(
〈b〉
〈b†〉

)
= Σ

(
〈b〉
〈b†〉

)
, (4.37)

with

Σ =

(
−(Ra −Rb)− iχ −2iξ

2iξ∗ −(Ra −Rb) + iχ

)
, (4.38)

χ =Ia + Ib + F, (4.39)

ξ =α∗ +B, (4.40)

where all parameters are functions of the semiclassical displacements β±. This equation of
motion – and thus the corresponding master equation itself – features a Vxed point if the eigen-
values of the matrix Σ have negative real part (Re[λ1,2] < 0). Due to the symmetry between
β+ and β− one Vnds that the eigenvalues of the two Σ matrices corresponding to β± fulVll
Re[λ1,2(β+)] = −Re[λ1,2(β−)] such that across the whole phase diagram only one solution is
stable at a time and deVnes the corresponding phase in the phase diagram. Note however, that
the unstable solution decays at a rate that is second order in ε. Preparing the system in this state
consequently leads to slow dynamics, such that this solution exhibits metastability.

In the following we implicitly choose the stable β for which the real parts of the eigenvalues
of Σ are negative and discard the unstable solution. Fig. 4.2 displays a selection of steady-state
expectation values in the thermodynamic limit across the phase diagram for the stable solution.
DiUerent expectation values illustrate the diUerent nature of phases A and B and show distinct
signatures of Vrst- and second-order phase transitions which will be discussed in greater detail
in Section 4.5.2 and 4.5.2. The approximate steady-state polarizations found in this way coincide
with the exact values found via diagonalization techniques to an extraordinary degree (∼ 10−3

relative deviation for J=150). Corrections to the perturbative solutions are of the order 1/J since
the Vrst-order expectation values of the bosonic mode vanish by construction, since 〈b〉 = 0
[Compare Eqn. (4.9) and Eqn. (4.13)]. In the thermodynamic limit the perturbative solution
becomes exact.

The two eigenvalues of Σ are typically of the form λ1,2 = a±ib (except in regionD, which
is discussed below) and deVne the complex energy of the mode. In this case the matrix Σ con-
tains all information on the low excitation spectrum of the Liouvillian which is approximated
by multiples of the mode energies within the perturbative treatment 4. The low excitation spec-

4The inset of Fig. 4.9 clearly shows these bosonic characteristics of the exact spectrum for J=150. Outside the
region of bistability the real part of the spectrum is approximately equidistant.
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Figure 4.2: The system observables of the RSTSS solution in the thermodynamic limit show
clear signatures of Vrst and second-order transitions (γ = a). (a) The nuclear polarization in
z-direction 〈Iz/J〉ss switches abruptly from minus to plus at the phase boundary b. (b) The
electron polarization in x-direction 〈Sx〉ss shows a similar discontinuous behavior along b. (c)
The nuclear polarization in x-direction changes smoothly across the phase boundary b. Along
the segment x (ω = ω0,Ω < Ω0) the nuclear Veld in x-direction builds up linearly to cancel the
external driving. (d) The electron polarization in z-direction also does not show signatures of
the Vrst-order transition b. Along segment x the electron is fully polarized in −z-direction up
to the second-order critical point (ω0,Ω0), where it changes non-analytically (see also Fig. 4.6).

trum contains information about criticality of the system and the dynamics in the vicinity of
the steady state and is used to discuss and classify the diUerent transitions in the phase diagram.
In particular, the eigenvalue of Σ with largest real part approximates the ADR in the thermody-
namic limit in those regions of the phase diagram where the Gaussian mode is responsible for
the lowest excitations in the Liouvillian spectrum (only in the region of bistability C this is not
the case).

The ADR according to the perturbative descriptions based on Gaussian modes is displayed
in Fig. 4.3. It is used to study the transitions involving the Gaussian mode in the thermodynamic
limit. The ADR vanishes along a line b indicating a phase boundary separating the normal
and anomalous spin-pumping phase, which is described in Section 4.5.2. Furthermore a non-
analyticity of the ADR at a Vnite value deVnes regionD, which characterizes a dynamical phase
and is explained in Section 4.5.2.

The dynamical matrix of the Vrst-order moments Σ provides information on the stability of
the semiclassical solutions, the criticality of the Liouvillian, and the non-analyticities of region
D. In order to understand the character of the solutions in the diUerent regions of the phase
diagram we consider next the steady-state covariance matrix (CM) of the bosonic system. For a
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Figure 4.3: Asymptotic decay rate (ADR, cf. text) for γ = a within the perturbative framework.
Along b the ADR vanishes non-analytically, indicating the stabilizing and destabilizing of the
modes of regions A and B, respectively. b is a Vrst-order phase boundary culminating in a
second-order critical point at (ω0,Ω0). From here region D opens, which is characterized by a
non-analyticity in the ADR at a Vnite value. This indicates a change in the dynamic properties
of the system which can not be detected in steady-state observables. Within D the system
shows an over damped behavior in the vicinity of the steady state.

quadratic evolution like the one of Eqn. (4.25) the steady-state CM contains all information on
the state. We deduce the eUective temperature and the squeezing of the nuclear spin system,
which connects to criticality in the system.

For a one-mode system with vanishing displacements 〈x〉 and 〈p〉 [in the steady state of
Eqn. (4.25) this is always the case] the CM is deVned as

Γ =

(
2〈x2〉 2〈xp〉 − i

2〈px〉+ i 2〈p2〉

)
, (4.41)

with the usual deVnitions x = 1√
2
(b+ b†) and p = 1√

2i
(b− b†). Using Eqn. (4.25) we straight-

forwardly calculate the steady-state CM Γss across the phase diagram. As Γ = ΓT > 0, Γ is
symplectically diagonalizable, with

Γ = DO

(
M2 0
0 M−2

)
O−1, (4.42)

where O is orthogonal with det(O) = 1. For a single mode, D ≥ 1 and M ≥ 1 are real
numbers. While D is a measure of the purity of the state [Tr(ρ2) = 1/

√
|Γ| = 1/D], the

smallest eigenvalue of Γ, λmin ≡ DM−2 determines the amount of squeezing in the system
[263]. λmin < 1 indicates squeezing in the bosonic mode. For M = 1, the CM Eqn. (4.42)
describes a thermal state of the bosonic mode and D can be straightforwardly associated to a
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dimensionless eUective temperature

TeU = ln
[

2√
D − 1

+ 1

]−1

. (4.43)

This deVnition is also meaningful forM > 1, since the squeezing operation is entropy-conserving.
TeU is also a measure for the entropy of the spin system, as to leading order it is connected to
the bosonic mode via an unitary (i.e., entropy-conserving) transformation. The eUective tem-
perature of the diUerent phases will be discussed below in Sections 4.5.2 & 4.5.2 [cf. Fig. 4.7].

We stress the point that all properties of the CM derived within the second order of the
perturbative approach are independent of the system size J . In particular, the amount of Wuc-
tuations (i.e., the purity) in the state does not depend on the particle number. In order to self-
consistently justify the perturbative approach, D has to be small with regard to J . This implies
that in the thermodynamic limit J → ∞ the perturbative results to second (i.e., leading) order
become exact. The inverse purity D is displayed in Fig. 4.4 a). Except for for a small region
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Figure 4.4: Properties of the steady-state CM Γss [Eqn. (4.42)]. a) The Wuctuations D are
low in most parts of the phase diagram except for a small wedge around the Gaussian phase
boundary. b) Fluctuations D along the line l© [green line of a)]. The phase boundaries separate
a mode with low Wuctuations (enlarged in the inset), from a mode with large Wuctuations. For
large Ω Wuctuations increase, and the system eventually approaches a fully mixed state. c)
The squeezing measure C (c.f. text) in the thermodynamic limit. C approaches 1 at (ω0,Ω0)
indicating diverging entanglement in the system. d) C along the line ω = ω0 (solid line). The
red circles indicate the the squeezing parameter 1− ξ2

êy
= 1−

√
1− (Ω/Ω0)2 (cf. text).

around the Gaussian phase boundary b the Wuctuations are much smaller than J = 150, which
justiVes the validity of the perturbative approach and explains the excellent agreement with the
exact diagonalization for this system size.

The squeezing λmin in the auxiliary bosonic mode does not necessarily correspond to spin
squeezing in the nuclear system. In order to deduce the spin squeezing in the nuclear system
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from the squeezing of the bosonic mode a transformation according to Eqn. (4.11) and Eqn. (4.15)
is necessary. In Appendix 4.A.2 we show that for |β| < 1 Eqn. (4.11) can be reformulated to
connect the spin Wuctuations to a squeezed and rescaled bosonic mode

J −1 =
√

2(1− |β|2)S†(r)bS(r), (4.44)

where S(r) = e(r∗b2−rb†2)/2 is the squeezing operator and cosh(r) = µ = (2k−|β|2)/[2
√

2k(1− |β|2)]
and sinh(r) = −ν = β2/[2

√
2k(1− |β|2)].

Thus, squeezing λmin of the mode b does, in general, not imply reduced spin Wuctua-
tions in a direction orthogonal to the mean spin polarization since the transformation be-
tween spin Wuctuations and b involves a squeezing operation itself and a scaling by a factor
0 <

√
2(1− |β|2) ≤

√
2.

In general, we thus have to apply a more involved squeezing criterion. In [255] it was shown
that for systems of N spin-1/2 particles and for all directions ~n the quantity

C~n ≡ 1− 2

J
〈∆I2

~n〉 −
1

J2
〈I~n〉2 < 1, (4.45)

signals entanglement if C~n > 0 for some direction ~n. Moreover, 〈∆I2
~n〉 < J/2 indicates a

generalized spin-squeezing of the state5.
In the following we use the quantity C = max{0, C~n |~n ∈ R3} to investigate squeezing

and bipartite entanglement in the nuclear system. In order to calculate C~n we reconstruct the
approximate nuclear operators according to Eqn. (4.9) and Eqn. (4.14) from the semiclassical dis-
placement β and evaluate the expectation values according to the steady-state CM Eqn. (4.41).
Finally, we maximize C~n with regard to all possible directions ~n to obtain C . The results are
discussed in Section 4.5.2. As discussed in more detail in the next Section, the fact that C → 1
as Ω → Ω0 on the line segment x indicates a diverging entanglement length in the sense that
O(1/(1− C)) = O(

√
J)-particle entanglement is present [257].

A second-order phase transition: The segment x

The segment x at ω = ω0 (Fig. 4.1) represents a very peculiar region in the phase diagram,
where the solution below the critical point can be constructed analytically as demonstrated in
Section 4.4.2. The electron and nuclear system decouple, resulting in a zero entropy product
steady state. A nuclear polarization builds up to cancel the external driving up to the point
of maximal Overhauser Veld (Ω0). At this point squeezing and entanglement in the system
diverge, indicating a second-order phase transition. In the following we exemplarily employ
the formalism developed above along this line to obtain further insight about the criticality
at (ω0,Ω0). We calculate the analytical steady-state solution as well as the eUective master
equation governing the nuclear Wuctuation dynamics in its vicinity. We Vnd that here the
spectrum of the Liouvillian becomes continuous (implying a closing gap) and real. At the same
time the creation operators of the elementary excitations from the steady state turn Hermitian,
giving rise to diverging spin entanglement.

5In distinction to the criterion Eqn. (4.6) the squeezed component J~n is not necessarily orthogonal to the mean
spin.
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Figure 4.5: The ADR (γ = a) for J = 50, 100, 150 (broken lines) in comparison with the
perturbatively calculated (solid line, cf. Section 4.5.2) along ω = ω0. For Vnite systems one
Vnds an avoided crossing at Ω0. The size of the gap reduces with the system size until it closes
in the thermodynamic limit (solid line). Below Ω0 the ADR in the thermodynamic limit is given
by Eqn. (4.52).

The Vrst-order stability condition Eqn. (4.24) is fulVlled, if Ω̃ = 0 [compare Eqn. (4.31) and
Eqn. (4.32)], which yields the possible semiclassical steady-state displacements

√
kβ = −Ω/Ω0 (4.46)

⇔ β± = −
√

1±
√

1− (Ω/Ω0)2,

corresponding to a normal (’−’) and anomalous (’+’) spin-pumping mode, respectively.
Next, we explicitly calculate the second-order corrective dynamics of the nuclear degrees

of freedom for the normal mode. The vanishing of the eUective driving Ω̃ = 0 forces the
electron in its dark state – implying 〈S+〉ss = 〈S−〉ss = 〈S+S−〉ss = 0 – and directly
yields B = F = 0 [Eqn. (4.26) and Eqn. (4.27)]. The remaining constants can be calculated as
described above and introducing new bosonic operators (for the normal mode β = β− ≤ 1)

d = µb+ νb†, (4.47)

with

µ =
2k − |β|2

2
√

2k(1− |β|2)
, (4.48a)

ν = − β2

2
√

2k(1− |β|2)
, (4.48b)

one Vnds the eUective evolution of the nuclear Wuctuations given as

σ̇ =Γeff

(
dσd† − 1

2
{d†d, σ}

)
(4.49)

− i
[
Θeffd

†d, σ
]
,
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with

Γeff = 2a2Re

(
1

γ + i2a(|β|2 − 1)

)
(1− |β|2), (4.50)

Θeff = a2Im

(
1

γ + i2a(|β|2 − 1)

)
(1− |β|2). (4.51)

d and d† fulVll boson commutation relations, since Eqn. (4.47) deVnes a symplectic transforma-
tion (|µ|2 − |ν|2 = 1). The eigenvalues of the dynamical matrix Σ associated to Eqn. (4.49)
are straightforwardly given as λ1,2 = −ΓeU/2 ± iΘeU. The real part – representing the ADR
of the system in thermodynamic limit (compare Fig. 4.5) – is always negative, indicating the
stability of the normal spin-pumping mode (β−). In an analogous calculation one shows that
the semiclassical solution β+ > 1 is not stable to second order since the eigenvalues of Σ have
a positive real part, i.e., the Wuctuations diverge, violating the initial assumptions that the mode
b has to be lowly occupied.

Selected steady-state expectation values derived from the stable displacement β− to leading
order in J (i.e., in the thermodynamic limit) are displayed in Fig. 4.6. Already for J = 150 we
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Figure 4.6: Electron inversion 〈Sz〉 and the nuclear Veld in x direction 〈Ix〉 along ω = ω0,
in the thermodynamic limit according to the perturbative theory (circles) in comparison with
the numeric values from exact diagonalization for a Vnite system of J = 150 (solid lines).
The perturbative theory shows excellent agreement with the numerical solutions. Further, the
numerically determined electron inversion and the expectation value of the inhomogeneous
nuclear operator 〈Ax〉 are displayed for a model of two inhomogeneously coupled nuclear shells
(g1 = 2g2) of size J1,2 = 8 (dashed lines) and for Vve inhomogeneously coupled nuclear spins
(dotted lines) are displayed (discussion see Section 4.7).

Vnd excellent agreement between the perturbative and exact mean polarizations. The nuclear
Veld builds up to exactly cancel the external magnetic Veld Ω forcing the electron in its dark
state |↓〉 along x and thus realizing the model of cooperative resonance Wuorescence [77] even
for weak dissipation γ ≤ a [compare Eqn. (4.5)]. This solution is available only if Ω ≤ Ω0
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(deVning segment x), i.e., up to the point where the nuclear Veld reaches its maximum. At
this point the system enters a new phase of anomalous spin pumping (described below) and the
steady-state properties change abruptly.

Inserting solution β− in the coeXcients of Master Eqn. (4.49) yields

Γeff = 2a2Re

(
1

γ − i2a
√

1− (Ω/Ω0)2

)
√

1− (Ω/Ω0)2, (4.52)

Θeff = a2Im

(
1

γ − i2a
√

1− (Ω/Ω0)2

)
√

1− (Ω/Ω0)2. (4.53)

In the close vicinity below the critical point Ω0 the real part of the gap in the Liouvillian’s
spectrum closes as

Γeff ≈ 2
a2

γ

√
1− (Ω/Ω0)2, (4.54)

and the imaginary part as

|Θeff | ≈ 2
a3

γ2
[1− (Ω/Ω0)2], (4.55)

indicating criticality. Fig. 4.5 displays the ADR along ω = ω0 in the thermodynamic limit
[which is given on the segment x by Eqn. (4.52)] and for Vnite systems. It displays an avoided
crossing at Ω0 with a gap that vanishes in the thermodynamic limit. This closing of the gap
coincides with diverging time scales in the system, which renders the model more susceptible
to potential perturbing eUects, a phenomenon well known in the context of criticality [260].

In contrast to the general form Eqn. (4.25), Eqn. (4.49) contains only one Lindblad term and
the dynamics drive the system into the vacuum |0d〉 of the squeezed mode d. As the system
approaches the critical value Ω = Ω0 (i.e., β− = −1) the mode d adopts more and more a
p̂ = 1√

2i
(b− b†)-like character and thus the squeezing of this mode’s vacuum increases. The (in

general complicated) transformation between the squeezing of the bosonic mode b and the spin
operators (cf. Section 4.5.2) can readily be established along x, since the operator d is trivially
related to the spin operators [cf. Eqn. (4.11)]

J −1 =
1

2
√
k

[(2k − |β|2)b− β2b†]

=
√

2(1− |β|2)(µb+ νb†) (4.56)

=
√

2(1− |β|2)d.

The Wuctuations in y-direction, for example, are consequently given as

J y1 =
√

(1− |β|2)p̂d, (4.57)

where p̂d = 1√
2i

(d− d†). One readily shows that

〈∆I2
y 〉 = J〈J y2

1 〉 = J(1− |β|2)〈p̂2
d〉, (4.58)
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up to orderO(1) and we used 〈d〉 = 0 in the steady state. In the p̂ vacuum |0p〉 it is 〈p̂2
d〉 = 1/2,

such that we evaluate

ξ2
êy = 2〈∆I2

y 〉/|〈~I〉| (4.59)

= 2(1− |β|2)〈p̂2
d〉 =

√
1−

(
Ω

Ω0

)2

,

where we used |〈~I〉| = J and inserted the semiclassical displacement β−.
This is the same result we derived in Section 4.4.2 and Appendix 4.A.2 by constructing

approximate eigenstates of the lowering operator I− and along x we Vnd that C ≈ 1 − ξ2
êy

,

as shown in Fig. 4.4 d). Note that here êy is orthogonal to the direction of the mean spin 〈~I〉.
This allows us to deduce thatO(

√
J) nuclear spins must be entangled close to the critical point,

which establishes a "diverging entanglement length" in this system. To see this, we employ a
variant of the criterion Eqn. (4.6), as discussed in [256]. There, it was shown that ξ2

êy
< 1/k

sets a lower bound of Nξ−2
êy

on the quantum Fisher information FQ of the state. In [257] it
was shown that for states containing at most k-particle entanglement, FQ is upper bounded
by Nk. Consequently, the values of ξ2

êy
obtained close to the critical point [cf. Eqn. (4.59) and

Appendix 4.A.2] imply that at least O(
√
J)-particle entanglement must be present. Note that

the bosonic description does not make it possible to describe the range ξ2
êy

= O(1/J), i.e.,
k = O(J), where the Wuctuations become larger than the expansion parameter.

The nuclear squeezing and entanglement in the system diverges approaching the critical
point, as the Lindblad operator d (deVning the steady state |0d〉) becomes more and more p̂-like.
The Wuctuations in y-direction tend to zero, while at the same time – due to the Heisenberg
uncertainty relation – the steady state is in a superposition of an increasing number of Iz
eigenstates. Since in a system with inVnite range interactions (as the one we are considering)
there is no obvious deVnition of a coherence length, the range of the involved Iz eigenstates can
be considered as an analogous concept.

At the critical value Ω = Ω0 the symplectic transformation Eq. (4.47) becomes ill deVned
(d becomes a p̂-like operator) while both the dissipation rate and the mode energy tend to zero.
While the coeXcients in Eqs. (4.48) diverge, the total master equation is well deVned [due to the
factors (1− |β|2) in Γeff] and straightforwardly can be written as

σ̇ =
a2

2γ

(
p̂σp̂− 1

2
{p̂2, σ}

)
. (4.60)

The Liouville operator’s spectrum is real and continuous with Hermitian creation operators of
the elementary excitations.

We stress the point that along segment x in the phase diagram highly dissipative dynamics
drive the system in a pure and separable steady state with zero eUective temperature TeU = 0
[cf. Fig. 4.7 b)]. At the critical point Ω0 the steady state changes its nature abruptly as the
system enters a high-temperature phase.

Furthermore, we remark that this steady state has no relation to the system’s ground state.
This is in contrast to the extensively studied Dicke phase transition [78, 264, 84] where the
steady state is in close relation to the Hamiltonian’s ground state (in fact, in the normal phase
it is identical). In the present model dissipation drives the system to a highly excited state of
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the Hamiltonian and the observed critical phenomena are disconnected from the Hamiltonian’s
low excitation spectrum.

We have seen that at the critical point (ω0,Ω0) the gap of the Liouville operator’s spectrum
(in both real and imaginary part) closes in the thermodynamic limit [Eqn. (4.54) and Eqn. (4.55)].
Approaching the critical point the steady-state Wuctuations become more and more squeezed
due to the increasing p̂-like character of the mode d. The spin squeezing close to the critical
point [Eqn. (4.59)] can be interpreted as a diverging coherence length in a system with inVnite
range interactions (the electron mediates interactions between remote spins). These are clear
indications for a second-order phase transition, which is formalized in Section 4.5.2.

Phases

In the present Section we study the diUerent phases of the system, which involve the RSTSS
solution (A, B and D) using the analytic tools developed above. By construction, the RSTSS
solution describes steady states where the electron and nuclear states factorize to leading order
in the system size and the nuclear system is found in a fully polarized and rotated state with
Gaussian Wuctuations, which are fully characterized by their eUective temperature and squeez-
ing. Figure 4.2 displays diUerent steady-state observables of the Gaussian solution determined
via the formalism described above in the thermodynamic limit.
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Figure 4.7: EUective temperature TeU of the Gaussian mode. Temperatures TeU > 6 are cut
oU, as the temperature diverges along the phase boundary b. a) The Vrst-order phase boundary
b separates the low-temperature phase A from the high-temperature phase B. b) TeU along
ω = ω0: On segment x the system is in a zero entropy state (TeU=0). Above the second-order
critical point Ω > Ω0 the system enters a high-temperature phase. Here the temperature rises
with increasing driving strength.

In phase A the system is characterized by normal spin-pumping behavior. Only the semi-
classical displacement β− (normal mode) leads to a dynamical matrix Σ that has negative real
parts of its eigenvalues, while for β+ the eigenvalues have positive real parts, indicating the
instability of that mode in second order. The nuclear system in the normal mode settles in
a state highly polarized in −z-direction following the direction of the electron spin pumping
[Fig. 4.2 a)]. Meanwhile, increasing the external driving Ω and approaching the phase boundary
b, a nuclear Veld in x direction builds up, but only along x it can fully cancel the external driv-
ing [Fig. 4.2 c)]. Therefore, in general, the electron spin aligns more and more with the external
Veld [Fig. 4.2 (b,d)]. Furthermore, the eUective temperature (and thus the entropy) of the phase
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is low, as displayed in Fig. 4.7 a).
In region B, in contrast, β+ is the only stable solution, deVning the phase of anomalous

spin-pumping behavior. The nuclear system now shows strong population inversion: i.e., the
nuclear polarization is found in direction opposite to the external pumping (z). In the same
way the electron now aligns in opposite direction to the external driving Veld (x). Also, in
contrast to phase A, the RSTSS now is in a high-temperature state. For larger electron driving
the temperature increases until eventually the Gaussian description breaks down (as D ∝ J )
and for Ω→∞ the system is found in a completely mixed state [compare Fig. 4.4 b)].

In the upper half of the phase diagram (ω > ω0) phase A changes abruptly into phase B at
the boundary b and certain steady-state spin observables [〈Iz〉, 〈Sx〉 [Fig. 4.2 a) & b)] and 〈Iy〉
(not displayed)] show distinct features of a Vrst-order phase transition, changing sign as the
normal (anomalous) mode destabilizes (stabilizes). This transition is discussed in greater detail
in the following Section 4.5.2. Following this boundary toward the critical point (ω0,Ω0) the two
phases become progressively more similar. Below the critical point (ω < ω0) there is no clear
distinction between the normal and anomalous spin-pumping mode anymore, a phenomenon
known from thermodynamics as supercriticality. Phase A transforms continuously to phase B
in this region. Close to the critical point, supercritical media typically respond very sensitively
to the external control parameters of the phase diagram (e.g., temperature or pressure) [259]. In
our system we observe that small changes in the parameter ω leads to large changes in electron
spin observables.

Next, we consider the third region associated with the RSTSS solution, region D. We will
Vnd that this region diUers from the previous ones by the fact that it cannot be detected in the
system’s steady state but rather in dynamical observables.

The eigenvalues of the dynamic matrix Σ can be calculated as λ1,2 = −(Ra − Rb) ±
2
√

4|ξ|2 − χ2 and provide information on the approximate low excitation spectrum of the Li-
ouvillian. We can distinguish two cases for the low excitation spectrum, which diUer only in the
Hamiltonian properties of Eqn. (4.25) (fully determined by χ and ξ [Eqn. (4.39) & Eqn. (4.40)]).
In the Vrst case the quadratic bosonic Hamiltonian can be symplectically transformed to be
diagonal in a Fock basis (i.e., to be of the form ∝ b̃†b̃). This is the case if χ2 > 4|ξ|2.
As a consequence the two eigenvalues of Σ have an identical real part and imaginary parts
±2
√
χ2 − 4|ξ|2. In the second case the Hamiltonian transforms symplectically into a squeez-

ing Hamiltonian ∝ (b̃†2 + b̃2). Here one Vnds χ2 < 4|ξ|2, such that the eigenvalues become
real and symmetrically distributed around −(Ra − Rb). In region D in Fig. 4.1 we Vnd the ef-
fective Hamiltonian for the nuclear Wuctuations to be symplectically equivalent to a squeezing
Hamiltonian.

Fig. 4.8 shows the ADR exemplarily along the line ω = 0.5 ω0 ( mII in Fig. 4.1) calculated
according to the perturbative theory and via exact diagonalization, respectively. The pertur-
bative theory approximates accurately the low excitation spectrum of the Liouvillian. We Vnd
that in region D the ADR splits up when the coherent part of Eqn. (4.25) changes to a squeezing
Hamiltonian. As mentioned above, this non-analyticity occurs at a non zero value of the ADR
and thus does not leave signatures in the steady-state behavior. The steady state transforms
smoothly along mII . However, the nature of dynamical observables change within region D as
the system displays anomalous behavior approaching the steady state. The splitting of the ADR
coincides with the vanishing of the imaginary part of the lowest non-zero Liouvillian eigenval-
ues. Thus, the system is overdamped in D. Perturbing the system from its steady state will
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Figure 4.8: The ADR and the imaginary part of the respective eigenvalue (γ = a) for J = 150
(solid lines) in comparison with the perturbatively calculated value (dots) along II©. In the region
where the coherent part of Eqn. (4.25) is a squeezing Hamiltonian, the ADR (i.e. real part of the
lowest Liouvillian eigenvalue pair) splits. At the same time the imaginary part of the lowest
eigenvalue pair vanishes (black lines), indicating that the system is overdamped.

not lead to a damped oscillatory behavior, but to an exponential, oscillation-free return to the
steady state.

The blue area in the vicinity of region D in Fig. 4.3 does not represents a new phase but
is another interesting feature of the system. Here, the ADR exceeds the value at Ω = 0 by a
factor of ∼ 3. For Ω = 0 the model describes the standard spin-pumping setting. Large gaps
in the low excitation spectrum indicate the possibility to improve the eUective spin-pumping
rate (remember that also in this region the steady state is fully polarized, however, not in −z-
direction, as is the case for the normal spin-pumping conVguration Ω = 0). Indeed, simulations
show that starting from a fully mixed state, the system reaches the steady state faster than in
the standard setting (Ω = 0). This feature becomes more distinct in systems, where the electron
pumping rate γ is limited. For γ = 0.1a the time to reach the fully polarized steady state from
a fully mixed state is shortened by a factor of ∼ 6.

Transitions

In this Section we consider the transitions involving the RSTSS solution in greater detail pro-
viding a classiVcation in analogy to quantum phase transitions in closed systems (compare
Section 4.3).

As seen in the previous Section, certain steady-state observables show clear signatures of
a Vrst-order phase transition at b (Fig. 4.2). In order to understand this sharp transition we
consider the ADR exemplarily along path mI in Fig. 4.9. The broken lines represent numeric
results of exact diagonalization of the Liouvillian for J = 50, 100, and 150, while the solid line
indicates the result of the perturbative approach. As described in Section 4.5.2, we implicitly
choose the semiclassical displacement β− (for Ω < 1.5Ω0) or β+ (for Ω > 1.5Ω0) for which the
ADR is negative, indicating a stable solution. For increasing system size the ADR is increasingly
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Figure 4.9: The ADR (γ = a) for J = 50, 100, 150 (broken lines) in comparison with the
perturbatively calculated (solid line) along l©. The vertical black lines indicate the asymptotic
boundaries of the region of bistability. In the whole region the ADR tends to zero in the ther-
modynamic limit due to the appearance of a non-gaussian stable mode. Inset: The next higher
excitations in the spectrum for J = 150 display equidistant splittings in regions far from the
region of bistability. This is an indication for the bosonic character of the steady state, which is
exploited in the perturbative approach.

well approximated by the perturbative solution.
We stress the point that the red line represents the Vrst Gaussian excitation energy only.

However, within the region of bistability (indicated by two vertical bars and discussed below in
Section 4.6), a non-Gaussian mode is responsible for additional excitations in the exact spectrum.
The Gaussian mode eigenvalue (red line) in this region is reproduced approximately by higher
excitations of the exact spectrum (not displayed) . The perturbative theory is still correct within
the region of bistability but, as expected, it misses all non-Gaussian eigenstates of the exact
Liouvillian.

At the boundary b (Ω ≈ 1.5 Ω0) the gap in the real part of the spectrum of the Liouvillian
closes non-analytically, indicating critical behavior. This observation is supported by the eUec-
tive temperature (and thus the Wuctuations in the system), which is increased in the vicinity of
the boundary b, and diverges at the boundary [Fig. 4.7 a) & Fig. 4.4 a)]. The vanishing of the
ADR at b (i.e., the vanishing due to the RSTSS solution) can be observed at Vnite J (dashed lines
in Fig. 4.9) and is not a feature appearing in the thermodynamic limit only. The position of this
closing of the gap – which in the thermodynamic limit (solid line) is found at Ω ≈ 1.5 Ω0 – is
shifted for Vnite system sizes to lower drivings Ω.

The origin of this closing of the Liouvillian gap becomes more transparent if we take the
mode energy of the respective metastable solution into account.

In Fig. 4.10 a) the complex energy of both the stable and the unstable mode are displayed
(i.e., the Vrst eigenvalue of the matrix Σ [Eqn. (4.37)]). The normal spin-pumping mode (β−;
blue lines) is stable (Re[λ(β−)] < 0) up to the critical point where it destabilizes and the anoma-
lous mode appears (β+; red lines). At the critical point the two solutions are macroscopically
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Figure 4.10: Complex energy of the two modes corresponding to the semiclassical solutions β±
for γ = a. The solid line in the non-shaded area represents the ADR of Fig. 4.9 and Fig. 4.5,
respectively. a) Along l© (ω = 1.5 ω0). The eigenvalues miss each other in the complex plane.
The real parts cross directly. b) ω = ω0. The eigenvalues degenerate asymptotically (in both
real and imaginary parts) at the critical point. This closing of the gap originates from an avoided
crossing in Vnite systems with the relevant gap vanishing in the thermodynamic limit (see also
Fig. 4.5).

diUerent β− 6= β+ and their energy (i.e., Im[λ(β±)]) is distinct across the transition [dotted
lines in Fig. 4.10 a)]. Although the projection of the eigenvalues on the real axis vanishes at
the critical point for both modes (indicating the stabilizing / destabilizing of the modes) the
eigenvalues pass each other in the complex plane at large distance. There is no degeneracy
in the spectrum of the Liouvillian at the critical point and consequently there can be no mix-
ing of the two modes; the real parts of the eigenvalues cross directly without inWuencing each
other. Except for the change in stability the modes do not change their character approaching
the phase boundary and no diverging correlations (indicated by the squeezing parameter C)
can be observed. Together with the discontinuous change in system observables such as mean
polarizations we classify this Gaussian transition as of Vrst order.

Second, we consider the transition along ω = ω0 (including the line segment x). In con-
trast to the situation before we Vnd that the semiclassical displacements β+ and β− merge
approaching the critical point such that the two modes become asymptotically identical at Ω0

[Eqn. (4.46)]. Approaching the critical point, the eigenvalues of the two modes tend to zero
(both the real and the imaginary parts), causing the gap of the Liouvillian’s spectrum to close
[Fig. 4.10 b), Eqn. (4.54), Eqn. (4.55)]. As we have seen in Section 4.5.2 at (ω0,Ω0) the spectrum
becomes real and continuous, signaling criticality. The perturbative treatment intrinsically is
a description in the thermodynamic limit. If we consider the exact spectrum we indeed Vnd
an avoided crossing due to the mode mixing at the critical point with a gap that is closing for
J → ∞ (cf. Fig. 4.5). As we discussed in Section 4.5.2 the elementary excitations become p̂-
like, causing a diverging coherence length in the system [indicated by the diverging squeezing
parameter C in Fig. 4.4(c,d)]. Together with the continuous but non-analytical change of the
mean polarizations these properties classify the point (Ω0, ω0) as a second-order transition.
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4.6 Region of bistability: Non-Gaussian solution

As noted in Section 4.4.2 along the Gaussian boundary b extends a region of bistability [C
in (Fig. 4.1)] – culminating in the critical point (Ω0, ω0) – in which a second stable solution
appears. Within the perturbative framework from Section 4.5 this highly non-Gaussian solution
could not be detected because it features large Wuctuations of the order of the system size J . In
the following we use numerical techniques to construct and study this mode for Vnite systems.
In the thermodynamic limit the ADR tends to zero within C , such that there exists a two-
dimensional subspace of steady states. Here we Vnd two independent, physical solutions within
the kernel of the Liouvillian, one of which will turn out to be the Gaussian normal spin-pumping
mode described in Section 4.5. We analyze the nature and properties of the other, non-Gaussian
solution, exemplarily along the line ω = 1.5 ω0 ( mI in Fig. 4.1).

Figure 4.9 displays the ADR for diUerent particle numbers. Within the indicated region
of bistability (the black vertical lines represent the boundaries c and b, respectively) the ADR
tends to zero with increasing particle number. Already for J = 150 one Vnds a small region,
where the ADR is small enough (of the order of 10−6a) that one can construct two linearly
independent (quasi) steady-state solutions. Although we Vnd the eigenmatrix ρ1 associated
with the ADR to be non-positive and traceless (the latter being a consequence of L being the
generator of a trace-preserving map) we can linearly combine it with the true steady state ρ0

to obtain two linear independent, positive solutions with trace one, ρlo (corresponding to the
normal spin-pumping mode) and ρup. These solutions span the two-dimensional space of steady
states in that region.
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Figure 4.11: Diagonal elements p(m) = 〈m| ρ |m〉 of the nuclear density matrix in z-basis
(Iz |m〉 = m |m〉) across the region of bistability for ω = 1.5ω0 (J = 150, γ = a). In the
bistable region two stable modes – the Gaussian normal spin-pumping mode (lower branch;
ρlo) and a non-Gaussian (upper branch; ρup) – coexist. At the boundary b the latter transforms
into the anomalous spin-pumping mode, which is the sole stable solution above b. The blue dots
(red diamonds) in the plane indicate the average polarization in z-direction 〈Iz〉 for the lower
(upper) solution.

Fig. 4.11 illustrates the solutions ρlo and ρup around the bistable region in an equally weighted
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mixture. The density matrices are represented by their diagonal elements in the Iz basis. In the
plane the blue dots (red diamonds) represent the polarization in z-direction 〈Iz〉 of the lower
(upper) solution ρlo (ρup). Coming from below the critical region (Ω < 1.15 Ω0) the nuclear
system is found in the Gaussian normal spin-pumping mode, fully polarized, slightly rotated
away from the −z-direction and with Wuctuations of the order of

√
J . This Gaussian solution

persists within the critical region where it becomes noisier until eventually – approaching the
right boundary b at Ω = 1.5 Ω0 – it destabilizes. In the thermodynamic limit the lower solu-
tion is stable up to the right boundary, where a Vrst-order transition occurs and the anomalous
spin-pumping mode appears. Approaching boundary b from above (Ω > 1.5 Ω0) this mode
transforms into a non-Gaussian solution, which – in contrast to the coexisting normal mode –
features Wuctuations of the order of J and is not fully polarized. It shows large electron-nuclear
and nuclear-nuclear connected correlations 〈SiIj〉 − 〈Si〉〈Ij〉, and can consequently not be ap-
proximated by the semiclassical solutions, which rely on negligibility of these correlations (cf.
Appendix 4.A.3). Approaching the left boundary c at Ω = 1.15 Ω0 this mode destabilizes even-
tually as the ADR becomes Vnite again and the normal mode is the only stable solution in the
system.

The bistable behavior of the system in regionC bears close resemblance to the phenomenon
of optical bistability for saturable absorbers [265], where connections to phase transitions have
been established [260]. In this region the system displays strong hysteretic behavior. Recent
experiments in quantum dots, realizing a setting close to our model system display distinct
signatures of hysteresis upon application of an external driving Veld on the electronic spin
[116, 249]. Our results suggest the observed optical bistability in central spin systems as a
possible pathway to understand these experimental results, which will be a subject of further
studies.

4.7 Implementations and extensions of the model

In the present Section we discuss potential physical realizations of the Master Eqn. (4.1) and
address certain aspects of an extension of the model for inhomogeneous hyperVne couplings.

As mentioned above, the model we study is a generic central spin model with various po-
tential physical implementations. The most prominent ones represent singly charged semicon-
ductor quantum dots, where the electron spin couples to the nuclear spins of the host material
[98, 51], and diamond nitrogen vacancy (NV) centers coupled to either nuclear (13C spins of the
host material) or electron (e.g., nearby nitrogen impurities) spin ensembles [119, 137]. Recently,
diamond nano-crystals containing single NV centers coated with organic molecule spin labels,
which are dipole coupled to the NV center spin have been manufactured [138].

NV centers represent a natural realization of the Master Eqn. (4.1). Their ground state
consists of three spin sublevels (of spin projection quantum number m = 0,±1) featuring a
zero Veld splitting due to anisotropic crystal Velds of 2.88 GHz [119]. In a static magnetic Veld
this zero Veld splitting can be compensated for and one of the transitions (e.g., m = 0 ↔ 1)
is brought into near hyperVne resonance with the ancilla spin system, deVning an eUective
two-level system. Since the m = 0 level does not carry a magnetic moment, the hyperVne
interaction of the eUective two-level system and the ancilla system takes the anisotropic form
of Eqn. (4.4). Potential counterrotating terms of the dipole-dipole interaction are neglected in
the static magnetic Veld in a rotating wave approximation. Optical pumping of the electron
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spin in the m = 0 spin state and resonant driving (either by optical Raman transitions or radio
frequency Velds) realizes Master Eqn. (4.1) [120].

In general, the hyperVne interaction in such a setting will not be homogeneous and the
truncation to a symmetric subspace of total spin J is not justiVed. In the following we con-
sider an extension of the model taking into account the inhomogeneous nature of the hyperVne
coupling in a shell model. Along x we show that up to the critical point steady states can be
constructed analytically as electron-nuclear product states involving nuclear eigenstates of the
(inhomogeneous) lowering operator. In analogy to the homogeneous case, such solutions cease
to exist after the critical point at which we Vnd diverging nuclear squeezing. These results are
supported by numerical simulations that conVrm the analytical considerations and provide fur-
ther indications that other features of the phase diagram aside from the second-order transition
can be found in the inhomogeneous model.

In order to take into account inhomogeneities in the hyperVne coupling, we replace the ho-
mogeneous spin operators of Eqn. (4.4) with inhomogeneous operators Iα → Aα (α = x, y, z).
We approximate the actual distribution of coupling strengths by n shells of spins with identical
coupling

Aα =
n∑

i=1

giA
(i)
α , (4.61)

whereA(i)
α represent homogeneous spin operators within the ith shell. Each homogeneous shell

is assumed to be in a symmetric subspace Ji.
In analogy to the homogeneous case we can construct approximate eigenstates of the low-

ering operator A− |α〉 = α |α〉. To this end we perform a Holstein-PrimakoU transformation
on the homogeneous spin operators within each shell and displace the respective bosonic mode
bi by βi and expand the resulting operators in orders of 1/

√
Ji. As we demonstrate in Ap-

pendix 4.A.2 the choice of a particular displacement βi uniquely deVnes the squeezing of the
respective mode bi if we demand that the corresponding state is an A− eigenstate to second
order in the expansion parameters, i.e., of order O(

∑
i 1/Ji). The corresponding eigenvalue is

then given as α =
∑n

i=1 gi
√
kiβi (ki = 2−|βi|2). As discussed in Section 4.4.2, |ψ〉 = |↓〉⊗|α〉

is a steady state of the evolution to second order, if α =
∑

i gi
√
kiβi = −JΩ/Ω0. In contrast

to the homogeneous case (n = 1) the latter condition does not determine the steady state
uniquely. Several sets of displacements within the diUerent shells can fulVll the steady-state
condition. However, all these microscopic realizations lead to the same macroscopic behavior
of the system such as the locking of the electron inversion 〈Sz〉 = 0. Furthermore, at the critical
point, the solution is unique again (βi = 1 for all shells) and the considerations on entangle-
ment of Appendix 4.A.2 can be straightforwardly generalized to the inhomogeneous case with
the result that also here at the critical point the entanglement in the system diverges, indicating
a second-order phase transition. Obviously, above the critical point no such solution can be
constructed and the system observables change non-analytically.

Figure 4.6 shows numerical results which conVrm the above considerations. We Vnd nu-
merically the exact steady-state solution for a model of two inhomogeneously coupled shells
(g1 = 2g2) of size J1,2 = 8 (broken lines), as well as for a system of Vve nuclear spins with
coupling strengths ({gi}i=1...5 = {0.67, 0.79, 0.94, 1.15, 1.4}, dotted lines). For low driving
strengths Ω we Vnd the Overhauser Veld building up linearly, as expected. The emergence of
the thermodynamic phase transitions can be anticipated already for these low particle numbers.
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These analytical and numerical arguments for the emergence of a second order phase tran-
sition in the inhomogeneous case, suggest the possibility to Vnd other features of the homoge-
neous phase diagram also in inhomogeneous systems, such as NV centers in diamond.

Another attractive realization of a central spin system is provided by singly charged semi-
conductor quantum dots: Up to several 104 nuclear spins are coupled to a central spin-1/2 elec-
tron, driving and spin pumping of the electronic state have been demonstrated experimentally
with high eXciency [266, 101]. In this setting, however, the inhomogeneity of the hyperVne cou-
pling and the absence of an m = 0 central spin state lead to a situation in which the eUective
nuclear Zeeman term HI in Eq. (4.1) becomes inhomogeneous [it is composed of the Knight
Veld, the nuclear Zeeman energy, and the (homogeneous) detuning] and does not vanish for
any choice of parameters. Therefore, the above argument for a persistence of the second-order
phase transition does not apply. However, critical phenomena similar to the ones described
above were observed in optically driven quantum dots [116]. The adaptation of our model to
this and other more general settings is subject to future studies.

4.8 Conclusions

In analogy to closed systems where critical phenomena arise from non-analyticities of the
Hamiltonian low-energy spectrum, in open systems critical phenomena are intimately related
to the low excitation spectrum of the Liouville operator. We investigated a generic driven and
damped central spin model and its rich steady-state behavior, including critical eUects such as
bistabilities, Vrst- and second-order phase transitions, and altered spin-pumping dynamics. We
developed a two-step perturbative theory involving the expansion of nuclear Wuctuations up to
second order in a self-consistent Holstein-PrimakoU transformation and the subsequent adia-
batic elimination of the electron degrees of freedom in the vicinity of the steady state, which
enabled us to provide a complete picture of the system’s phase diagram. Linking common ideas
from closed-system phase transitions to the dissipative scenario, we were able to introduce a
classiVcation of the diUerent transitions in the phase diagram.

The relevance of the considered model involves two aspects. On the one hand, Eqn. (4.1)
describes a simple yet rich model, which displays a large variety of critical phenomena. The
limitation to symmetric states allows for an eXcient (and in the thermodynamic limit exact)
perturbative treatment that gives deep insights into the nature of dissipative critical phenomena
from a fundamental point of view. On the other hand, the central spin model is general enough
to have realizations in a large variety of physical systems (e.g., QDs, NV centers). Our under-
standing of the critical phenomena in this model could provide insight into recent observation
of critical behavior in related systems [116, 249]. Furthermore the main features of the phase di-
agram discussed above can also be found if the central (two-level) spin is replaced by a diUerent
physical system, e.g., a larger spin or a bosonic mode. The theory developed in Section 4.5 can
straightforwardly be adapted to diUerent scenarios and opens the possibility to study dissipative
critical eUects in a variety of diUerent physical systems [78].

Finally, we showed that in a more realistic adaptation of the model incorporating an inho-
mogeneous hyperVne coupling, the second-order phase transition persists, indicating the possi-
bility that the phase diagram remains qualitatively correct in this experimentally more realistic
case. A more thorough analysis of the eUects of inhomogeneities is subject to future work.
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4.A Supplementary material 4

4.A.1 Phase diagram for alternative dissipation strengths γ

In the main text of this article we discussed the steady-state phase diagram of the Master
Eqn. (4.1) exemplarily in the case γ = a. However, we stress the point that the features we
describe do not depend critically on this particular value, but rather prevail qualitatively for
all dissipation strengths of this order of magnitude. Most importantly, we noted before the
interesting phenomena that all considerations concerning the segment x, including the second-
order phase transition at (ω0,Ω0) are entirely independent of the value of γ. In the following
we brieWy discuss the remaining regions of the phase diagram by means of two examples of a
lower (γ = 0.2a) and higher (γ = 5a) dissipation strength.

Student Version of MATLAB

b) �Sx�

d) �Sz�c)�Ix/J�

Student Version of MATLAB

a) γ = 0.2a b) γ = 5a

Figure 4.12: (a) The nuclear polarization in z-direction 〈Iz/J〉ss of the RSTSS solution in
the thermodynamic limit for a) γ = 0.2a and b) γ = 5a. In the Vrst case [a)] the phase
diagram bears strong resemblance with the case γ = a (compare Fig. 4.29. In the case of large
dissipation [b)] the Vrst-order boundary is rotated clockwise toward the line (ω0,Ω > Ω0) and
the distinction of the phases according to their nuclear polarization in z-direction becomes less
prominent. Instead, other criteria like the polarization in y-direction (not displayed) emerge.

The case of low dissipation (γ = 0.2a) bears strong resemblance to the case we discussed in
the main text (γ = a), which is shown exemplarily in Fig. 4.12 a) for the nuclear steady-state po-
larization in z-direction 〈Iz/J〉ss [compare Fig. 4.2 a)]. The Vrst-order boundary is only slightly
shifted toward lower driving strength Ω, and all the other features prevail qualitatively. One
Vnds a region of bistability, as well as a high and low-temperature phase (not displayed). How-
ever, one Vnds that with decreasing dissipation strength the steady state becomes increasingly
noisy.

The situation for higher dissipation is slightly diUerent. First, we note that as the dissipation
is increased the Vrst-order boundary is rotated clockwise until in the limit γ � a [where the
electron can be trivially adiabatically eliminated; compare Eqn. (4.5)] it coincides with the line
(ω0,Ω > Ω0). This behavior can already be seen for γ = 5a in Fig. 4.12 b), which displays the
nuclear steady-state polarization in z-direction. Interestingly, with increasing dissipation, the
system’s steady state becomes more pure and the region of bistability shrinks in size. At the
same time, the distinction in a high and low-temperature phase becomes less clear. However,
a second criterion characterizing the phases emerges in the form of the nuclear polarization in
y-direction. In phase A (B) the system is highly polarized in −y-direction (y-direction). A
more detailed analysis of this regime with the tools we have developed is an interesting subject
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for future studies.

4.A.2 Approximate eigenstates of the lowering operator

Homogeneous case

In Section 4.4.2 we have seen that we can construct the exact steady state along segment x if we
assume the nuclear system to be in an eigenstate of the spin lowering operator I− |α〉 = α |α〉.
Although it readily can be shown that this operator exactly features only the eigenvalue α = 0,
we can construct approximate eigenvalues in an expansion in 1/J .

We stress the point that in the bosonic analoge eigenstates of the annihilation operator are
coherent minimum uncertainty states that display no squeezing. As we will see, the eigenvec-
tors of the atomic lowering operator in contrast are squeezed coherent atomic states (on the
southern hemisphere of the Bloch sphere), where the squeezing parameter depends uniquely on
the rotation angle of the Bloch vector.

As noted in Section 4.5 the Holstein-PrimakoU transformation [Eqn. (4.7)] provides an exact
mapping between spin operators and a bosonic operator in the subspace of total spin quantum
number J . In the following we show that approximate eigenstates of the lowering operator I−

can be expressed as a squeezed and displaced vacuum of the bosonic mode b

D(β)S(−r(β)) |0〉 =: |β〉 , (4.62)

where D(β) = e
√
Jβb†−

√
Jβ∗b and S(r) = e(r∗b2−rb†2)/2 are the displacement and squeez-

ing operators, respectively and |0〉 ≡ |J − J〉 the fully polarized nuclear state. We Vnd the
squeezing parameter uniquely deVned by the displacement r = r(β).

Without loss of generality we assume β ∈ R (and thus r ∈ R), i.e., the Bloch vector
lies in the x − z plane. General states β ∈ C with arbitrary Bloch vectors on the southern
hemisphere, can straightforwardly be derived by a rotation around the z-axis. Note that the
corresponding states on the northern hemisphere can be constructed accordingly as eigenstates
of the ascending operator I+.

In order to show that Eqn. (4.62) deVnes an approximate eigenstate of I− we Vrst consider
the transformation of the nuclear operator under the displacement and squeezing operator. Re-
call that according to Eqn. (4.9) the displaced nuclear operators can be expanded in orders of
ε = 1/

√
J

D†(β)I−D(β) (4.63)

=

√
2J − (b† +

√
Jβ∗)(b+

√
Jβ)

(
b+
√
Jβ
)

= JJ −0 +
√
JJ −1 +O(1),

where

J −0 =
√
kβ, (4.64)

J −1 =
√

2(1− β2)(µb+ νb†)

=
√

2(1− β2)S†(r)bS(r), (4.65)
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and cosh(r) = µ = 2k−β2

2
√

2k(1−β2)
and sinh(r) = −ν = β2

2
√

2k(1−β2)
, which deVnes r = r(β)

(the generalization to complex β is straightforward and leads to Eqn. (4.44)). Thus it follows

S†(−r)D†(β)I−D(β)S(−r) |0〉 (4.66)

= JJ −0 |0〉+O(1),

since b |0〉 = 0.
Multiplying both sides by D(β)S(−r) yields the desired approximate eigenvalue equation

I− |β〉 = J
√
kβ |β〉+O(1). (4.67)

In the thermodynamic limit the term O(1) is negligible and the eigenvalue equation is exact6.
Using the above representation we study the spin properties of the states |α〉. In the fol-

lowing all expectation values are understood to be evaluated in the squeezed coherent state |β〉:
〈O〉 ≡ 〈β|O |β〉.

Straightforwardly, one derives the nuclear mean polarizations

〈Ix〉 =
1

2
〈β| (I+ + I−) |β〉 = J

√
kβ +O(1), (4.68)

〈Iy〉 =
1

2i
〈β| (I+ − I−) |β〉 = 0 +O(1), (4.69)

〈Iz〉 = J(β2 − 1) +O(1), (4.70)

where in the last equation we used the expansion Eqn. (4.14). Note that the Bloch vector
is orthogonal (up to order O(1)) to the y-direction for all (real) α and of length |〈~I〉| =√
〈Ix〉2 + 〈Iy〉2 + 〈Iz〉2 = J +O(1).

Using Eqn. (4.67) and the angular momentum commutation relations one readily calculates

〈∆I2
y 〉 = −1

2
〈Iz〉+O(1), (4.71)

=
1

2
J(1− β2) +O(1),

=
1

2
J

√
1− (

√
kβ)2 +O(1)

where as usual 〈∆O2〉 := 〈O2〉 − 〈O〉2 and we used the identity 1− (
√
kβ)2 = (1− β2)2.

Thus, we Vnd for the squeezing parameter in y-direction,

ξ2
y = 2〈∆I2

y 〉/|〈~I〉| =
√

1− (
√
kβ)2 +O(1/J). (4.72)

The squeezing diverges for the state that realizes the maximal eigenvalue of the lowering oper-
ator (

√
kβ = 1). This corresponds to a state fully polarized in x direction.

6This is true even for β → 0 since all terms in the expansion Eqn. (4.63) that do not vanish upon application on
|0〉 contain at least one factor β as well.
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Inhomogeneous case

We approximate a system of inhomogeneous hyperVne coupling by grouping the nuclear spins
into n shells. Within a shell i the nuclear spins have identical coupling gi and the respective
(homogeneous) spin operators A(i)

α (α = x, y, z) are truncated to a symmetric subspace Ji. The
total spin operators can then be written as

Aα =

n∑

i=1

giA
(i)
α . (4.73)

We deVne collective displacement and squeezing operators

D = Πn
i=1e

√
Jiβib

†
i−
√
Jiβ
∗
i bi , (4.74)

S = Πn
i=1e

(r∗i b
2
i−rib

†2
i )/2, (4.75)

where the bi is the respective bosonic operator for shell i. Also here the squeezing parameter
ri depends uniquely (with the same functional dependence as before; cf. Eqn. (4.65)) on the
displacement βi within the shell, if we demand the Vrst order in the eigenvalue equation to
vanish,

A−DS |0〉 = (
∑

i

Ji
√
kiβi)DS |0〉+O(1), (4.76)

where ki =
√

2− β2
i and |0〉 ≡ |0〉⊗n is the vacuum of the shell modes.

We emphasize that, in general, the eigenvalues are highly degenerate. For a given eigenvalue
α there are inVnitely many microscopic realizations (i.e. sets of βi) that fulVll α =

∑
i Ji
√
kiβi.

Only the maximal eigenvalue α = J features a unique steady state that displays diverging
squeezing as one readily shows analogous to the homogeneous case.

Rotated squeezed thermal spin states

A key concept are RSTSSs, a generalization of squeezed coherent spin states to mixed states,
parametrized via an eUective temperature. They describe nuclear states which are fully po-
larized and rotated and feature Wuctuations which can be described by a bosonic mode in a
thermal (potentially squeezed) Gaussian state. In Section 4.5.1 we show that the truncation of
every nuclear operator to a subspace of total spin J can be expressed in terms of a bosonic mode
b and its displacement β ∈ C, using a Holstein-PrimakoU transformation [compare Eqn. (4.9),
Eqn. (4.13)]

Iα/J =
∑

n

εnJ αn , (4.77)

where ε = 1/
√
J , and the bosonic operators J αn contain combinations of products of n bosonic

operators b, b†. J α0 ∈ C, describes the semiclassical expectation value which is fully determined
by the displacement β. β quantiVes a rotation of the fully polarized nuclear state on the Bloch
sphere. The higher order operators J αn (n > 0) describe quantum Wuctuations around this
semiclassical nuclear state. RSTSSs are those states where the mode b is in an undisplaced
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(〈b〉 = 0), squeezed thermal state, which is fully determined by its CM Γ [Eqn. (4.41)]. These
bosonic states constitute the natural steady states of the quadratic Master Eqn. (4.25), and we
Vnd in Section 4.5.2 that across the whole phase diagram one steady state of the system can
always be described as a RSTSS.

Note that in the limit where the eUective temperature of the Gaussian state is zero, we
recover the class of squeezed coherent spin states [254], which constitute the solution along
segment x.

4.A.3 Solving Eqn. (4.24)

In order to Vnd the solutions to Eqn. (4.24) (which are numerically diXcult to Vnd) we Vrst note
that

〈A〉ss = 0⇔ 〈ḃ〉 = 〈ḃ†〉 = 0⇔ 〈 ˙J −1 〉 = 〈 ˙J +
1 〉 = 0, (4.78)

where the time derivative is understood with respect to the Vrst-order Liouvillian

L1ρ =− i[a(SxJ x1 + SyJ y1 ) + (aS+S− + δω)J z1 , ρ], (4.79)

and in the usual way we deVne

J x1 =
1

2
(J +

1 + J −1 ), (4.80)

J y1 =
1

2i
(J +

1 − J −1 ). (4.81)

Using the relation
[
J i1, J

j
1

]
= iεijkJ

k
0 one Vnds the equations

0 = 〈J̇ x1 〉 = a (〈Sy〉ssJ z0 − 〈Sz〉ssJ y0 )− ωJ y0 , (4.82)

0 = 〈J̇ y1 〉 = −a (〈Sx〉ssJ z0 − 〈Sz〉ssJ x0 ) + ωJ x0 , (4.83)

0 = 〈J̇ z1 〉 = a (〈Sy〉ssJ x0 − 〈Sx〉ssJ y0 ) . (4.84)

Furthermore, from the deVnitions of the J i0 ’s one Vnds

1 = (J x0 )2 + (J y0 )2 + (J z0 )2. (4.85)

The steady-state expectation values 〈Si〉ss are found directly via [cf. Eqn. (4.18)]

L0ρ =γ(S−ρS+ − 1

2
{S+S−, ρ}+) (4.86)

− i[Sx(2Ω + aJ x0 ) + aSyJ y0 + aS+S−J z0 , ρ],

by solving the resulting optical Bloch equations,

0 = −γ
2
〈Sx〉+ aJ y0 〈Sz〉 − aJ z0 〈Sy〉, (4.87)

0 = −γ
2
〈Sy〉 − (2Ω + aJ x0 )〈Sz〉+ aJ z0 〈Sx〉, (4.88)

0 = −γ(〈Sz〉+ 1/2) + (2Ω + aJ x0 )〈Sy〉 − aJ y0 〈Sx〉. (4.89)



4.A Supplementary material 4 123

This set of coupled equations for the six variables {〈Si〉,J j0 } can be solved analytically and
corresponds to the semiclassical Bloch equations (derived from a brute force factorization:
〈SiIj〉 → 〈Si〉〈Ij〉, for i, j = x, y, z in the equations of motion). The solutions which feature
second-order stability (see Section 4.5.2) are displayed in Fig. 4.2. Via Eqn. (4.10) and Eqn. (4.14)
β can be deduced unambiguously from a given set {〈Si〉,J j0 }.

4.A.4 Deriving the second-order term of Eqn. (4.20)

The Vrst term of the second order of Eqn. (4.20) is of the same form as the Vrst order and can
readily be calculated:

TrS(PL2Pρ) = −i[a/2(〈S+〉ssJ −2 + 〈S−〉ssJ +
2 ) (4.90)

+ (a〈S+S−〉ss + δω)J z2 , σ],

= −i[B∗b2 +B(b†)2 + Fb†b, σ],

with the β-dependent coeXcients (remember that also the electron steady-state expectation
values are functions of β)

B =− aβ

16
√
k3

[
(4k + |β|2)〈S−〉ss + β2〈S+〉ss

]
, (4.91)

F =− a

8
√
k3

(4k + |β|2)
(
β〈S+〉ss + β∗〈S−〉ss

)
(4.92)

+ a(〈S+S−〉ss + δω/a).

Next, we consider the second term of the second-order perturbative master equation

−Trs(PL1QL−1
0 QL1Pρ) (4.93)

=− Trs(PL1(1− P )L−1
0 (1− P )L1Pρ)

=

∫ ∞

0
dτTrs(PL1e

L0τL1Pρ)

−
∫ ∞

0
dτTrs(PL1PL1Pρ),

where we used the Laplace transform−L−1
0 =

∫∞
0 dτeL0τ and the property eL0τP = PeL0τ =

P .
Noting that

Trs(PL1X) = −iT rs(
[
bA+ b†A†, X

]
), (4.94)

and using Eqn. (4.22) we Vnd

−
∫ ∞

0
dτTrs(PL1PL1Pρ) (4.95)

=

∫ ∞

0
dτ〈Aα〉ss〈Aβ〉ss

[
bα,
[
bβ, σ

]]
,

where α, β = †, ′void′, and the Einstein sum convention is used.
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In the same fashion we Vnd

∫ ∞

0
dτTrs(PL1e

L0τL1Pρ) (4.96)

=−
∫ ∞

0
dτ〈Aα(τ)Aβ(0)〉ss

[
bα,
[
bβ, σ

]]

−
∫ ∞

0
dτ〈
[
Aα(τ), Aβ(0)

]
〉ss
[
bα, σbβ

]
.

Here we deVned the autocorrelation functions 〈Aα(τ)Aβ(0)〉ss = Trs(A
αeL0τAβρss) and

〈
[
Aα(τ), Aβ(0)

]
〉ss = Trs(A

αeL0τ
[
Aβ, ρss

]
) (cf. e.g., [225], pp. 22).

Putting together the results Eqn. (4.93) reduces to

−Trs(PL1QL−1
0 QL1Pρ) (4.97)

=−
∫ ∞

0
dτ〈∆Aα(τ)∆Aβ(0)〉ss

[
bα,
[
bβ, σ

]]

−
∫ ∞

0
dτ〈
[
∆Aα(τ),∆Aβ(0)

]
〉ss
[
bα, σbβ

]
,

∆O := O−〈O〉ss. Since we choose the displacement β such that 〈Aα〉ss = 0 [Eqn. (4.24)] it is
∆Aα = Aα. Merging Eqn. (4.90) and Eqn. (4.97), and regrouping the terms, one readily derives
equation Eqn. (4.25).

Calculation of the coeXcients

In order to determine the coeXcients Eqn. (4.28) we have to calculate terms of the kind
∫∞

0 dτ〈∆Aα(τ)∆Aβ(0)〉ss
and

∫∞
0 dτ〈∆Aα(0)∆Aβ(τ)〉ss. Exemplarily, we calculate the two terms for α = β = ′void′.

First, deVning ~v = ( a
4
√
k
(2k − |β|2),− a

4
√
k
β2, βa)T we can write ∆A = ~v∗ · ∆~S (and

with ~w = (− a
4
√
k
(β∗)2, a

4
√
k
(2k − |β|2), β∗a)T we Vnd ∆A† = ~w∗ · ∆~S ). Likewise it is

∆A† = ∆~S† · ~v (∆A = ∆~S† · ~w).
Consequently we compute

∫ ∞

0
dτ〈∆Aτ∆A〉ss (4.98)

=~v∗
(∫ ∞

0
dτ〈∆~Sτ∆~S†〉ss

)
~w

=~v∗
(∫ ∞

0
dτeMτ 〈∆~S∆~S†〉ss

)
~w

=~v∗
(
−M−1〈∆~S∆~S†〉ss

)
~w = ~v∗F1 ~w,

where we applied the Quantum Regression Theorem in the second step and used the deVnitions
of Section (4.5.1).
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Noting that

∫ ∞

0
dτ〈∆~S∆~S†τ 〉ss =

(∫ ∞

0
dτ〈∆~Sτ∆~S†〉ss

)†
(4.99)

=
(
−M−1〈∆~S∆~S†〉ss

)†

=− 〈∆~S∆~S†〉ssM−† = F2 = F†1 ,

we write
∫ ∞

0
dτ〈∆A∆Aτ 〉ss = ~v∗F2 ~w. (4.100)

Analogously, we Vnd the relations
∫ ∞

0
dτ〈∆A†τ∆A〉ss = ~w∗F1 ~w, (4.101)

∫ ∞

0
dτ〈∆A†∆Aτ 〉ss = ~w∗F2 ~w,

∫ ∞

0
dτ〈∆Aτ∆A†〉ss = ~v∗F1~v,

∫ ∞

0
dτ〈∆A∆A†τ 〉ss = ~v∗F2~v,

...

such that all coeXcients of the eUective Master Eqn. (4.20) can be calculated by simple matrix
multiplication.
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Chapter 5

Generalized SchrieUer-WolU
Formalism for Dissipative Systems

The adiabatic elimination of fast-evolving degrees of freedom is a technique of vital im-
portance and routinely applied in quantum optics. However, in contrast to the the situ-
ation for Hamiltonian systems, for open systems formalized approaches a not far devel-
oped, and the success of such a perturbative treatment relies to a great deal on physical
intuition [267]. In this Chapter we aim to Vll this theoretical gap: We present a formal-
ized perturbation theory for Markovian master equations in the language of a generalized
SchrieUer-WolU (SW) transformation. A non-unitary rotation decouples the unperturbed
steady states from all fast degrees of freedom, in order to obtain an eUective Liouvillian,
that reproduces the exact low excitation spectrum of the system. The transformation is
derived in a constructive way, yielding a perturbative expansion of the eUective Liou-
ville operator. The presented formalism realizes an adiabatic elimination of fast degrees
of freedom to arbitrary order. We exemplarily employ the SW formalism to two generic
open systems and discuss general properties of the diUerent orders of the perturbation.
Furthermore, this theoretical tool enabled the derivation of several analytical results in
Chapters 3 and 4. This Chapter is based on Publication 2 [GSW].

5.1 Introduction

After more than a century of intensive research, many-body physics is an increasingly thriv-
ing Veld describing most of the phenomena appearing in nature. Its goal is to understand the
macroscopic properties of large collections of interacting particles (typically of the order of
1023) from their microscopic laws of motion. In typical situations the dynamics of the ensem-
ble is governed by a Hamiltonian H whose complexity and vast dimension impedes a direct
solution. However, many complex quantum phenomena can be understood solely from the
low-energy spectrum of H , such as quantum phase transitions, topological insulation, and su-
perconductivity, just to name a few. Therefore a common strategy of many-body physics is
the derivation of a perturbative eUective Hamiltonian HeU, which approximates the low-energy
spectrum of H and reduces the complexity of the problem by integrating out the high-energy
degrees of freedom. One of the most prominent examples of the success of this approach is the
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connection between the Kondo model and the low-excitation spectrum of the Anderson model,
which was established in 1966 [140]. It was achieved by a formalized version of (quasi-) degen-
erate perturbation theory [165, 164, 268], which is nowadays known as SchrieUer-WolU (SW)
transformation and which paved the way for a deep understanding of these two distinguished
models of condensed-matter theory [269]. The many analytical and numerical applications of
this perturbative tool in contemporary physics are far too numerous to list here exhaustively
(e.g., [270, 271, 272, 273, 274]).

Due to the inevitable coupling of a quantum system to its environment, a paradigm shift
could be observed in quantum physics in recent years, as the description of open systems moved
into the focus of the Veld. Many seminal works in the context of, e.g., metrology in the pres-
ence of noise [275, 276], dissipative quantum phase transitions [78, 277], as well as dissipation-
assisted quantum state preparation and quantum computation [23, 32, 54], appeared over the
past years. The situation for open systems in many respects parallels the considerations above.
For Markovian environments in the Born-Markov regime, the system dynamics are described by
a non-Hermitian Liouville operatorL. In many cases one is interested only in the low-excitation
spectrum of L, which describes the steady-state behavior of the system and comprises in many
situations the relevant dynamics, since higher excitations are typically negligibly occupied dur-
ing the system’s evolution. One prominent example constitutes the emerging Veld of dissipative
phase transitions, which is intimately related to the low-excitation spectrum of the Liouvillian,
as we have seen n the previous Chapter 4 [79, 80, 77]. Also the widespread method of adiabatic
elimination of fast-evolving degrees of freedom – routinely employed in the Veld of quantum
optics – corresponds to the derivation of a perturbative eUective Liouvillian describing the low
excitation dynamics of a system. In [278] various methods for the elimination of fast degrees
of freedom from linear and non-linear diUerential equations are reviewed and classiVed from a
mathematical point of view. In particular, adiabatic elimination in linear diUerential equations
is considered with regard to dissipative systems and the (typically tedious) approaches to derive
higher order corrections are discussed. More formalized perturbative tools that accomplish the
goal of deriving eUective dynamics for open systems to second order have been developed for
speciVc scenarios using projection operator techniques [234, 279] and in terms of an eUective
operator formalism [280]. However, the available tools for open quantum systems are far less
advanced than their Hamiltonian analogs.

In this paper, we present a perturbation theory for Markovian quantum master equations1,
in the language of a generalized SW transformation. It formalizes the usual procedure of adia-
batic elimination of the fast evolving (due to coherent and/or non-coherent dynamics) degrees
of freedom in open systems. We consider the most general case of a time-independent Liou-
villian operator that features an internal hierarchy, i.e., it can be divided into a unperturbed
part and a perturbation L = L0 + εV . A non-unitary similarity transformation on L dresses
the zero eigenstates of L0 (i.e., the unperturbed steady states) with higher excitation eigenstates
according to the perturbation εV and by construction decouples exactly the corresponding slow
and fast space, respectively. The projection of the transformed Liouvillian onto this slow space

1Following [279], a quantum master equation is called Markovian iU it can be written in Lindblad form. The
generated map D(t) then trivially fulVlls the semigroup property D(t + t′) = D(t)D(t′). The term Markovian
will be used in this spirit throughout the paper. It denotes a system property rather than a bath property. Although
in many physical situations, Markovianity of the bath (i.e. the negligibility of the bath correlation time) implies a
Markovian evolution of the system, there is no general equivalence between the two concepts.



5.2 Executive summary 129

(spanned by the dressed steady states of L0) reproduces the exact low-excitation spectrum and
describes the system evolution in the vicinity of the steady state. In analogy to the unitary SW
transformation, this eUective Liouvillian LeU can naturally be expanded in orders of the per-
turbation parameter ε, yielding a systematic perturbative series of the low-excitation spectrum
and, in particular, the steady-state properties. We stress the point that in contrast to some previ-
ous perturbative approaches, our formalism works with only a few assumptions on the speciVc
nature of L0 and produces perturbative results to arbitrary order. In practice, the derivation of
higher-order corrections is much easier than with previous approaches [278].

The phenomenon that the eUective low-energy Hamiltonian derived from integrating out
high-energy degrees of freedom, often features a higher complexity than the original one, led
in closed systems to the concept of perturbation gadgets [281, 282, 283]. Along these lines, the
idea of dissipative gadgets, i.e., the engineering of dissipation for quantum state preparation
and protection has recently been proposed [32, 23, 33]. The presented SW formalism provides a
natural tool for designing dissipation according to desired steady state properties.

5.2 Executive summary

This Chapter is structured as follows. In Section 5.3 we derive the generalized SW transforma-
tion for open systems. We show, that in the new basis a subspace of slow dynamics decouples
exactly from all fast degrees of freedom and we derive an eUective Liouvillian within this sub-
space in a perturbative series. This central result is expressed in Eqn. (5.27). The reader who is
not interested in the details of the derivations can skip Section 5.3 and directly use this result.

In Section 5.4 we employ the derived formalism in two generic examples, where we present
two alternative strategies to evaluate the formal expressions for the eUective Liouvillians and
discuss general properties of the diUerent orders of the perturbation. In the Vrst example (Sec-
tion 5.4.1) we prove that the eUective second-order Liouville operator in a generic ancilla setting
is always of Lindblad form, irrespective of the nature of the ancilla system and its dynamics.
In the second part (Section 5.4.2) we provide an example where higher order corrections have
signiVcant impact on the accuracy of the approximate evolution of a superradiant system. For
illustrative purposes, in the two examples we employ two diUerent strategies to calculate the
relevant coeXcients of the eUective master equation. In practice one has to decide depending
on the speciVc situation on which approach to choose, since both methods feature diUerent
advantages. Finally, in Section 5.5 we summarize the results and provide a brief outlook.

5.3 Formalism

We consider an open system whose evolution is governed by a Markovian master equation. The
corresponding time-independent Liouville operator can be partitioned in a zeroth-order term
L0 and a perturbation V ,

χ̇ = Lχ = (L0 + εV)χ, (5.1)

where ε denotes the dimensionless perturbation parameter. L0 is a linear operator on the vector
space of Cd×d matrices (d is the dimension of the system’s Hilbert space). We introduce the set
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of left and right eigenvectors for the non-Hermitian operator L0,

L0 |ri〉 = λi |ri〉 , (5.2)

〈li| L0 = λi 〈li| , (5.3)

which are chosen to be biorthonormal 〈li|rj〉 = δi,j and generically satisfy the completeness
relation

∑ |ri〉 〈li| = 12. The eigenvalues λi are in general complex.
Since L0 is the generator of a universal dynamical map (i.e., a contractive semigroup), its

eigenvalues fulVll Re(λi) ≤ 0 [250]. The generated maps are trace preserving, which guaran-
tees that the kernel of L0 is at least one dimensional. We partition its spectrum in two subsets
P = {λα|λα = 0} 6= {} andQ = {λi|λi 6= 0} (throughout the paper we will refer to eigenval-
ues from the two sets and the corresponding eigenvectors with greek and arabic indices, respec-
tively). The spectral gap of the unperturbed Liouville operator is denoted as ∆ = min

λi∈Q
(|λi|).

The in general non-orthogonal projectors 3

P =
∑

α:λα∈P
|rα〉 〈lα| , (5.4)

Q = 1 − P =
∑

i:λi∈Q
|ri〉 〈li| . (5.5)

deVne the subspaces corresponding to the spectral setsP andQ. These subspaces are referred to
in the following as the slow (deVned by P ) and fast (deVned byQ) space, respectively, according
to their evolution under the action of L0.

We use this partition of the left and right eigenbases to introduce a block structure for
arbitrary superoperators A : L(H)→ L(H), where L(H) denotes the space of linear operators
acting on the system’s Hilbert space H (an example for such a superoperator constitutes the
Liouville operator L itself),

A =

(
AP A−

A+ AQ

)
=

(
PAP PAQ
QAP QAQ

)
. (5.6)

Further we introduce block diagonal and block oU-diagonal operators

AD =

(
AP 0
0 AQ

)
, (5.7)

AO =

(
0 A−

A+ 0

)
. (5.8)

By construction the unperturbed Liouville operator is block diagonal in this basis (L0 = LD0 =

LQ0 ), while the perturbation in general contains both block diagonal and oU-diagonal terms
(V = VD + VO). In analogy to the Hamiltonian SW transformation our goal is to Vnd a
similarity transformation

L → L = U−1LU, (5.9)

2For generic dynamics this is always possible. However, in principle one can construct examples where the
Liouvillian is similar to a Jordan form and not diagonalizable. We will not consider this case here.

3A projector is called orthogonal if its range and null space are orthogonal subspaces.
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such that the two subspaces decouple

LO = 0. (5.10)

Being similar [Eqn. (5.9)], the transformed (L) and original (L) Liouvillian share the same
spectrum. For bounded operators V , the perturbation shifts any eigenvalue by at most ‖εV‖
in the complex plane. Therefore, in the perturbative limit ∆ > 2ε‖V‖ [268], the eigenvalues
P remain on the disk D = {z ∈ C, |z| ≤ ∆/2} after we turn on the perturbation, while
the eigenvalues Q stay in the complement of D. Thus the eigenvalues of the superoperator
LeU = PLP (referred to as eUective Liouville operator) reproduce the exact low excitation
spectrum of L (which is deVned as the subset of eigenvalues of L which lie on D). The master
equation

µ̇ = LeUµ (5.11)

describes accurately the steady state properties and low excitation dynamics, i.e., the system
evolution in the vicinity of the steady state. In addition, the SW transformation oUers by con-
struction a natural expansion of the eUective Liouvillian LeU in the perturbation parameter ε, as
will be shown below.

In the case of unbounded perturbations V (for instance, if the perturbation contains bosonic
operators) there is no such concise condition, because in principle the perturbation can lead
to arbitrarily large shifts and eigenvalues from Q may be pushed onto D, such that PLP
does not necessarily reproduce the low excitation spectrum. This is the case if eigenvalues
of QLQ are closer to zero than some eigenvalues of PLP . In analogy to other perturbative
approaches, the SW transformation can still be meaningful in this case, if the part of the low
excitation spectrum that is not captured, corresponds to states that are irrelevant during the
system evolution (e.g., Fock states of large particle number). However, like in the case of the
Hamiltonian SW transformation, this case has to be treated with care, and the validity of the
approximation has to be checked self-consistently4. To avoid the mathematical subtleties that
come along with inVnite Hilbert spaces, we restrict ourselves to the Vnite case (or the case where
unbounded operators can be truncated for physical reasons) in the following.

We further note that, if the initial state of the system has large components in the fast space,
a transient evolution takes place, which is governed to leading order by L0, and rapidly brings
the system close to the unperturbed steady states. This fast initial slip is in principle described
by the eUective Liouville operator in the fast space QLQ, but will not be discussed further.

In the following we generalize the generic procedure to construct the transformation matrix
U for Hermitian matrices (for a review see, e.g., [164, 268]) to the non-Hermitian case. It can
be shown that Eqn. (5.10) does not uniquely deVne the decoupling operator U . We will here
only consider the so-called "canonical" choice U = eS , where the generator S is imposed to
be block oU-diagonal SD = 0. Other choices of SD are possible, which then lead to diUerent
perturbation theory formalisms, as outlined in [164] for the Hermitian case. Depending on
the speciVc problem, alternative gauge choices for SD may prove to be advantageous. The
discussion of the properties of the various formalisms represents an interesting subject for future
studies.

4An example where the generalized SW transformation is successfully applied to unbounded operators is the
perturbative treatment of the hyperVne coupling in Chapter 4.
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To simplify the formalism we introduce a compact notation where the commutation with
an operator A is expressed via the superoperator Â deVned via:

ÂB = [B,A]. (5.12)

Here, B denotes an arbitrary operator. This notation allows for a compact representation of the
similarity transformation Eqn. (5.9)

L = U−1LU = e−SLeS

= L+ [L, S] +
1

2!
[[L, S], S] + . . . (5.13)

=
∞∑

i=0

1

i!
ŜiL = eŜL.

We partition the latter superoperator into its odd and even powers

eŜ = cosh(Ŝ) + sinh(Ŝ). (5.14)

The convenience of the canonical choice SD = 0 now becomes evident. While the odd oper-
ator sinh(Ŝ) changes block diagonal to oU-diagonal operators and vice versa, the even powers
cosh(Ŝ) respect that structure. Therefore, we can rewrite condition Eqn. (5.10)

LO = 0⇔ (eŜL)O = 0

⇔ sinh(Ŝ)LD + cosh(Ŝ)LO = 0 (5.15)

⇔ sinh(Ŝ)

Ŝ
ŜLD + cosh(Ŝ)LO = 0

⇔ ŜLD = −Ŝcoth(Ŝ)LO

⇔ ŜL0 = −ŜεVD − εŜcoth(Ŝ)VO, (5.16)

where in the last step we used LD = L0 + εVD and LO = εVO . Equation (5.16) can be solved
formally using resolvent operator techniques. Since by construction the slow space (deVned
by the set P) contains only unperturbed eigenvalues λα = 0, it is L0P = PL0 = 0 and the
resolvent operator takes the simple form

R0(A) = QL−1
0 AP − PAL−1

0 Q. (5.17)

By construction the projection of the zero order Liouvillian into the fast space QL0 = L0Q =
QL0Q has full rank and its inverse is well deVned. For simplicity we denote (QL0Q)−1 ≡ L−1

0 .
For block oU-diagonal operators X = XO the resolvent operator fulVlls

R0(X̂L0) = X, (5.18)

as can be checked straightforwardly. Applying this superoperator to Eqn. (5.16) gives the con-
ditional equation for the generating matrix S,

S = −εR0ŜVD − εR0Ŝcoth(Ŝ)VO. (5.19)
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Having derived a formal implicit expression for the transformation matrix S which renders
the Liouville operator block diagonal LO = 0, we now derive a compact expression for the
diagonal blocks LD in terms of S, V , and L0. As before, the block oU-diagonal structure of S
allows us to write LD as a combination of even and odd powers of the superoperator Ŝ

L = LD =
(
eŜL

)D
(5.20)

= cosh(Ŝ)LD + sinh(Ŝ)LO

= LD − cosh(Ŝ)− 1

tanh(Ŝ)
LO + sinh(Ŝ)LO,

where in the second line we used Eqn. (5.15). Using the basic trigonometric relation sinh(x) −
[cosh(x)− 1]/tanh(x) = tanh(x/2) we Vnd

L = LD + tanh(Ŝ/2)LO (5.21)

= L0 + ε
(
VD + tanh(Ŝ/2)VO

)
.

As discussed in [268] all the above hyperbolic transformations are well deVned for inVnitesimal
transformation matrices S, which is guaranteed for appropriate perturbation parameters ε. We
denote the perturbative correction to L0 as

W = ε
[
VD + tanh(Ŝ/2)VO

]
. (5.22)

Since by construction L0P = PL0 = 0 the eUective Liouville operator in the slow space is
then given as

LeU = PLP = PWP. (5.23)

As we have seen, the SW transformation accounts for an exact decoupling of the slow and
fast space (LO = 0). In general however, the exact transformation is hard to Vnd. The success
of the SW methods roots in the fact that it allows for a natural expansion in orders of the
perturbation, which we discuss in the following.

Expanding S in orders of the perturbation parameter ε in a Taylor series

S =
∞∑

n=0

εnSn, (5.24)

and using Eqn. (5.19) one can deduce a recursive equation for the operators Sn. With these
results we can directly construct the perturbative correctionW via Eqn. (5.22) order by order.

The Vrst few Taylor matrices read

S0 = 0, (5.25)

S1 = −R0VO = V−L−1
0 − L−1

0 V+,

S2 = R0V̂DS1 = −R0V̂DR0VO,
...
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The corresponding expansion for the perturbative correction matrixW =
∑∞

n=0 ε
nWn can be

found via Eqn. (5.22)

W0 = 0, (5.26)

W1 = VD,

W2 = −1

2
V̂OS1 =

1

2
V̂OR0VO,

W3 = −1

2
V̂OS2 =

1

2
V̂OR0V̂DR0VO,

...

In [268] a formal expression for the nth order as well as a diagrammatic technique has been
derived, which can be directly applied to the case of non-hermitian matrices. Straightforward
evaluation of Eqs. (5.26) and subsequent projection onto P yields the Vrst orders of the eUective
Liouville operator in the slow space [cf. Eqn. (5.23)]

LeU
1 = PVDP = VP , (5.27)

LeU
2 = −PVQL−1

0 QVP = −V−L−1
0 V+

LeU
3 = V−L−1

0 VQL−1
0 V+ − 1

2
{VP ,V−L−2

0 V+}+,
...

where we employed the notation introduced in Eqn. (5.6) and {A,B}+ = AB + BA denotes
the anticommutator. Note that LeU

2 reproduces the well-known second-order result of adiabatic
elimination in dissipative systems [234].

5.4 Examples

In this section we will exemplarily employ the formalism developed above in two generic situ-
ations and present two alternative strategies to evaluate the expressions for the eUective Liou-
villians of Eqs. (5.27).

First, in Section 5.4.1 we consider the general setting of an ancilla system, which undergoes
fast (in general dissipative) dynamics and is weakly coupled to a second system. We adiabat-
ically eliminate the ancilla to second order, employing the SW formalism. The coeXcients of
the eUective Liouvillian are expressed in terms of ancilla time correlation functions, which can
readily be evaluated using the quantum regression theorem [225]. We show that the eUective
Liouville operator to second order is always of Lindblad form [284], implying a Markovian
evolution of the system.

If the zeroth-order Liuovillian L0 is simple, it is advisable to explicitly calculate matrix
representations of V and L−1

0 . Given these matrices, arbitrary orders of the perturbation can
readily be evaluated by simple matrix multiplication according to Eqn. (5.27). In Section 5.4.2
we reconsider the model of Chapter 2 [OSR] which features simple zeroth-order dynamics. We
derive an explicit matrix representation of V in the biorthonormal eigenbasis ofL0. This enables
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us to directly determine the eUective Liouvillian up to third order and we show numerically
that the typically neglected third order has a signiVcant impact on the evolution of the nuclear
system5.

5.4.1 General ancilla setting

In the following we consider an example of how to apply the formalism in a generic ancilla
setting. A system is weakly coupled to an (unspeciVed) ancilla system, which undergoes fast
(dissipative and/or coherent) dynamics. The Hilbert space of the total system is the product of
the ancilla and system spaces H = HA ⊗ HS . We assume that the evolution of the ancilla is
governed by fast dynamics given by L0. L0 contains an arbitrary combination of Lindblad and
Hamiltonian terms

L0χ =
∑

k

γk(LkχL
†
k −

1

2
{L†kLk, χ}+)− i[H0, χ], (5.28)

where both the Lk’s and H0 act only on the ancilla space. Let us for simplicity assume that L0

features a unique steady state L0σss = 0 such that the projector on the space of zeroth-order
steady states can be written in the simple form Pχ = σss⊗TrA(χ) ≡ σss⊗µ [285]. In the last
step we introduced the reduced density matrix µ ≡ TrA(χ). The perturbation comprises the
most general Hamiltonian interaction between the system and ancilla and a system Hamiltonian

εVχ = −iε[
k∑

α=1

Ãα ⊗ Sα, χ]− iε[
k∑

α=1

aα1 ⊗ Sα, χ], (5.29)

where Ãα and Sα are arbitrary Hermitian ancilla and system operators (including the null
operator), respectively, and aα ∈ R, k ∈ N. Introducing the ancilla operators Aα = Ãα + aα1 ,
Eqn. (5.29) simpliVes to

εVχ = −iε[
k∑

α=1

Aα ⊗ Sα, χ]. (5.30)

For notational convenience we will suppress the ⊗-symbol in the following: A⊗ S ≡ AS.
The full master equation thus reads

χ̇ = Lχ = L0χ+ εVχ. (5.31)

Note that the example we consider here corresponds to the often encountered situation of
a bipartite system with separation of time scales. The ancilla evolution occurs on a timescale
much faster than the system evolution. Thus we can consider the system’s evolution under the
condition that the ancilla has settled to its steady state. The method presented above represents
a formal approach to adiabatically eliminate the fast ancilla dynamics.

5Note however, that the conclusions of Chapter 2 remain unchanged since in the numerical simulations we
considered the full master equation before the adiabatic elimination.
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First order

The Vrst order in the expansion Eqn. (5.27) can readily be evaluated:

LeU
1 χ = PVPχ = −i

∑

α

P [AαSα, σssµ] (5.32)

= −i
∑

α

P (Aασss[Sα, µ] + [Aα, σss]Sαµ) .

The second term vanishes, since the trace over a commutator is zero: P [Aα, σss]Sαµ = σssTrA([Aα, σss])Sαµ =
0. Thus we Vnd the Vrst order of the eUective evolution

LeU
1 χ = σssL

eU
1 µ = −iσss

∑

α

[〈Aα〉Sα, µ]. (5.33)

Since we are only interested in the evolution of the reduced density matrix µ = TrA(χ) we
can trace out the ancilla degrees of freedom and Vnd the Vrst-order correction of the system’s
evolution,

LeU
1 µ = −i

∑

α

[〈Aα〉Sα, µ] (5.34)

= −i
∑

α

[〈Ãα〉Sα, µ]− i
∑

α

[aαSα, µ].

Expectedly, to Vrst order, the system experiences merely the eUect of the mean values of the
ancilla operators and the original action of the system Hamiltonian.

Second order

The second order of the eUective Liouville operator gives rise to more involved dynamics. We
calculate the exact expressions and prove its Lindblad form for arbitrary ancilla dynamics L0.

For the eUective system evolution to second order we have to calculate the expression

TrA(LeU
2 χ) = −TrA(PVQL−1

0 QVPχ). (5.35)

In order to avoid the direct computation of L0 which may be impractical for large ancilla
systems and for analytical purposes, we express the inverse via the Laplace transform L−1

0 =
−
∫∞

0 dτeL0τ , and we Vnd

TrA(LeU
2 χ) =

∫ ∞

0
dτTrA(PVQeL0τQVPχ) (5.36)

=

∫ ∞

0
dτTrA

[
PV(1− P )eL0τ (1− P )VPχ

]

=

∫ ∞

0
dτTrA(PVeL0τVPχ)

} m1
−
∫ ∞

0
dτTrA(PVPVPχ),

} m2
where we exploited the property PeL0τ = eL0τP = P .
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We Vrst evaluate expression m1 :

m1 =

∫
dτTrAPVeL0τ


−i


∑

j

AjSj , σssµ




 (5.37)

= −i
∫
dτ
∑

j

TrAPV
(
eL0τAjσss [Sj , µ]

+ eL0τ [Aj , σss]µSj
)

= (−i)2
∑

i,j

{∫
dτTrA

(
Aie
L0τAjσss

)
[Si, [Sj , µ]]

+

∫
dτTrA

(
Aie
L0τ [Aj , σss]

)
[Si, µSj ]

}

= −
∑

i,j

{(∫
dτ〈AiAj(τ)〉ss

)
[Si, [Sj , µ]]

+

(∫
dτ〈[Ai, Aj(τ)]〉ss

)
[Si, µSj ]

}
.

In the last step, we deVned the time correlation functions in the usual way 〈AiAj(τ)〉ss ≡
TrA

(
Aie
L0τAjσss

)
and 〈[Ai, Aj(τ)]〉ss ≡ TrA

(
Aie
L0τ [Aj , σss]

)
.

In the same fashion, m2 can be readily evaluated to the formal expression

m2 =
∑

i,j

(∫ ∞

0
dτ

)
〈Ai〉ss〈Aj〉ss [Si, [Sj , µ]] . (5.38)

In general both formal expressions m1 and m2 are diverging. However their sum

TrA(LeU
2 χ) = m1 + m2 (5.39)

= −
∑

i,j

{(∫
dτ〈∆Ai∆Ajτ 〉ss

)
[Si, [Sj , µ]]

+

(∫
dτ〈[∆Ai,∆Ajτ ]〉ss

)
[Si, µSj ]

}
,

represents a converging and meaningful expression. We deVned ∆Ot ≡ O(t) − 〈O〉ss, for
arbitrary ancilla operators O. m2 cancels the diverging parts in m1 and renders the integral
over correlation functions Vnite. Note that the system Hamiltonian ε

∑
α aαSα has no eUect to

second order, since 〈∆Ai∆Ajτ 〉ss = 〈∆Ãi∆Ãjτ 〉ss.
Next, we show that the second order derived above [Eqn. (5.39)] is always of Lindblad form,

meaning that it generates a completely positive, trace preserving map. According to Eqn. (5.39)
the system evolution to second order is entirely determined by the matrix

A ≡
(∫

dτ〈∆Ai∆Ajτ 〉ss
)

i,j

=

∫
dτ〈∆ ~A∆ ~A∗τ 〉ss, (5.40)
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which can be written as a dyadic product of the vector ∆ ~A = (∆A1, . . . ,∆An)T . In fact,
Eqn. (5.39) can be rewritten in the more familiar form

TrA(LeU
2 χ) (5.41)

=
∑

i,j

1

2
(A+A†)i,j (2SjµSi − {SiSj , µ}+)

− i


 1

2i

∑

i,j

(A−A†)i,jSiSj , µ


 .

The Hermitian part of A is responsible for the dissipative part of the evolution, while
the anti-Hermitian part deVnes the coherent evolution. One readily checks that 1

2i

∑
i,j(A −

A†)i,jSiSj deVnes a Hermitian operator. On the other hand, in the Appendix 5.A.1 we show
the positivity of the coeXcient matrix A + A† ≥ 0, which guarantees Lindblad form of the
dissipative term of Eqn. (5.41). Thus, the evolution of the system after adiabatic elimination of
the ancilla is physical and up to second order Markovian.

Aside from this general result, we now show that the coeXcient matrix A can readily be
calculated without evaluating the respective integrals explicitly, by using the quantum regres-
sion theorem [262]. Let us assume the equations of motion for the mean deviations of the ancilla
operator set {Aα} close under L0,

d

dt
〈∆ ~At〉 =M〈∆ ~At〉. (5.42)

In a Vnite-dimensional system this can always be achieved by extending the set {Aα|α =
1, . . . , k} to a larger set {Aα|α = 1, . . . , n} (n ≥ k) which forms an operator basis of the
ancilla Hilbert space.

Under these conditions the quantum regression theorem allows for a simple evaluation of
the relevant time correlation functions

d

dt
〈∆ ~At∆ ~A∗〉ss =M〈∆ ~At∆ ~A∗〉ss, (5.43)

⇒〈∆ ~At∆ ~A∗〉ss = eMt〈∆ ~A∆ ~A∗〉ss.

All eigenvalues of the Bloch matrix M have a strictly negative real part (and thus M is in-
vertible), since L0 generates a contractive semigroup with (by assumption) unique steady state.
Therefore the latter equation can be readily integrated yielding a simple expression for the
coeXcient matrix

A† =

∫ ∞

0
dτ〈∆ ~Aτ∆ ~A∗〉ss = −M−1〈∆ ~A∆ ~A∗〉ss. (5.44)

The latter expression can be readily evaluated for a given system and uniquely deVnes the
eUective second-order dynamics of the system according to Master Eqn. (5.41). As shown in
Appendix 5.A.1, independent of the nature and dynamics of the ancilla system, the eUective
Master Eqn. (5.41) is of Lindblad form and gives rise to a Markovian time evolution of the
system.
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We emphasize that in many situations the size of the minimal set of operators that close
under L0 (deVning the dimension ofM) will be much smaller than the dimension of the Hilbert
space. For illustration, consider the case where the ancilla system is constituted by a driven
and damped spin J and {Aα|α = x, y, z} are the usual spin operators. In this case Eqn. (5.42)
represents optical Bloch equations and the matrixM is of dimension three. Therefore, although
the dimension of L0 maybe large (for large J ), the calculation of all coeXcients of the eUective
second-order dynamics reduce to a trivial three-dimensional matrix multiplication.

5.4.2 Mediated superradiance: Third order

In this Section we examine a speciVc example of an ancilla setting as discussed above. It is
motivated by the study of superradiance from nuclear environments of single photon emitters
in Chapters 2 and 3. A radiatively decaying spin (e.g., a spin pumped electron spin in a quan-
tum dot or nitrogen-vacancy (NV) center [120, 101]) is weakly hyperVne coupled to a large spin
environment (e.g., nuclear spins of the host material). After each photon emission the electron
spin can escape from the dark state of the dissipation via exchange of an excitation with the nu-
clear spin environment. Superradiant features in the photon emission originate from a collective
enhancement of the hyperVne Wip-Wop interaction for highly symmetric nuclear states.

In the following, we derive the eUective evolution of the nuclear system after adiabatic
elimination of the electron spin up to third order. In contrast to the previous example, where
we expressed the eUective Liouvillian in terms of integrated time correlation functions (which
were evaluated using the quantum regression theorem), we now calculate an explicit matrix
representation of the perturbation operator V , in the biorthonormal eigenbasis of L0. Given this
representation, all orders can readily be derived by simple matrix multiplication. We will Vnd
that the third order in the perturbation signiVcantly improves the accuracy of the perturbative
evolution.

The model we consider is governed by the master equation

χ̇ = (L0 + V)χ, (5.45)

where

L0χ =γ

(
σ−χσ+ − 1

2

{
σ+σ−, χ

}
+

)
(5.46)

− iω
[
σ+σ−, χ

]
,

Vρ =− ig
[

1

2

(
σ+I− + σ−I+

)
+ σ+σ−Iz, χ

]
, (5.47)

where Iα =
∑N

i=1 giσ
α
i are collective nuclear spin operators, while σαi and σα are individual

nuclear and electronic spin-1/2 operators, respectively (α = ±, z). The individual hyperVne
coupling constants gi are normalized to

∑
g2
i = 1. γ and ω denote the photon emission rate

of the electron spin and the hyperVne detuning, respectively. The nuclear and electronic sys-
tems are weakly hyperVne coupled with g

√
N � γ, ω. This model describes the superradiant

evolution of an NV center coupled to a nuclear spin environment, as discussed in Chapter 2
[OSR].
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λi |ri〉 |li〉

#1 λ1 = 0 |r1〉 = |↓↓〉 |l1〉 = |↓↓〉+ |↑↑〉
#2 λ2 = −γ/2 + iω |r2〉 = |↓↑〉 |l2〉 = |↓↑〉
#3 λ3 = −γ/2− iω |r3〉 = |↑↓〉 |l3〉 = |↑↓〉
#4 λ4 = −γ |r4〉 = |↑↑〉 − |↓↓〉 |l4〉 = |↑↑〉

Table 5.1: Eigenvalues and left and right eigenvectors of L0. We used the simpliVed notation
|ij〉 ≡ |i〉 ⊗ |j〉 (i, j =↑, ↓), which are the vector representations of the basis matrices |i〉 〈j| of
the electronic space (cf. text).

After the assignment χ =
∑

i,j χi,j |i〉 〈j| → ~χ =
∑

i,j χi,j |i〉 ⊗ |j〉 (where {|i〉 〈j|} is
an arbitrary basis of the matrix vector space), the linear superoperators of Eqn. (5.45) can be
written in matrix representation as

L0 =γ

[
σ− ⊗ (σ+)T − 1

2

(
σ+σ− ⊗ 1 + 1 ⊗ (σ+σ−)T

)]
(5.48)

− iω
(
σ+σ− ⊗ 1 − 1 ⊗ (σ+σ−)T

)
,

and

V = −ig
[(

1

2

(
σ+I− + σ−I+

)
+ σ+σ−Iz

)
⊗ 1 (5.49)

−1 ⊗
(

1

2

(
σ+I− + σ−I+

)
+ σ+σ−Iz

)T]
,

where the superscript T denotes the matrix transpose. Since L0 acts only on the electronic
space, it can be straightforwardly diagonalized in the basis of left and right eigenvectors,

L0 =
4∑

i=1

λi |ri〉 〈li| . (5.50)

The eigenvalues and the biorthonormal (〈li|rj〉 = δi,j) left and right eigenvectors are given in
Table 5.1.

The representation of the perturbation in this basis

V =

4∑

i,j=1

Vi,j |ri〉 〈lj | , (5.51)

Vi,j = 〈li| V |rj〉 , (5.52)

can readily be derived and is given as

V =




VP V−

V+ VQ


 , (5.53)
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with the deVnitions

VP = 0, (5.54)

V+ =




ig/2 1 ⊗ (I+)T

−ig/2 I− ⊗ 1
0


 , (5.55)

V− =



−ig/2

(
I− ⊗ 1 − 1 ⊗ (I−)T

)

−ig/2
(
I+ ⊗ 1 − 1 ⊗ (I+)T

)

−ig
(
Iz ⊗ 1 − 1 ⊗ (Iz)T

)



T

. (5.56)

VQ =




ig 1 ⊗ (Iz)T 0 −ig/2
(
I+ ⊗ 1 + 1 ⊗ (I+)T

)

0 −ig Iz ⊗ 1 ig/2
(
I− ⊗ 1 + 1 ⊗ (I−)T

)

−ig/2 I− ⊗ 1 ig/2 1 ⊗ (I+)T −ig
(
Iz ⊗ 1 − 1 ⊗ (Iz)T

)


 , (5.57)

Note that for simplicity we denote operators [e.g., Eqn. (5.51)] and their representation in the
L0 eigenbasis [e.g., Eqn. (5.53)] with the same symbols. The inverse of L0 in the fast space is
simply given as

L−1
0 ≡ (QL0Q)−1 =




1/λ2 0 0
0 1/λ3 0
0 0 1/λ4


 . (5.58)

All orders of the perturbation can now readily be derived from products of the above matrices
(5.53) and (5.58), according to Eqn. (5.27). In the following we calculate explicitly the Vrst three
orders of the eUective nuclear Liouville operator LeU. The Vrst order LeU

1 vanishes, since the
perturbation vanishes in the slow space, VP = 0. The second order yields

LeU
2 = −V−L−1

0 V+ (5.59)

=γeU

[
I− ⊗ (I+)T − 1

2

(
1 ⊗ (I+I−)T + I+I− ⊗ 1

)]

− iωeU
[
I+I− ⊗ 1 − 1 ⊗ (I+I−)T

]
,

where γeU = −2Re(g2/λ2) = g2γ/[(γ/2)2 + ω2] and ωeU = Im(g2/λ2) = −g2ω/[(γ/2)2 +
ω2].

In the standard representation this corresponds to the second-order master equation

µ̇ = LeU
2 µ =γeU

[
I−µI+ − 1

2

{
I+I−, µ

}
+

]
(5.60)

− iωeU
[
I+I−, µ

]
,

which describes the collective decay of the nuclear spins at rate γeU, responsible for a superradi-
ant evolution as discussed in Chapter 2 and 3. It is of Lindblad form and agrees with the result
derived using standard adiabatic elimination techniques.

After having derived the matrix representation of V [Eqn. (5.53)] the SW formalism allows
us to readily evaluate higher-order corrections according to Eqn. (5.27). This contrasts the
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situation for the standard techniques of adiabatic elimination, where the derivation of higher-
order terms is tedious [278]. The third order of Eqn. (5.27) yields the more involved expression
(note that VP = 0)

LeU
3 =V−L−1

0 VQL−1
0 V+ (5.61)

=i
g3

4λ2
2

[
I− ⊗ (I+Iz)T − 1 ⊗ (I+IzI−)T

]

− i g3

4λ2λ4

[
IzI− ⊗ (I+)T − I− ⊗ (I+Iz)T

]

+ i
g3

4λ2
3

[
I+IzI− ⊗ 1 − IzI− ⊗ (I+)T

]

− i g3

4λ3λ4

[
IzI− ⊗ (I+)T − I− ⊗ (I+Iz)T

]
,

All terms involve contributions of the term ∝ σ+σ−Iz in Eqn. (5.47). It enters via VQ in the
intermediate process of Eqn. (5.61). In contrast, the second order was entirely independent of
this term.

In Fig. 5.1 we compare simulations of the emitted photon intensity according to the exact
evolution [cf. Eqn. (5.45), solid line] with the perturbative solution up to second (dotted line)
and third (dashed line) order, respectively, for a system of N = 100 homogeneously coupled
nuclear spins. The spins are initially fully polarized in the z direction. We Vnd that the third
order eUective Liouvillian has a signiVcant impact on the accuracy of the approximation.

It can be shown that the Liouvillian of Eqn. (5.61) is hermiticity and trace preserving. Fur-
thermore, the density matrix of the system remains positive throughout the evolution, although
the third-order Liouvillian is not obviously of Lindblad form. In the following we show that
in the limit ω = 0 one can recover Lindblad form by adding terms of higher order in the
perturbation. In this case, all non-Lindblad eUects are of an order that is deliberately neglected.

For ω = 0, Eqn. (5.61) reduces to the simple expression (in standard representation)

LeU
3 µ = i

g

2γ
γeU[I−µI+, Iz] + i

g

4γ
γeU[I+IzI−, µ]. (5.62)

The Vrst term of LeU
2 can be combined with the Vrst term of LeU

3 ,

γeU

(
I−µI+ + i

g

2γ
[I−µI+, Iz]

)
(5.63)

=γeU

(
e
−i g

2γ
Iz
I−µI+e

i g
2γ
Iz

+O
[
(g/γ)2

])
,

where we used relation Eqn. (5.13). The term O
[
(g/γ)2

]
is of fourth order in the perturbation

and can consistently be neglected. The resulting master equation up to third order then has
Lindblad form

(
LeU

2 + LeU
3

)
µ (5.64)

=γeU

[
e
−i g

2γ
Iz
I−µI+e

i g
2γ
Iz − 1

2

{
I+I−, µ

}
+

]

+ i
g

4γ
γeU[I+IzI−, µ].
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Figure 5.1: Comparison of the exact evolution according to Eqn. (5.45) (dashed) with the ap-
proximate solution up to second (dotted) and third (solid) order [Eqn. (5.59) & Eqn. (5.61)]. The
Vgure shows the radiation intensity emitted from the electron spin (∝ d/dt〈Iz〉) for a sys-
tem of N = 100 nuclear spins, initially fully polarized in z direction. The emission intensity
shows clearly the characteristic superradiant burst (compare Figs. 2.2 and 3.2). Parameters are
ω = γ/5 and

√
Ng = 0.2γ. The second-order eUective evolution (LeU

2 ) shows signiVcant de-
viation from the exact dynamics. Addition of the third order LeU

3 , improves the approximation
substantially.

The excellent agreement of the perturbative and exact solutions displayed in Fig. 5.1 sup-
ports the expectation that similar arguments hold in the general case ω 6= 0 [Eqn. (5.61)] and
eUects due to the non-Lindblad form of the eUective Liouvillian are of higher order in the per-
turbation. This question as well as the possibility to use the gauge invariance under the choice
of SD , in order to enforce exact Lindblad form in every order of the perturbation, is subject to
future work.

5.5 Conclusions

We presented a generalized SW formalism, which adapts the successful perturbative tool of
Hamiltonian quantum mechanics to the case of open quantum systems, whose evolution is gov-
erned by a Liouville operator. In analogy to the coherent case, we derive a transformation that
decouples subspaces of slow dynamics from fast evolving degrees of freedom in a perturbative
series. In comparison with alternative schemes for adiabatic elimination [278, 280, 279, 234],
the advantages of the presented method are twofold. First, only marginal assumptions on the
speciVc type of the zero-order dynamics L0 have to be made. The subspace to be eliminated
can be high dimensional and undergoing involved dynamics. Second, our approach in princi-
ple is an exact decoupling scheme, and can be applied to all orders in the perturbation. This
property is of particular relevance for instance in numerical studies of low excitation spectra
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of the Liouville operator, e.g., in the context of dissipative phase transitions [79, 80, 77], and
for error estimation in the context of quantum information processing [33]. The SW formalism
provides a natural framework for the engineering of dissipative gadgets, e.g., in the context of
state preparation and protection [32, 23, 33].

We employed the SW formalism exemplarily to two model systems and presented diUerent
schemes to evaluate the expressions for the eUective Liouvillians. In a generic ancilla setting, we
proved that the eUective evolution of the weakly coupled system is up to second order Marko-
vian, irrespective of the speciVc realization of the ancilla. In a second example we demonstrated
that - in contrast to the standard schemes of adiabatic elimination - higher order corrections can
readily be derived within the SW framework. In this model, the third order correction plays a
signiVcant role in the perturbative dynamics.

Further, we point out that the freedom of a gauge choice in the derivation of the transforma-
tion matrix could lead to a set of alternative perturbative approaches, which, in analogy to the
standard SW transformation and depending on the speciVc problem, could prove to be advan-
tageous under certain conditions. Potentially, this gauge freedom could also be used to ensure
Lindblad form of the higher order eUective Liouvillians. Lastly, we mention the numerous the-
oretical results [268] (e.g., linked cluster theorem, additivity of eUective Hamiltonian), which
have been derived in the context of coherent SW transformations as well as diUerent variations
of the SW method (e.g., continuous SW [286]), which may have open system analogs. These
questions will be subject to future studies.

5.A Supplementary material 5

5.A.1 Lindblad form of Eqn. (5.41)

In the following, we prove that the dissipative part of the second-order eUective Liouvillian
Eqn. (5.41) is of Lindblad form. For this we have to show positivity of the respective coeXcient
matrix

A+A† ≥ 0, (5.65)

⇔ ~v∗(A+A†)~v ≥ 0, ∀~v ∈ Cn

Expressing A as the integrated dyadic product [Eqn. (5.40)] we write

~v∗(A+A†)~v (5.66)

=

∫ ∞

0
dτ
(
〈~v∗∆ ~A∆ ~A∗τ~v〉ss + 〈~v∗∆ ~Aτ∆ ~A∗~v〉ss

)

=

∫ ∞

0
dτ
(
〈σσ†τ 〉ss + 〈στσ†〉ss

)
,

where we introduced the ancilla operator σ ≡ ~v∗∆ ~A.
Since the expectation values are evaluated in the ancilla’s steady state, the two-time corre-

lation functions are invariant under a total time translation t:

〈σσ†τ 〉ss = 〈σtσ†t+τ 〉ss, (5.67)

〈στσ†〉ss = 〈σt+τσ†t 〉ss. (5.68)
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We exploit that property in symmetrizing Eqn. (5.66) in the time arguments. First we "aver-
age" Eqn. (5.66) over a total time translation

~v∗(A+A†)~v (5.69)

=
1

t0

∫ t0

0
dt

∫ ∞

0
dτ
(
〈σtσ†t+τ 〉ss + 〈σt+τσ†t 〉ss

)

=
1

t0

∫ t0

0
dt

∫ ∞

t
dt′
(
〈σtσ†t′〉ss + 〈σt′σ†t 〉ss

)
,

where the new variable t′ = t + τ has been introduced. Basic integral transformations lead to
the expression

~v∗(A+A†)~v (5.70)

=
1

t0

∫ t0

0
dt

∫ t0

0
dt′〈σtσ†t′〉ss

} ma
+

1

t0

∫ t0

0
dt

∫ ∞

t0

dt′〈σtσ†t′〉ss
} mb

+
1

t0

∫ t0

0
dt′
∫ ∞

t0

dt〈σtσ†t′〉ss.
} mc

The Vrst term of the latter equation ( ma ) is positive since

m1 = 〈RR†〉ss ≥ 0, (5.71)

with R =
(
1/
√
t0
) ∫ t0

0 dt σt.
We show that the remaining terms vanish in the limit t0 →∞, proving the Lindblad form

of Eqn. (5.39). We estimate

∣∣∣ mb ∣∣∣ =

∣∣∣∣
1

t0

∫ t0

0
dt

∫ ∞

t0−t
dτ〈σσ†τ 〉ss

∣∣∣∣ (5.72)

≤ 1

t0

∫ t0

0
dt

∫ ∞

t0−t
dτ
∣∣∣〈σσ†τ 〉ss

∣∣∣ ,

where we reintroduced the time diUerence integration variable τ = t′ − t and used the time
translation symmetry, Eqn. (5.67). Next the integration over dt is divided into two parts deVned
by the parameter x:

∫ t0
0 dt =

∫ t0−x
0 dt+

∫ t0
t0−x dt. The Vrst term can be upper bounded as

1

t0

∫ t0−x

0
dt

∫ ∞

t0−t
dτ
∣∣∣〈σσ†τ 〉ss

∣∣∣ (5.73)

≤ 1

t0

∫ t0−x

0
dt

∫ ∞

x
dτ
∣∣∣〈σσ†τ 〉ss

∣∣∣

≤
∫ ∞

x
dτ
∣∣∣〈σσ†τ 〉ss

∣∣∣ .
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The second term can be estimated as

1

t0

∫ t0

t0−x
dt

∫ ∞

t0−t
dτ
∣∣∣〈σσ†τ 〉ss

∣∣∣ (5.74)

≤ 1

t0

∫ t0

t0−x
dt

∫ ∞

0
dτ
∣∣∣〈σσ†τ 〉ss

∣∣∣

=
x

t0

∫ ∞

0
dτ
∣∣∣〈σσ†τ 〉ss

∣∣∣ .

Using the quantum regression theorem one shows that the time correlation function 〈σσ†τ 〉ss
decays exponentially. Choosing the parameter x =

√
t0 both the right-hand sides of Eqn. (5.73)

and Eqn. (5.74) vanish in the limit t0 →∞. In an analogous estimation one shows the vanishing
of the remaining term mc which proves the positivity, Eqn. (5.65), and thus the Lindblad form
of Eqn. (5.41).
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