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An unexpectedly low oscillator strength as the origin
of the Fe XVII emission problem
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Highly charged iron (Fe161, here referred to as Fe XVII) produces
some of the brightest X-ray emission lines from hot astrophysical
objects1, including galaxy clusters and stellar coronae, and it domi-
nates the emission of the Sun at wavelengths near 15 ångströms.
The Fe XVII spectrum is, however, poorly fitted by even the best
astrophysical models. A particular problem has been that the
intensity of the strongest Fe XVII line is generally weaker than pre-
dicted2,3. This has affected the interpretation of observations by the
Chandra and XMM-Newton orbiting X-ray missions1, fuelling a
continuing controversy over whether this discrepancy is caused by
incomplete modelling of the plasma environment in these objects
or by shortcomings in the treatment of the underlying atomic
physics. Here we report the results of an experiment in which a

target of iron ions was induced to fluoresce by subjecting it to
femtosecond X-ray pulses from a free-electron laser4; our aim
was to isolate a key aspect of the quantum mechanical description
of the line emission. Surprisingly, we find a relative oscillator
strength that is unexpectedly low, differing by 3.6s from the best
quantum mechanical calculations. Our measurements suggest that
the poor agreement is rooted in the quality of the underlying
atomic wavefunctions rather than in insufficient modelling of
collisional processes.

Past laboratory measurements using magnetic fusion devices5,6 have
ruled out some of the astrophysical explanations for the weakness of
the strongest Fe XVII line (labelled 3C when first observed in the Sun
40 yr ago7; see Fig. 1), including absorption and scattering by a large

1Max-Planck-Institut für Kernphysik, 69117 Heidelberg, Germany. 2Lawrence Livermore National Laboratory, Livermore, California 94550, USA. 3Institut für Atom- und Molekülphysik, Justus-Liebig-
Universität Gießen, 35392 Gießen, Germany. 4NASA/Goddard Space Flight Center, Greenbelt, Maryland 20771, USA. 5Department of Physics, University of Maryland, Baltimore, Maryland 21250, USA.
6Max Planck Advanced Study Group, Center for Free Electron Laser Science, 22607 Hamburg, Germany. 7TRIUMF, Vancouver, British Columbia V6T 2A3, Canada. 8Dr.-Karl-Remeis-Sternwarte Bamberg
and Erlangen Centre for Astroparticle Physics, Universität Erlangen-Nürnberg, 96049 Bamberg, Germany. 9Kavli Institute for Particle Astrophysics and Cosmology, SLAC National Accelerator Laboratory,
Menlo Park, California 94025, USA. 10Physikalisches Institut, Ruprecht-Karls-Universität Heidelberg, 69120 Heidelberg, Germany. 11GSI Helmholtzzentrum für Schwerionenforschung GmbH, 64291
Darmstadt, Germany. 12ExtreMe Matter Institute (EMMI), 64291 Darmstadt, Germany. 13Linac Coherent Light Source, SLAC National Accelerator Laboratory, Menlo Park, California 94025, USA. {Present
addresses: Max-Planck-Institut für biophysikalische Chemie, 37077 Göttingen, Germany (K.K.); RIKEN, Wako, Saitama 351-0198, Japan (V.M.); Physikalisch-Technische Bundesanstalt, 38116
Braunschweig, Germany (J.U.).

F
e
 X

V
I

F
e
 X

V
I

F
e
 X

V
I

F
e
 X

V
II

F
e
 X

V
II

F
e
 X

V
II

F
e
 X

V
II

F
e
 X

V
II

F
e
 X

V
II

F
e
 X

V
II

F
e
 X

V
II

F
e
 X

V
II

F
e
 X

V
II

F
e
 X

V
II

F
e
 X

V
II

F
e
 X

V
II
I

F
e
 X

V
II
I

F
e
 X

V
II
I

F
e
 X

V
II
I

F
e
 X

V
II
I

F
e
 X

V
II
I

F
e
 X

V
II
I

F
e
 X

V
II
I

F
e
 X

V
II
I

F
e
 X

V
II
I

F
e
 X

V
II
I

F
e
 X

V
II
I

F
e
 X

V
II

F
e
 X

V
II

F
e
 X

IX

F
e
 X

IX

F
e
 X

IX

F
e
 X

IX

F
e
 X

IX

F
e
 X

IX

F
e
 X

IX

F
e
 X

X

F
e
 X

X

F
e
 X

X

F
e
 X

X
I

F
e
 X

X
II

F
e
 X

X
II
I

0

10

20

30

40

P
h
o

to
n
 fl

u
x
 (
a
rb

it
ra

ry
 u

n
it
s
)

Photon energy (eV)

3D

3C

1

2

3

4

5

I(3
C

)/
I(3

D
)

Calculations

PLT EBIT Sun CapellaNGC 4636

700 750 800 850 900 950 1,000 1,050 1,100 1,150

Figure 1 | X-ray spectrum of Capella, and measured as well as calculated
values of the 3C/3D intensity ratio. Main panel, the spectrum of Capella (a
Aurigae) observed by the Chandra X-ray Observatory25 is dominated by lines
from iron ions of different charge, as indicated by the blue labels. Here, the
detected photon flux in arbitrary units is plotted versus the photon energy.
Fe XVII indicates emission from Fe161 (that is, iron from which 16 electrons were
removed), Fe XVIII refers to emission from Fe171, and so on. The energy range
covered by the present measurement is shaded in grey, corresponding to
wavelengths near 15 Å. The Fe XVII lines 3C and 3D are highlighted in green and
refer to the (2p5)1/2(3d)3/2 (J 5 1) R 2p6 (J 5 0) and (2p5)3/2(3d)5/2 (J 5 1) R 2p6

(J 5 0) transitions at 826 eV and 812 eV, respectively. The Fe XVII emission

dominates astrophysical spectra for temperatures between about 2 MK and
8 MK (ref. 1). Inset, illustration of some of the available calculated values12,16,21–24

and various astrophysical and laboratory observations. Ranges of measured
values from the Princeton Large Torus (PLT) tokamak5,6 and from the
Livermore electron beam ion trap (EBIT)10,26 are shown together with
astrophysical values from NGC 46353, the Sun27,28 and Capella2,29. Where
available, 1s error bars are shown for the astrophysical values. The EBIT range
splits into two parts: the upper range (singly hatched) is for measurements where
only Fe XVII ions were considered; the lower range (cross hatched) was measured
when various amounts of Fe XVI ions were co-mixed with Fe XVII ions. In the
latter case, Fe XVI lines blend with line 3D, increasing its apparent line strength.
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column of intervening media8,9. Targeted measurements, which used
an electron beam to produce and probe the ions, have furthermore
found line blends that can increase the apparent intensity of some of
the Fe XVII lines10. Very importantly, such measurements have pro-
duced absolute collisional excitation cross-sections11, which, like the
line intensities, have not been reproduced by atomic calculations at the
level needed to model astrophysical spectra. Although such laboratory
measurements have produced spectra that agree very well with those
observed from celestial sources (see Fig. 1 inset), they have not yet
pinpointed the fundamental reason why spectral models do not pro-
vide the desired agreement with observations.

The consensus among most atomic theorists has been that the
remaining problem lies with the calculation of collisional effects, that
is, with deficiencies in atomic scattering calculations of the electron-
impact excitation cross-section, and special emphasis was therefore
placed on correctly including resonances with the help of sophisticated
R-matrix methods12. Numerous resolutions of the problem have been
proposed13,14, including the suggestion that kinetic contributions from
other levels, which include radiative cascades, collisional depopulation
and photon scattering, might need revision depending on the parti-
cular plasma conditions15. Another possibility16 is that the problem may
lie in the incorrect or incomplete description of the mixing between
wavefunctions of the same parity and total angular momentum (this
mixing can also be viewed as an electron–electron correlation issue).
The intensity ratio of the Fe XVII lines 3C and 3D (see Fig. 1) is the key to

resolving this controversy. Line 3D is forbidden in the Russell–Saunders
or LS-coupling approach to constructing wavefunctions. It only exists
because of mixing with 3C: the more their upper levels mix, the larger
the radiative decay rate and thus the larger the oscillator strength of 3D
at the expense of 3C. Because excitation cross-sections vary mono-
tonically with the oscillator strength, as illustrated in Supplementary
Information, the increased mixing results in a higher intensity of 3D
relative to that of 3C. Mixing, of course, is not restricted to just these two
levels, but occurs among all levels with the same parity and total angular
momentum. Because there are an infinite number of atomic levels,
theory must introduce approximations to this correlation issue when
constructing a particular wavefunction.

In a typical plasma, the intensity ratio of lines 3C and 3D not only
reflects the mixing among the electronic levels but also depends on the
above-mentioned kinetic contributions and on collisional effects, such
as electron-impact excitation, resonance excitation, inner-shell ioniza-
tion and dielectronic recombination, which need to be integrated over
the plasma electron distribution function. Hence, the effect of quantum
mechanical mixing cannot be cleanly isolated from the plasma envir-
onment, which is described by such quantities as the temperature,
density, flows, opacity, spatial gradients and temporal variations, so that
the question of why the measured ratio does not agree with theory
remains obscure and controversial.

X-ray laser spectroscopy17 provides a new experimental method to
resolve this controversy because the excitation and fluorescence of the
levels depend only on the atomic wavefunctions and not on electronic
collisions. In other words, the intensity of the 3C and 3D lines excited
by an X-ray laser is directly proportional to the oscillator strength of
each line, providing a direct test of the accuracy of the (mixed) wave-
functions that is totally unaffected by the plasma environment, col-
lisional effects and atomic kinetics. For such a measurement we need a
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Figure 2 | Time coincidence between the free-electron laser (FEL) pulse and
detected X-ray fluorescence. The horizontal axis shows the FEL photon
energy, the vertical axis shows the time after a trigger signal, which is provided
approximately 1ms before the FEL fires. The colour code indicates the photon
count rate per time and energy, from 0 (white) to 15 (red) in Hzms21 eV21.
The FEL energy was continuously scanned (200 minutes) from approximately
809 eV to 829 eV. Fluorescence is seen from both Fe XVI and Fe XVII, but it is
observed only in a small time window following the FEL pulses. The red box
(magnified in the inset) shows one of the resonances with the corresponding
resolutions in time (180 ns) and photon energy (0.8 eV). The photon energy
resolution is determined by the intrinsic energy resolution of the FEL. Because
the radiative decay times of the transitions of interest are below a picosecond, all
fluorescence photons resulting from a single, femtosecond LCLS pulse are
registered as simultaneous by the high-purity Ge detector used to detect the
fluorescence X-rays, and the time window is solely determined by the time
resolution (180 ns) of the detector. By gating over a 600-ns-wide time region
(indicated by the green lines), we included essentially all fluorescence photons,
while suppressing the background (produced by the interaction of the target
ions with the electron beam from FLASH-EBIT) by a factor of 14,000. The
much larger number of photons detected outside this time window was used
for background determination with very high statistical significance. The
background corrected spectra produced following these procedures are
shown in Fig. 3.
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Figure 3 | Measured X-ray fluorescence spectra. a, A typical fluorescence
spectrum of Fe XVI and Fe XVII when both ion species are among the target ions;
b, a typical fluorescence spectrum of Fe XVI alone, which is produced in the
absence of Fe161 target ions. Error bars, 1s uncertainties. Fe XVI lines are
labelled A, B and C in red; the Fe XVII lines are labelled in green. Both spectra are
normalized to the highest peak (line B). The blend of line 3D from Fe XVII and
line C from Fe XVI has to be taken into account when comparing the intensities
of 3C and 3D. The plotted fluorescent photon yield has been adjusted for
independently monitored variations in the FEL X-ray intensity as a function of
FEL energy.
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target of Fe161 and ultrashort, very intense X-ray pulses capable of
exciting sufficient numbers of iron ions for detection. The advent of
a new kind of ultra-brilliant light source, the free-electron X-ray laser,
coupled with a target of trapped, highly charged ions provided by
an electron beam ion trap (EBIT)18, now makes such measurements
possible.

The experiment was carried out at the Linac Coherent Light Source
(LCLS)4 free-electron X-ray laser, where the transportable FLASH-
EBIT19 was installed as an end-station in the Soft X-ray Materials
Science (SXR) area20 (see Supplementary Information). Efficient
detection of the X-ray-induced fluorescence, which took advantage
of the femtosecond time structure of the LCLS photon beam, was
the key to a successful measurement (Fig. 2). We performed LCLS
photon energy scans at EBIT electron beam energies both above and
below the threshold for the production of Fe161 ions. Using this
method, we obtained spectra of Fe XVI and Fe XVII together, as well
as Fe XVI alone (Fig. 3), allowing us to take into account blending of
Fe XVI and Fe XVII lines.

The linear polarization of the LCLS photon beam causes aniso-
tropic angular emission patterns for the different X-ray transitions.
Therefore, the fluorescence detection efficiency is not the same for all
the lines but depends on the detection geometry. Fortunately, lines 3C
and 3D have identical emission patterns, as discussed in Supplemen-
tary Information, precluding a possible source of uncertainty. The
photon beam intensity monitor of the SXR beamline did not provide
absolute photon fluxes. However, we accurately measured the fluo-
rescence intensity ratio of 3C and 3D as 2.61 6 0.23, averaged over two

independent measurement periods (see Supplementary Information
and Supplementary Fig. 2), after accounting for the blend of 3D with
the Fe XVI line C.

The measured fluorescence ratio can be directly compared to quan-
tum mechanical calculations of the oscillator strengths of lines 3C and
3D, as presented in Fig. 4. Computational limitations typically force
scattering calculations to rely on some of the poorest approxima-
tions for atomic wavefunctions, in which the mixing of the target
wavefunctions may be poorly converged. Indeed, typical scattering
calculations16,21–23 have been based on wavefunctions that predict ratios
of the oscillator strengths between 4.0 and 5.0, as summarized in Fig. 4.
Some newer R-matrix scattering calculations12 have now specifically
employed more refined methods to construct wavefunctions, which
give a ratio as low as 3.54. Indeed, focused atomic structure calculations
designed to produce the best wavefunctions can produce even lower
ratios of the oscillator strengths, depending on the quantum mecha-
nical ansatz used. The multiconfiguration Dirac-Fock (MCDF) ansatz
(Supplementary Fig. 2) produces a ratio that drops from 4.5, when
including mixing among only a reasonable number of wavefunction,
to 3.49 when essentially fully converged, that is, when including mixing
among a very large number of wavefunctions and thus aiming to
approximate the effect of including all levels. The many-body per-
turbation theory (MBPT) ansatz gives 3.50 or even 3.43 in second order
approximation16,24 (Fig. 4). The MBPT ansatz might give an even lower
ratio, if the calculation were carried out to higher order. However, such
a refined MBPT calculation has not yet been done. In other words, our
experiment intimates that quantum mechanics has reached a point
where the dominant uncertainties lie in the wavefunctions themselves,
and a refined MBPT calculation, or yet another different ansatz that
includes not only a more complete calculation of correlation effects,
but also accounts for quantum electrodynamical terms and the time
dependence of atomic dynamics, may be needed to reproduce the
experimental value.

Future quantum mechanical calculations may bring the relative
oscillator strengths, and thus the ratio of collisional cross-sections
associated with them, into closer agreement with our measured value.
This would bring the predicted Fe XVII intensity ratios into agreement
with those measured in collisional plasmas in the laboratory and
observed from X-ray sources in space.
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