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Preface

The interrelationship of music and language has been of scholarly interest for years. Singing
is where both domains meet - song and speech are both vocal, bear linguistic and lexical
content and carry pitch contour to convey meaning. Despite sharing similarities, apparently
there are equally salient differences between song and speech; otherwise it would not be
so easy to instantaneously differentiate whether someone is singing or speaking. In this
context, the general research question of the present dissertation is: How does our brain
code for differences in song and speech? This question will be tackled in more detail by
systematically utilizing approaches covering (i) functional imaging in healthy adults, (ii)
systemic perception alterations in lesion patients, and (iii) considerations along a theoretical
framework of musical disorder.

Given the aforementioned degree of feature-similarity in song and speech, it is no sur-
prise that the brain activity associated with the perception of song and speech demonstrated
some overlap. Previous research, however, provides evidence for hemispheric specializa-
tion, reflecting the traditional view of music processing being predominantly lateralized to
the right and language lateralized to the left hemisphere (Riecker et al., 2000; Jeffries et
al., 2003; Callan et al., 2006). The specifics of a putative left/right separation remain unre-
solved as both sung and spoken sentences (1) express meaning through words thus bearing
linguistic information, (2) contain melodic information and (3) have underlying rhythm
patterns. Phenomenologically, song relies on melodies with discrete pitch relations and
typically shows discrete rhythmic onsets at integer multiples of the underlying metric beat
or its subdivisions. Speech, by contrast, does not show these discrete relations, neither in
pitch pattern (which shows continuous transition or ‘gliding’ pitch) nor in the periodicity of
rhythmic/metric timing. However, spectral and temporal features are known to be processed
differently, with spectral information being processed in the right and temporal information
in the left hemisphere (e. g., Zatorre et al., 2002). The possibility that different spectral
and temporal aspects of song and speech lead to different lateralization patterns calls for an
experiment that carefully dissects these aspects in order to draw a conclusive picture on the
neural distinction of song and speech perception.
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Under normal conditions it is easy to differentiate between song and speech. Yet, when
the auditory perception is distorted, discrimination performance may show a notable drop.
Distortion of the sensory percept can be a result of one of two changes: (1) modification of
the acoustical input, which can be manipulated systematically in order to artificially induce
a performance drop in discrimination tasks; (2) impairments of the perception system itself,
as a result of brain lesions or congenital amusia (i. e. a music perception disability). Both
options will be exploited in the current study. Introducing stimuli that are manipulated
in ways to bridge the continuum of acoustic parameters between song and speech (being
perceived as ‘halfway between’) in a forced choice paradigm allows investigating to what
extent people show a bias in classifying those stimuli as song or speech. By testing patients
with focal lesions, the specific role of the temporal lobe in speech and song perception (for
which imaging studies suggested overlap) may be investigated. Moreover, individuals with
congenital amusia can help to understand the influence of music processing on song and
speech discrimination.

This dissertation sets out to investigate song and speech perception on the level of their
underlying constituents, words and pitch patterns (Experiment 1) and the special role of
the temporal lobe and music processing abilities on the discrimination of song and speech
(Experiment 2).

The first part of this dissertation provides the theoretical, methodological and empirical
background framework. Chapter 1 will give an overview of the functional neuroanatomy
of language and speech processing, specifying the diverse sub-processes in sentence com-
prehension, based on a leading model. An emphasis will be on word and pitch processing
in speech, i. e. intelligibility, speech-specificity and prosody. Chapter 2 will outline two
models of music perception. One describes music processing reflecting the complexity of
language perception and is in close correspondence with the model of sentence comprehen-
sion, the other proposes distinct modules for processing language and music. Furthermore,
the mechanisms underlying pitch processing in music will be addressed in more detail, and
the peculiarities of song (as it combines word and music processing) will be touched upon
briefly. Chapter 3 reviews the literature on similarities and differences of music and lan-
guage, with a focus on words, pitch and rhythm properties being the main shared features
of both domains. The specific roles of the temporal and the parietal lobe in music and speech
processing will be reviewed. Chapter 4 will discuss song and speech at the phenomenolog-
ical and neurophysiological level, and will elaborate on the research question of this dis-
sertation along with Chapter 5, where musical disabilities, congenital and post-trauma, will
be described. Part one of the current dissertation will conclude providing methodological
information (Chapter 6) about the techniques used for the investigations, such as functional
Magnetic Resonance Imaging (fMRI), and will critically discuss the lesion approach.
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After outlining the research questions in Chapter 7, the second part of this dissertation
presents two main experiments. In Experiment 1, the neural underpinnings of song and
speech were investigated using fMRI. A general introduction in Chapter 8 is followed by
the description of a behavioral pretest (Chapter 9, Experiment 1A) to evaluate the stimuli
and the task used in the main experiment. The main experiment – an fMRI study – was
analyzed with two different goals: Along with the experimental approach of previous stud-
ies, Experiment 1B Part 1 (Chapter 10) compares sung and spoken stimuli without taking
underlying constituents into account. Experiment 1B Part 2 (Chapter 11) compares sung
and spoken stimuli on different levels: words and pitch patterns. In the second Experiment
(Chapter 12) patients with focal lesions in the temporal lobe and individuals with amusia
were tested on their song and speech classification abilities. Chapter 13 will discuss the
findings reported in the previous chapters with respect to the literature.





Part I

Theoretical and Empirical
Background





Chapter 1

Language Processing

As far as we know, the human ability to use language is the most distinguished feature
between us and any other being. Once learned, the ease with which we use language masks
the inherent complexity therein. In this chapter, based on a recent neurocognitive model
on sentence comprehension, the current idea of how and where the different features of
language are processed will be described: acoustical, phonological, syntactic, semantic
and prosodic information. Then, more detailed insights in speech processing will be given
as the current dissertation focuses on speech processing rather than language processing.
Speech is defined as the motor-output of language, i. e. the articulation and the resulting
quality, pitch, resonance and intensity of the voice. The following sections will describe the
processing of segmental information (i. e. consonants and vowels combined to meaningful
units, such as words) and suprasegmental (i. e. prosodic) information, with special emphasis
on the involvement of the temporal lobe. This chapter will give an overview on how and
where sentence processing takes place and will further describe speech processing on the
segmental and suprasegmental level, i. e. the processing of speech-sounds as vowels and
consonants (spoken words) and linguistic prosodic information.

1.1 Functional Neurocognitive Architecture

Since the classical Broca-Wernicke model (Broca, 1861; Wernicke, 1874; Lichtheim, 1885;
Geschwind, 1970), which was based on aphasic symptoms, functional magnetic resonance
imaging (fMRI) research has advanced the understanding of language and speech process-
ing in the brain. A large number of studies focused on the identification of brain areas
supporting different aspects of language comprehension in general and speech comprehen-
sion in particular and lead to a variety of functional anatomic models. A segregation of the
functions of the reported brain areas is a complex issue, as the observed involvement and
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interplay of regions may depend on the focus of the research, as a result of testing a specific
model.

The complexity of language caused researchers to narrow down and focus on specific
linguistic levels of description, such as prelexical phonemic processing, semantic process-
ing (of spoken words and sentences), syntactic processing, as well as prosodic processing
on sentence level. They reported a mainly left-lateralized fronto-temporo-parietal neural
network for speech perception, including parts of the inferior frontal gyrus (IFG), the su-
perior temporal gyrus (STG), middle temporal gyrus (MTG), inferior parietal and angular
gyrus (for reviews and meta-analyses see e. g., Bookheimer, 2002; Friederici, 2002, 2011,
2012; Vigneau et al., 2006; Hickok & Poeppel, 2007; C. J. Price, 2010).

Sentence comprehension will be discussed in more detail including a leading model on
language comprehension which was recently updated (Friederici, 2011, 2012; see Figure
1.1). The model describes which brain regions support particular language functions, such
as phonetic, syntactic, sentence-level semantic and prosodic processes – based on evidence
from electroencephalography (EEG), fMRI and connectivity studies.

Speech processing starts with the acoustic-phonetic analysis in the auditory cortex bi-
laterally with specialized temporal (left) and spectral (right) processing in the hemispheres
(e. g., Obleser et al., 2008; Zatorre et al., 2002). While Heschl’s gyrus (HG) reacts to any
kind of sound, the planum temporale (PT) seems to be involved in sound categorization
processes. It has been suggested to act as a ‘computational hub’ (Griffiths & Warren, 2002)
that segregates auditory objects and gates that information to higher-order cortical areas.
From the primary auditory cortex (PAC) the information goes to more posterior (PT and
posterior STG, pSTG) and more anterior regions (planum polare, PP, and anterior STG) in
the temporal lobe.

Activation in the anterior superior temporal sulcus (STS) was found for intelligible
speech, while the posterior STS responded to sounds that contain some phonetic informa-
tion, i. e. meaningful sounds, such as consonants and vowels, that were acoustically masked,
and therefore not necessarily intelligible (Shannon et al., 1995; Scott et al., 2000; the latter
study is reported in detail below). Speech selectivity was observed ventrally (Specht et al.,
2009; Vaden et al., 2009) and posteriorly (Specht et al., 2009) as well as anteriorly to HG
(Leff et al., 2009). A left lateralization in the posterior and ventral STS was suggested when
white noise was gradually morphed into speech sounds compared to the transformation into
morphed music sounds (Specht et al., 2009). C. J. Price (2010) suggested multiple prelex-
ical processing pathways, depending on whether the experimental conditions were more or
less demanding and allowed for expectancies from prior experience.

From the anterior STG (aSTG) extending in frontal regions, the aSTG and the left
frontal operculum were suggested to form a network for initial local structure building
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(Friederici, 2011). In an assumed left-lateralized temporo-frontal network, semantic and
syntactic relations are processed in parallel. More precisely, the semantic network involves
the middle and posterior STG and MTG and also BA 45 (and BA 47); the syntactic network
(for complex sentence structures) involves the posterior STG/STS and BA 44. Syntactic and
semantic integration processes are assumed to involve the STG/STS and the basal ganglia
(BG; Friederici, 2011).

As far as this study is concerned, the involvement of the anterior temporal lobe (TL),
as suggested by Friederici (2011), will be discussed in more detail. The lateral anterior TL
was found for sentences over word lists (i. e. syntax vs. non-syntax; Friederici et al., 2000;
Humphries et al., 2006; Mazoyer et al., 1993), and meaningless pseudoword sentences over
meaningless pseudoword lists (Friederici et al., 2000; Humphries et al., 2006), which lead
to the conclusion that whenever syntactic structure has to be processed (in sentences versus
word lists), the anterior STG is involved (Friederici, 2011). Note that the evidence for
syntactic structure processing in anterior TL is stronger than for semantic processing. The
above mentioned studies, for example, did not reveal activation for semantic processing
in the comparison of real-word stimuli and pseudoword-stimuli (Friederici et al., 2000;
Humphries et al., 2006).

Furthermore, syntactic ambiguity was reported to engage the inferior parietal lobe and
the MTG anterior to HG (Tyler & Marslen-Wilson, 2008), semantic sentence ambiguity
was found to activate the left posterior temporal cortex including STS, MTG and inferior
temporal gyrus (Rodd et al., 2005). Both also activate the left IFG (Tyler & Marslen-Wilson,
2008).

The left IFG (specifically Broca’s area, encompassing BA 44 and BA 45) has always
been considered to play an important role in language comprehension, but its exact func-
tions are still a matter of debate (for a review see Friederici, 2011). Evidence from various
studies though reported the frontal operculum for syntax processing, suggesting BA 44 as
being a most critical region for processing syntactic complexity (Friederici, 2011). Studies
also suggest the role of BA 45 in semantic processing (e. g., Thompson-Schill et al., 1997;
Friederici, 2012), or assume a gradient of phonological-syntactic-semantic processing along
the posterior-anterior axis of the IFG (Hagoort, 2005). Regarding lateralization, syntactic
processes showed a clear left-lateralization of the temporo-frontal network while semantic
processes seem to be less lateralized.

In contrast, suprasegmental prosodic information was found to recruit a temporo-frontal
network in the right hemisphere (superior temporal and fronto-opercular cortices; Meyer
et al., 2002), which is in close interaction with the left hemisphere through the posterior
portion of the corpus callosum (CC; Friederici et al., 2007; Sammler, Kotz, et al., 2010),
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connecting the temporal structures of both hemispheres (for more details about prosodic
processing, see below).

Of special interest for the current thesis is the processing of segmental information, such
as phones and phonemes, and suprasegmental information, such as prosody. Therefore the
following paragraphs focus on these specific components in speech.

1.1.1 Processing of Words in Speech

Language uses units on several levels that can be combined in many different ways. Seg-
ments, such as phones (i. e. articulated speech sounds) and phonemes (i. e. meaningful
segments, such as consonants and vowels) are combined to form words. This phonetic
and phonological aspect of speech, the segmental information (suprasegmental informa-
tion, such as prosody, is discussed in the following section), is the topic of this section. In
comparison to other sound systems, such as environmental sounds or instrumental music,
words as well as larger units, such as sentences might be speech-specific, and the question
remains whether speech-typical factors can be demarcated from others and whether there
are speech-selective areas in the brain.

In a study on the intelligibility of speech sounds, regions processing phonetic infor-
mation and intelligible speech were investigated (Scott et al., 2000). Intelligible speech
was contrasted with so called rotated speech, which has very similar temporal and spec-
tral pattern to ordinary speech, but does not contain phonetic features (Blesser, 1972), i. e.
functional acoustic properties that carry meaningful information, and is not intelligible as
the acoustic information is masked or degraded by spectral rotation. Intelligible speech was
also presented as so called noise-vocoded speech (Shannon et al., 1995), in which fine spec-
tral details are removed and thus hampers the extraction of phonetically relevant properties,
consequently affecting intelligibility. Furthermore, a combination of both, so called rotated
noise vocoded speech, does not convey pitch and phonetic information. A region ventro-
laterally to HG responded to all types of stimuli, phonetic information was processed in
pSTS and ventrolateral STS, and intelligible speech followed an anterolateral stream from
PAC with responses from mid left STS and anterior STS (see also e. g., Davis & Johnsrude,
2003; Liebenthal et al., 2005; Zekveld et al., 2006; Obleser et al., 2007). In the same vein,
Obleser et al. (2006) found the aSTG activated for vowel sounds over non-speech (band-
passed noise) stimuli.

A recent meta-analysis by F. Samson et al. (2011) confirmed this pattern by compar-
ing intelligible speech to unintelligible spectro-temporally complex sounds and reported
speech-related activity in lateral non-primary superior temporal regions, specifically in pos-
terior STG, and anterior and middle STS. They reported engaged areas beyond auditory
cortex in left IFG and prefrontal cortex and proposed an expanded hierarchical model of
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Figure 1.1: (A) Anatomical and cytoarchitectonic details of the left hemisphere. Major language rel-
evant areas are color coded such as the superior temporal gyrus, middle temporal gyrus and inferior
temporal gyrus, along with the Brodmann areas (BA). (B) Brain basis of auditory sentence compre-
hension (both taken from Friederici 2011). While syntactic, semantic and syntactic-semantic inte-
gration processes are supported by networks in the left hemisphere, the right hemisphere supports
prosodic information processing. Syntax (in the left) and prosody (in the right hemisphere) interact
via the posterior portion of the corpus callosum. For further explanation see text and Friederici
(2011).



12 Chapter 1. Language Processing

speech processing: originating from PAC and extending in non-auditory regions, such as
motor, premotor and prefrontal regions (see Figure 1.2).

Figure 1.2: Activation Likelihood Estimation maps showing clusters of activity related to vocal
sounds (dark blue) and intelligible speech (pale blue; taken from Samson et al. (2011).

By contrast, C. J. Price et al. (2005) argued that there are “no micro-anatomical struc-
tures dedicated to speech in the human brain” (C. J. Price et al., 2005, p. 275) – the regions
were shared with the processing of other, non-verbal stimuli. They base their claim on
a meta-analytic comparison of speech (i. e. sentences and words) with different kinds of
stimuli such as meaningful sounds or music melody and pitch chroma. As they found over-
lapping areas for music and speech, this topic is further discussed in Chapter 3.

To further explore the involvement of the temporal lobe in speech and language pro-
cessing for the current thesis, a quick glance at lesion studies is useful. Patients with lesions
in the posterior part of the STG suffer from Wernicke’s aphasia (Wernicke’s area in pSTG;
Eggert, 1977), exhibiting fluent speech, but displaying impaired repetition and impaired
auditory comprehension (i. e. word repetition, non-word repetition, digit span and phono-
logical discrimination). Only recently it has been shown that the impairment is not only
restricted to the acoustic-phonological analysis (associated with pSTG) but was also found
for semantic cognition (associated with pMTG and angular gyrus), suggesting a dual deficit
in Wernicke’s aphasia (Robson et al., 2012).

To conclude, an auditory hierarchical organization has been suggested, with primary au-
ditory areas on the superior temporal plane responding rather indistinctively to all sounds,
and more anterior, lateral and ventral association areas in the STG and STS showing sensi-
tivity to spectro-temporal complexity and linguistic intelligibility (Binder et al., 2000; Scott
et al., 2000; Narain et al., 2003; Poeppel, 2003; Giraud et al., 2004). Different aspects of
speech and language processing could be defined in the temporal lobe, but the demarcation
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of speech to other meaningful sounds is still a matter of debate. In the following chapters
of this thesis, the demarcation to music will be discussed.

1.1.2 Processing of Pitch in Speech

In speech, the closest analog to melodic contour is the trajectory of fundamental frequency
(F0) over time, which is commonly called intonation. Intonation is a basic part of the or-
ganization and perception of spoken language and contributes to marking the boundaries
of structural units (intonational phrase boundaries) distinguishing pragmatic categories of
utterances (e. g., statement, question, command), and to signaling focus (Lehiste & Meltzer,
1973; Bolinger, 1989). These linguistic prosodic cues can help disambiguate syntactically
ambiguous sentences through structural segmentation of speech (Magne et al., 2003; Stein-
hauer et al., 1999). Note that language conveys a second type of prosodic information -
emotional prosody, which indicates a speaker’s emotional state or emphasized content on
an emotional basis. Considered as an extralinguistic cue it is not germane to this thesis. The
third type of linguistically relevant intonation is lexical tone (e. g., in Mandarin), which is
interesting to look at in combination with musical tone and will be discussed in turn.

Neurocognitively, it appears that the right hemisphere shows a specialization for
suprasegmental prosodic information whereas the left hemisphere shows a relative pref-
erence for processing segmental information (e. g., Friederici & Alter, 2004). A model
on cerebral lateralization of speech concludes that (1) there is a strong bilateral sensitivity
to speech perception and (2) that the right superior temporal lobes support the processing
of slowly changing spectral information, namely the pitch contour in spoken utterances
(Poeppel, 2003). Imaging studies suggest that the right hemisphere is responsible for the
processing of suprasegmental linguistic prosody (Meyer et al., 2002, 2004; for a review see
Friederici & Alter, 2004; Friederici, 2011).

Evidence from lesion studies revealed cases of specific deficits in speech prosody, i. e.
‘aprosodia’. Aprosodia can occur due to damage to the right or left hemisphere (Ross,
1981; Cancelliere & Kertesz, 1990; Blonder et al., 1991), however, one has to be aware of
whether linguistic or suprasegmental emotional prosodies are being probed, which was also
be shown to be processed in the right hemisphere (Schirmer & Kotz, 2006). Nicholson et al.
(2003) report a case of right-hemisphere stroke with preserved segmental speech perception,
but failure to discriminate pitch or rhythm patterns in linguistic or musical stimuli as well
as prosodic perception tasks (discriminating statements from questions).

It seems that the lateralization of prosody is not as fixed as other linguistic features such
as e. g., syntax, and can be modulated by task demands (Plante et al., 2002; for emotional
prosody: Kotz et al., 2003) and the function of prosodic pitch in language, such as tone
languages. Native tone language speakers processed tonal pitch in left-lateralized areas
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when associated with semantic meaning, but English native speakers, being unaware of the
semantic content, processed tonal pitch in right-lateralized areas (Gandour et al., 2004).

To conclude, the processing of prosodic information at the sentence level - i. e. F0 con-
tour – recruits the superior temporal cortex and the opercular cortex in the right hemisphere
(Meyer et al., 2002, 2004). The lateralization can be modulated by task demands – and the
function of the pitch patterns, e. g., being music or speech related. The following chapters
focus on pitch in music and compare pitch patterns in speech and song leading the discus-
sion along.

1.2 Summary

This chapter has tried to summarize some recent opinions on the organization of language
in the brain with special regard to the functional neuroanatomy of speech comprehension.
When language is perceived auditorily, the temporal lobe plays an important role (e. g.,
Friederici, 2011; Hickok & Poeppel, 2007; Vigneau et al., 2006). Overall, activation for
sentence processing was reported in the auditory cortex, posterior MTG and pSTG, the
angular gyrus, the anterior TL and the IFG (e. g., Friederici, 2002, 2011; Friederici et al.,
2010; C. J. Price, 2010). Starting with the spectro-temporal analysis of the incoming signal
(speech and non-speech sounds) in the HG and surrounding areas (PT, PP), the signal is
projected into different directions while further linguistic features (such as phonological,
syntactic and semantic aspects) are processed and analyzed. The STG/STS is suggested to
support phonemic information (for a review see, Hickok & Poeppel, 2007) and phonological
processing (Binder et al., 2000; Indefrey & Levelt, 2004; Liebenthal et al., 2005; Scott et
al., 2000), while the right STG/STS, is specialized in prosodic information (Friederici &
Alter, 2004; Meyer et al., 2002, 2004). It still remains unclear whether there are areas that
only respond to speech – regardless of the linguistic level of processing (syntax, semantic,
prosody). Hence, in the context of the current thesis, it is of special interest how different
features, like words and pitch patterns are processed in a different, but related field: music.
The next chapters will focus on areas involved in music processing, also in comparison to
speech.
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Music Processing

Processing music involves a plethora of mental processes, such as analyzing spectral and
temporal information in an acoustic signal, processing structure and meaning, involving
memories and emotion etc. Investigating these features especially in comparison with lan-
guage helps to understand general neural mechanisms beyond single domains.

In this chapter two prevailing models of music processing (Peretz & Coltheart, 2003;
Koelsch & Siebel, 2005; Koelsch, 2011) will be discussed. Brain regions that are relevant
for music processing will be discussed subsequently in more detail. This will be done with
special regard to how and where lyrics in songs and pitch patterns (melodies) are processed
and when the temporal lobe comes into play.

2.1 Neurocognitive Models of Music Processing

Only a few models of music processing have been proposed so far (Peretz & Coltheart,
2003; Koelsch & Siebel, 2005; Brown et al., 2006; note that Brown et al., 2006 compared
music and language processing and is therefore part of the next chapter). In the following
paragraphs, two models will be discussed. The first is based on evidence from lesion studies
which lead to musical processing deficits (Peretz & Coltheart, 2003), the second is based on
neuroimaging studies (mainly electroencephalography, EEG, but also fMRI) with healthy
participants (Koelsch & Siebel, 2005; Koelsch, 2011). Evidence from EEG studies allowed
for a model that considers the temporal component, in contrast to the first model.

2.1.1 A Model Based on Brain Lesions and Musical Disorder

The music perception model by Peretz and Coltheart (2003; see Figure 2.1) relies on the
idea of Fodorian modules (Fodor, 1983), the concept of modularity of cognitive processes.
The authors argue for the existence of a music processing module – “a distinct mental
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module with its own procedures and knowledge bases that are associated with dedicated and
separate neural substrates” (Peretz & Coltheart, 2003, p. 688). The model divides music
processing into different neuropsychological components, based on evidence from brain
damaged patients with impairments or preservations of specific musical abilities. It also
comprises language as a different module, which is processed in parallel to music. Within
the music module, pitch and rhythm are claimed being independent subsystems (Ayotte
et al., 2000; Di Pietro et al., 2004; Liégeois-Chauvel et al., 1998; Peretz, 1990; Peretz
& Kolinsky, 1993; Piccirilli et al., 2000; Vignolo, 2003), processed also in parallel and
comprising a number of encapsulated module components. The pitch subsystem contains
three modules: contour analysis, interval analysis and tonal encoding; the rhythm subsystem
contains two modules: rhythm and meter analysis.

The following processing steps are suggested: After the acoustic input has underwent
an acoustic analysis (note that no temporal order is concretely provided by the authors), all
modules would receive the input, but only the ones that were specialized for the respective
information would respond. Then both, the temporal and the pitch subsystem, would send
their information to the musical lexicon (which stores a representation of all heard musical
phrases) or the emotion expression analysis. These steps follow the vocal production plan,
which is reported in detail in turn.

Interestingly, some of the music processing components are claimed to be music spe-
cific, as individuals with a specific impairment provide evidence for it. The pitch organiza-
tion is claimed to be music specific as individuals with impaired pitch but preserved rhythm
(and language etc.) processing were found. The music-specificity of rhythm had originally
been unknown, but has recently been evidenced by a single case study under participation
of the same author. They reported for the first time an individual with beat production and
perception impairment in the musical context only. Regarding the model, a neurobiological
origin for ‘time’ distinct from pitch in music processing was stated (Phillips-Silver et al.,
2011). Note that the participants’ speech rhythm perception has not yet been tested. Note
that the emotion expression analysis is also yet not known as music specific.

Of special interest for the present dissertation is that the model proposes two distinct
processing modules: one for music and one for speech. For example, if the acoustical in-
put is a song that contains music and lyrics, it is assumed that the lyric information of the
song (the output of the early acoustic analysis) is sent to the parallel working language pro-
cessing system. This assumption comes from evidence that song and speech are processed
differently, e. g., preserved singing abilities in non-fluent aphasic patients (Hebert et al.,
2003; Racette et al., 2006) or “speech arrest but not song arrest” revealed in a transcranial
magnetic stimulation (TMS) study (Stewart et al., 2001). In the next step, the ‘acoustic-to-
phonological conversion’ forwards the information to the phonological lexicon. If the goal
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is to speak the lyrics, no interaction with the musical processing system is necessary - but
if the goal is to sing the song, the information of the phonological and the musical lexicon
will be integrated and planned for the vocal production (‘vocal plan formation’).

Figure 2.1: A cognitive model of music processing developed by Peretz and Coltheart (2003). The
model is based on patient data with circumscribed brain lesions. It divides music processing into
different neuropsychological components (grey boxes) and their communication pathways (arrows).
Brain damage may disrupt either a component or a pathway. It also comprises language as a
different module, which is processed in parallel to music.

To mention more processes that are only involved in music processing, the specificity
of music processing is furthermore described in Peretz and Hyde (2003).

2.1.2 A Model Based on Healthy Individuals

While the model by Peretz and Coltheart (2003) is based on lesion studies, the model by
Koelsch and Siebel (2005; and the updated version by Koelsch, 2011) is based mainly on
studies with healthy participants and accounts for several processing steps in music percep-
tion and their neural correlates, also specifying the temporal order of music processing (see
Figure 2.2).
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The auditory input of music passes through different processing stages and engages
a multitude of cognitive functions, comprising the basic acoustic analysis, memory and
emotions; it even affects the autonomic nervous system, the hormonal and immune system.

After the feature extraction in the auditory brainstem (the superior olivary complex and
the inferior colliculus), where both spectral and timing information are processed (e. g.,
Langner & Schreiner, 1988), and the thalamus, the acoustic information reaches the audi-
tory cortex. Here the feature extraction of basic information takes place, as pitch height,
pitch chroma, timbre, intensity and roughness (e. g., Griffiths et al., 1999; Tramo et al.,
2002; Warren & Griffiths, 2003) - the acoustic information is transformed into a percept
(e. g., frequency information into pitch height or chroma). While for most of these fea-
tures further evidence regarding the exact localization and functional integration is needed,
evidence for spectral and temporal processing is available; bilateral auditory cortices re-
sponded, but with a left hemisphere predominance for rapidly changing acoustic (temporal)
information and the right for spectral information (Zatorre & Belin, 2001; Zatorre et al.,
2002; Jamison et al., 2006; Hyde et al., 2008; Perani et al., 2010). These observations gave
further indication for a hemispheric classification for speech to the left hemisphere (higher
temporal resolution needed) and music to the right (higher spectral resolution needed). Af-
ter the feature extraction, the acoustic information is stored in auditory sensory memory
in which BA 6, 44 and 45 are involved, possibly “due to their role in attention processes,
sequencing, and working memory processes” (Koelsch, 2011, p. 4). In music perception,
grouping (Gestalt formation) has been demonstrated for timbre and loudness, proximity of
pitch or onset time and continuation of pitch (see Bregman et al., 1990). After the process
of grouping, a more fine-grained analysis of chords, melodies and time intervals follows.
Pitch relations in melodies and chords are processed successively in a melody or simul-
taneously in a chord. The interval representation was found to activate the anterior and
posterior supratemporal cortex bilaterally (Peretz & Zatorre, 2005; Liégeois-Chauvel et al.,
1998; Patterson et al., 2002), complimentary, the planum polare was found to be sensitive
to pitch intervals and sound sequences (Patterson et al., 2002; Warren & Griffiths, 2003;
Zatorre et al., 1994). On the other hand, the contour representation as part of the Gestalt
formation, was found posterior to Heschl’s gyrus in the right hemisphere, in line with the
finding that the planum temporale was found to be crucial for auditory scene analysis and
stream segregation (i. e. the identification of auditory objects; Griffiths & Warren, 2002).

In the model by Koelsch and Siebel (2005), Koelsch (2011), structure building processes
of harmony, meter, rhythm and timbre follow next. Besides the anterior STG (Koelsch,
Fritz, et al., 2005; Koelsch et al., 2002) and the ventrolateral premotor cortex (Janata et al.,
2002; Parsons, 2001; Koelsch et al., 2002; Koelsch, Gunter, et al., 2005), music-syntactic
processing activates BA 44 bilaterally, but with a right-hemispheric weighting. The acti-
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vation of BA 44 was stronger in response to irregular and therefore unexpected chords, as
the harmonic relation was less familiar than for more regular occurring chords (Koelsch,
Fritz, et al., 2005). Furthermore, meaning and emotion are assumed to interact with all of
these processes and take place during all stages of music perception. Music can activate
representations of meaningful concepts and – as speech – can transfer meaning (Koelsch et
al., 2004; Steinbeis & Koelsch, 2008b).

Figure 2.2: A neurocognitive model of music processing developed by (Koelsch & Siebel, 2005,
updated by and taken from Koelsch, 2011). The model is based mainly on data of healthy subjects
and provides information about the time course (based on EEG/MEG data) and the neurocognitive
correlates (based on fMRI/MEG data) of single processing steps.

To conclude, the models represent two prevailing views on music processing. Based
on these, the neuroanatomical underpinnings of a most crucial feature of music will be
discussed in more detail – pitch; and a special case that transports linguistic information
into music – lyrics in song. As rhythm is also an important feature it will be discussed
together with speech in Chapter 3. The following sections will discuss the question: What
is specific for pitch, melody and linguistic processing in music and when does the temporal
lobe come into play?

2.2 Functional Neurocognitive Architecture

2.2.1 Processing of Words in Music

Most research on music has been conducted with instrumental music. But there is one field
where linguistic information finds its way into music: song. In the following paragraphs,
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research on the relationship between tunes and lyrics will be discussed. Peretz and Coltheart
(2003) proposed that the lyrics of song are processed independently and in parallel to the
musical features (i. e. pitch and rhythm) in the ‘language processing system’. Evidence
comes from (1) preserved singing abilities in non-fluent aphasic patients (Hebert et al.,
2003; Racette et al., 2006), (2) the dissociation of lyrics and tunes in song memory that
have been shown after temporal lobe damage (S. Samson & Zatorre, 1991; Peretz, 1996;
Hebert & Peretz, 2001), or (3) in healthy participants where different brain signatures were
involved when listening to familiar songs that showed melodic or semantic incongruities
(Besson et al., 1998).

In contrast, interactions between the processing of verbal and musical information in
song were reported (Bigand et al., 2001; Lidji et al., 2010; Schön et al., 2005; R. L. Gordon
et al., 2010; Sammler, Baird, et al., 2010). Sammler, Baird, et al. (2010) suggested an
integrated processing of lyrics and tunes. In an adaptation paradigm healthy participants
listened to four different sets of stimuli: songs with the same tunes and same lyrics, with the
same tunes but different lyrics, with different tunes but same lyrics and with different tunes
and different lyrics. Adaptation effects for lyric repetition could be found along the STG
and STS with a larger cluster extension in the left hemisphere, adaptation effects for tune
repetition were observed in similar areas along the STG and STS with a larger activation
in the right hemisphere. Therefore, lyrics and tunes were found to interact in parts of the
STG/STS. Furthermore, the authors suggest a ‘gradient of integration’ from more to less
integrated processing along the posterior to anterior axis of the left STS, demonstrating in
a similar way the hierarchical order of auditory processing in the STG (e. g., Patterson et
al., 2002; Scott & Johnsrude, 2003). A strong integration was observed in the left mid-
STS and a weaker integration extended more anteriorly and posteriorly in the left and also
the right STG/STS. No integration (no significant interaction) was observed in the more
anteroventral part of the STS and a predominance of lyrics over tunes (see Figure 2.3).
As song combines musical and linguistic features and they therefore suggestively share the
vocal representation in the brain (e. g., production and sub-vocal rehearsal), the left dorsal
precentral gyrus (BA 6) was found as an area for integration of lyrics and tunes.

Studies on musical imagery also showed a different lateralization depending on whether
imagery was carried out with or without lyrics, in which the secondary auditory cortex was
reliably found (Halpern & Zatorre, 1999; Zatorre et al., 1996; Kraemer et al., 2005; Yoo et
al., 2001). Bilateral activation was found when familiar songs with lyrics were used (Zatorre
et al., 1996) and right sided activation when instrumental music was used (Halpern et al.,
2004). The absence of lyrics was suggested to cause the shift to the right and underlines the
crucial role of the right auditory cortex in pitch processing (Zatorre et al., 2002).
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Figure 2.3: Posterior-anterior gradient of integration of lyrics and tunes (taken from Sammler, Baird,
et al., 2010). The left mid-STS showed a strong integration and in the STS anteroventral to this, no
integration, and a predominance of lyrics over tunes.

Other studies compared sung and spoken sentences directly to show word processing in
speech and music. Before going into more detail, it should be noted that these approaches
are infected by additional activations due to melodic and rhythmic processes. A clear acti-
vation pattern for word processing in song is only possible if underlying parameters such as
melody and rhythm are eliminated first. Such an approach was done by Schön et al. (2010),
who compared three-syllabic sung words with a vocalized stimulus (same melody sung on
syllable) to isolate brain activations specific to words in sung stimuli. For the words in song
(Schön et al., 2010 referred to it as ‘speech’ or ‘language processing’) a pronounced left-
hemispheric involvement in the STG, STS and MTG was found, also activations in the left
IFG (BA 9, 45 und 47) and the precentral gyrus (BA 6, more ventral compared to Sammler,
Baird, et al., 2010, as a region of separation, not integration). Referring to the function of
the remaining brain areas activated by this contrast, Schön et al. (2010) suggested that these
areas reflect the phonological and semantic processing of speech/language. The study did
not provide a comparable contrast of spoken words compared to vocalized prosody. The
current dissertation will give further insights on brain areas involved in word processing in
song and speech (see Chapter 3).

To conclude, lyrics and tunes were suggested to be processed in integration to some
degree but to diverge at some point. Lyrics and tunes (or words and melodies) share most
probably the secondary auditory cortex and posterior and anterior parts of the STG and STS.
Divergence was found for lyrics in an anteroventral part of the STS, the MTG and the left
IFG - areas involved in language processing (see Chapter 1). Overall, a left-hemispheric
lateralization for lyrics in song was suggested.
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2.2.2 Processing of Pitch in Music

Pitch is considered the fundamental component of music (throughout different cultures;
McDermott & Hauser, 2005). Pitch can be defined as “that property of sound that enables
it to be ordered on a scale going from low to high” (Acoustical Society of America Stan-
dard Acoustical Terminology, cf. Randel, 1978). Pitch is closely related to frequency, but
frequency is an acoustic event whereas pitch is a percept - sound wave oscillations mapped
tonotopically in the cochlea and the auditory cortex.

Pitch presented (1) in a row builds up a melody (patterns of pitch over time), (2) si-
multaneously builds up a chord and (3) simultaneously in a row (two or more melodies
simultaneously) builds up harmonies. These sequential and simultaneous pitch structures
follow rules according to e. g., Western tonal music using tonal keys – the frame that defines
which notes within the octave are allowed to be combined (cf. Lerdahl & Jackendoff, 1983).

To assign these different processes to brain areas is still at an early stage – especially
for tonal analysis. Pitch analysis in the brain starts with analyzing the physical stimulus
properties, which is common to all perceived sounds, and takes place in sub- and cortical
structures of the auditory ascending pathway: periodicity (Langner, 1992), temporal reg-
ularity (Griffiths et al., 1998; Gutschalk et al., 2002) and frequency spectrum, which is
represented bilaterally in a tonotopic map (running from low to high) that mirrors the pitch
map in the cochlear (Formisano et al., 2003; Bendor & Wang, 2005; Pantev et al., 1989).

Exceeding the (pitch) processing in the primary auditory cortex (PAC), the informa-
tion enters surrounding areas. Studying pitch strength has shown that varying the temporal
structure (Gutschalk et al., 2004; Patterson et al., 2002) and the spectrum (Penagos et al.,
2004) involves the secondary auditory cortex, rather than the primary auditory cortex. That
region in anterolateral Heschl’s gyrus (HG) was found in many fMRI studies, e. g., subserv-
ing the processing of fixed pitch (Patterson et al., 2002), pitch direction (Johnsrude et al.,
2000), pitch sequences (Warren & Griffiths, 2003) and pitch salience (Penagos et al., 2004).
Together with converging evidence from primates (Bendor & Wang, 2005), these results
suggest the existence of a ‘pitch center’ (Griffiths, 2003) in lateral HG that represents the
pitch of individual notes. This ‘pitch center’ seems to represent pitch as a percept, rather
than the physical properties of the stimulus - this is a critical point about pitch, as the rela-
tionship between pitch as a percept and its physical attributes is still under debate (Plack et
al., 2005).

The divergence from PAC happens with increasing stimulus complexity. In line with
results from fMRI studies, a hierarchy of pitch processing seems to exist. While noise is
processed in HG and fixed pitches (vs. noise) in secondary auditory cortex, pitch sequences
(variable vs. monotonous pitch) exceed into anterior and posterior STG with different hemi-
spheric weighting (Griffiths et al., 1998; Patterson et al., 2002; see Figure 2.4). Posterior
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Figure 2.4: Pitch processing in superior temporal cortex (taken from Patterson et al., 2002). Av-
eraged maps of Heschl’s Gyrus of nine participants are shown in white, changes in brain activity
(BOLD response) are shown in color. Noise versus silence (blue) activate primary and secondary
auditory cortex, planum polare and planum temporale. Fixed pitch versus noise stimuli in a similar
spectrum (green) activate secondary auditory cortex. Diatonic (green) and random (cyan) melody
versus fixed pitch in a monotonic sequence activate lateral Heschl’s gyrus, posterior superior tem-
poral gyrus and planum polare.

regions of secondary auditory cortex process pitch height and anterior regions process pitch
chroma or pitch class (e. g., all the notes called ‘C’ on a piano keyboard; Warren & Grif-
fiths, 2003; see also Tervaniemi & Huotilainen, 2003 for converging evidence from the
event-related potential, ERP). Interestingly, no significant difference was found between
random tone sequences and tone melodies. Maybe, the rule-based system of tonal music is
not applicable at this point – and in this contrast. When rule-based structures are tested in
music processing, frontal lobe areas come into play. Experiments with fulfilled and unful-
filled expectations in chord sequences (Koelsch, Gunter, et al., 2005) and orchestral music
compared with scrambled music (Levitin & Menon, 2003) revealed activations in frontal
areas (e. g., BA 44). This is overlapping with syntax processing in speech (e. g., Friederici,
2011), but with a different hemispheric involvement: for speech on the left, for musical
syntax bilaterally with a right-hemispheric weighting.

Many findings have shown that musical pitch processing preferentially involves right
auditory cortical structures. For example, studies of brain-lesioned patients have shown that
the right auditory cortex is critical for melody discrimination (Milner, 1962), perception
of missing fundamental pitch (Zatorre, 1988), direction of pitch change (Johnsrude et al.,
2000) and in using melodic contextual cues in pitch judgments (Warrier & Zatorre, 2004).
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Consistent evidence comes from neuroimaging studies of normal subjects, showing that
right secondary auditory regions are central in various aspects of musical pitch processing,
such as in melodic processing (Patterson et al., 2002; Zatorre et al., 1994), imagery for tunes
(Halpern & Zatorre, 1999), pitch judgments within melodies (Zatorre et al., 1994), discrim-
ination of pitch and duration in short patterns (Griffiths et al., 1999), reproduction of tonal
rhythmic patterns (Penhune et al., 1998), timbre judgments in dichotic stimuli (Hugdahl et
al., 1999) and detection of deviant chords (Tervaniemi et al., 2000).

The perception of melody in terms of its contour has revealed different results regarding
lateralization. With ‘contour’, the ups and downs of a melody are described. The contour
can change on a global level, defining the ups and downs, and on a local level, defining the
precise distance between pitches. Based on the mean task performance of lesion patients
testing the detection of the global and the local contour, the results indicated global struc-
ture processing in the right and local structure processing in the left hemisphere (Peretz,
1990; Liégeois-Chauvel et al., 1998). This result was challenged by an fMRI study with
healthy participants, showing a bilateral posterior STS (pSTS) involvement for the local
contour (interval differences with preserved direction) and a left pSTS involvement for the
global contour (violation in interval direction; Stewart et al., 2008). By revisiting the afore-
mentioned patient studies, Stewart et al. (2008) showed that the results revealed variance
on single level and the proposed lateralization can therefore only account for some of the
patients. Furthermore, the study by Stewart et al. (2008) is further evidence for a cortical
hierarchy of melody processing. Contrasting the local with the global structure revealed the
right planum temporale (PT) and the pSTS for local structure, suggesting that “the global
structure of a pitch sequence acts as a ‘framework’ on which the local detail is subsequently
hung” (Stewart et al., 2008, p. 1).

A recent study by Lee et al. (2011) investigated melodic contour processing with a
multivariate (MVPA; see Chapter 6.1.1) approach. Comparison of diatonic ascending and
descending melodic sequences (5 notes per sequence) revealed discriminating brain regions
in right mid-STS, left inferior parietal cortex (IPC) and anterior cingulate gyrus (ACC).
These results underline the importance of the right mid-STS in melodic contour processing.
Further, the left IPC has also been found in other studies using musical stimuli (e. g., Janata
et al., 2002; Foster & Zatorre, 2010; Klein & Zatorre, 2011), suggesting that the IPC is
somewhat important in melodic processing (for further discussions see Chapter 3.6).

It is challenging to take all these results together and form a full picture of musical
melody processing in the brain. Stewart et al. (2006) meta-analyzed case studies with ac-
quired amusia and summarized the functional architecture of (1) pitch interval, (2) pitch
pattern (melodies) and (3) tonal structure in the musically deficient brain. Results are listed
here shortly, for a detailed explanation see Stewart et al. (2006). (1) For impaired pitch
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difference detection, subcortical structures, the ascending auditory pathway or PAC were
mentioned; for impaired pitch direction discrimination, the right lateral HG. This is in line
with the aforementioned studies, as the frequency spectrum is represented in PAC and PT
(e. g., Formisano et al., 2003; Penagos et al., 2004) and the lateral HG, representing a ‘pitch
center’ (Griffiths, 2003). (2) Analysis of pitch patterns was associated with lesions poste-
rior to HG (PT and parieto-temporal junction) and in anterior STG; discrimination of pitch
patterns was found after right but not left temporal lobectomy, in line with a suggested pitch
processing hierarchy in the STG/STS (e. g., Patterson et al., 2002; Stewart et al., 2008). (3)
Tonal analysis was disturbed with lesions in right lateral HG, PT, parieto-temporal junction,
insula, anterior STG and frontal operculum (see Figure 2.5), in line with a more right lat-
eralized processing of musical pitch (e. g., Patterson et al., 2002; Zatorre et al., 2002) and
the involvement of higher-order areas, such as frontal areas, in rule-based music processing
(e. g., Koelsch, Gunter, et al., 2005).

Figure 2.5: Critical brain substrates for musical listening disorders across studies (taken from Stew-
art et al., 2006). The schematic axial brain section includes all key anatomical areas involved in
music listening, the superior temporal plane (light grey) and the middle/inferior temporal gyrus
(dark grey, in exploded view) are color coded. Labels are included on the left graphic. The right
graphic shows critical brain substrates for pitch processing: pitch interval (light blue), pitch pat-
terns (dark blue), tonal structure (purple) and timbre (yellow). amyg = amygdala; aSTG = anterior
superior temporal gyrus; bg = basal ganglia; cc = corpus callosum (in black); fr = frontal; hc =
hippocampal; HG = Heschl’s gyrus; ic = inferior colliculi; i = inferior; ins = insula; l = lateral; m
= medial; thal = thalamus; PT = planum temporale; TG = temporal gyrus. For further information
see Stewart et al. (2006).

2.3 Summary

Music engages the brain on many levels. Subcortical and cortical structures are involved
in processing the different features comprising music such as pitch characteristics, melody,
harmony, rhythm, meter, structure, emotions, semantics and even more. How the brain
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treats pitch patterns (melodies) and how the temporal lobe comes into play, is of special
interest for the current dissertation.

The right secondary auditory cortex is central in various aspects of musical pitch pro-
cessing, suggestive of a ‘pitch center’ in lateral HG (Griffiths, 2003). Pitch patterns, i. e.
melodies, are distributed along the STG and STS, following a pitch processing hierarchy
along the anterior STG with a right-hemispheric predominance (Patterson et al., 2002).

Furthermore, an ongoing debate is whether pitch and rhythm are independent processes
or intertwined. A cognitive model on music processing claimed that the temporal organi-
zation was processed independently from pitch (see model by Peretz & Coltheart, 2003,
Chapter 2.1.1). Levitin and Tirovolas (2009) stated that a prevailing view was that pitch,
rhythm, and loudness are processed separately and then come together later (where ‘later’ in
neural processing time may be 25-50 ms later) to give us the impression of a fully realized
musical object or phrase. Moreover, a double dissociation of music and language has been
claimed (Peretz & Coltheart, 2003), but also integrated processes for lyrics and melodies
were found in the anterior and posterior STG/STS, with a strong integration in left mid-STS
(Sammler, Baird, et al., 2010).

To conclude, music consists of spectral and temporal properties, forming melody,
rhythm and (in song) lyrics/text - this is congruent with speech processing. Therefore,
comparing both domains is quite obvious. The next chapter will compare the features of
both domains and lay out the state-of-the-art research.



Chapter 3

Music and Language

When music was recognized as a unique tool to investigate the brain’s functions, it was
obvious to compare it with language – to gain closer insights of one through the other.

In how far they are homologues or even constitute separate domains is still a matter of
debate. In the previous chapter, two models on music processing were presented. Peretz and
Coltheart (2003) claimed for separate modules of music and language processing. Koelsch
(2011) demonstrated similarities between music and language on all levels referring to the
language comprehension model by Friederici (2002; the updated model of 2011/2012 is
described in Chapter 1) which is in close correspondence with Koelsch’s music processing
model.

3.1 A Double-Dissociation of Music and Language

Peretz and Coltheart (2003) claimed for parallel modules of music and language process-
ing evidenced by special, mostly individual cases which show exclusive impairments in
either the music or the language domain: aphasic patients without amusic symptoms (i. e.
impairment of music perception) and amusics without aphasic symptoms.

‘Aphasia without amusia’ was reported in professional (classical) musicians (for an
overview see Sergent, 1993), of which Maurice Ravel (1875–1937; Amaducci et al., 2002;
Henson, 1988) is probably the most popular one. He suffered from a progressive cerebral
disease of uncertain etiology with an assumed prominent involvement of the left hemi-
sphere. Aphasia, apraxia, agraphia, and alexia and the loss of the ability to compose were
appendant - but he was still able to recognize and remember his own work up to a few weeks
before his death. Another case is the Russian composer Vissarion Shebalin (1902–1963;
Luria et al., 1965) who had two strokes. In Shebalin’s case a postmortem examination of
the brain revealed impairments in left temporal and inferior parietal regions. Suffering from
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a ‘severe sensory aphasia’, he accomplished some of his most important compositions. The
organist Jean Langlais (1907–1991) was blind from the age of two, but counts as one of the
most successful French composers. After cerebral hemorrhage in the left temporo-parietal
region, he became aphasic, alexic and agraphic but kept composing and improvising with
no loss in the ability to read musical notation (in braille; Signoret et al., 1987). Two more
cases can be mentioned, which are less well reported and both composers died shortly after
the initial illness. Benjamin Britten (1913–1976), a British composer, had a stroke from
which he suffered briefly from aphasia, which did not seem to influence his musical skills
(Henson, 1988). George Gershwin (1898–1937), had a glioblastoma in the right temporal
lobe. The course of illness was only brief with no obvious signs of cerebral dysfunction
(Carp, 1977). He died after an operation at the age of 38.

To summarize, with a (probably) left-hemispheric impairment, all cases were reported
to be still in possession of their musical abilities. The cases with the best foundations were
Shebalin and Langlais; in Ravel’s case however, a postmortem brain examination was de-
nied and only Langlais was tested systematically on his abilities, which makes those cases
more anecdotal than beneficial in a scientific context. Furthermore, all reported cases were
professional musicians, which questions that aphasia without amusia exists in the general
population. This would be of special interest, as significant functional and anatomical dif-
ferences between musicians and non-musicians have been shown (e. g., Münte et al., 2002;
Gaser & Schlaug, 2003). A generalization from these cases, leading to different modules of
music and language processing, is therefore questionable.

On the other hand cases of ‘amusia without aphasia’, which showed musical impair-
ments without language comprehension deficits, have been reported more frequently and
were tested systematically. Even without brain injuries, musical disabilities have been de-
scribed, in so called congenital amusia (for details see Chapter 5). Reported cases (amu-
sics) showed impaired pitch, melodic and sometimes also rhythmic processing. Most of
the studies showed preserved speech processing abilities, which lead Peretz and Coltheart
(2003) to the conclusion for a double-dissociation of music and language. Although, some
studies showed impaired speech processing, for example word discrimination problems in
mandarin amusics (Liu, Jiang, et al., 2012) or discrimination problems with questions and
statements (Liu, Jiang, et al., 2012; Patel et al., 1998). In a very recent study though, Peretz
et al. (2012) proved with a statistical learning test that amusics learned new words, but failed
to learn musical material.

To conclude, amusia without aphasia is more defined than aphasia without amusia –
those special cases however (as lesions and congenital impairments) are also influenced by
normal interindividual differences (between amusics this was the case in Patel et al., 1998)
and the question remains if these cases are strong enough to be taken as evidence for a
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double-dissociation of music and language. Besides these special individual cases, a variety
of studies with also healthy participants were conducted to disentangle the relationship of
music and language – and showed considerable commonalities.

3.2 A Model of Music and Language Processing

The discussion about a double-dissociation of music and language is challenged by a variety
of studies with mainly healthy participants that showed similarities and overlap between
both domains (see below). A model of music and language processing (Brown et al., 2006),
which can be seen as a compromise in the discussion about the double-dissociation as it
lays out shared, parallel and distinct features between music and language, will now be
described, supplemented by findings from different studies.

Shared features. Shared resources and overlapping activations are suggested for pri-
mary auditory processing (acoustic input) in the primary and secondary auditory cortex
(BA 41/42), and vocal motor-somatosensory processing (motor output/vocalization) in the
primary motor cortex (BA 4; Brown et al., 2006).

Parallel features. Patel et al. (1998) already suggested similar brain mechanisms for music
and speech as they share the use of structured pitch and rhythmic patterns to create meaning.
Music and speech have the same underlying parameters of sound elements: pitch (contour
and interval), duration (temporal features, as rhythm and meter), articulation, timbre, loud-
ness and spatial location (see also Levitin & Tirovolas, 2009). Out of these, a limited num-
ber of discrete elements (e. g., phonemes and notes) are formed. These discrete elements
form rule-based melodic and rhythmic phrases, unfolding over time. Phrases are generated
following a set of syntactic rules that define how the discrete elements are arranged (rule-
based sequencing). These sequential, combinatorial arrangements help the parser to decode
the auditory stream (of both domains) and to resolve ambiguity in a sentence or a musical
piece.

Irregularities in music and language were shown to be detected in the same way: pro-
cessing of syntactically unexpected words or chords revealed strong overlap of music and
language (for language: Friederici et al., 1993; Hahne & Friederici, 1999; for music:
Koelsch et al., 2000; Koelsch & Siebel, 2005). This can be explained by the fact that
both domains rely on structures and principles which we have acquired already in early
childhood (e. g., McMullen & Saffran, 2004).

To conclude, the combinatory generativity of complex sound sequences (phonology)
in music and language is suggested to be represented in parallel and partially overlapping
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in homologous brain regions of the STG/STS (BA 22; sensory center) and the IFG (i. e.
BA 44/45; motor center). Therefore, music and language show parallels at the level of
syntax and pitch contour (Brown et al., 2006, see also Swain, 1997; Patel, 2003a).

Distinct features. Brown et al. (2006) suggested divergences between language and music
at the level of meaning (or semantics; note that also parallels in meaning were suggested,
see Koelsch et al., 2004; Steinbeis & Koelsch, 2008a, 2008b) and a domain-specificity for
distinctive, information bearing functions is suggested to be in temporal areas, such as mid-
dle and inferior temporal gyrus as well as the temporal pole (BA 20, 21, 38) and temporo-
parietal regions (BA 39, 40). Also distinct between music and language are the discretiza-
tion of pitch and time (see also Fitch, 2006). As reported in the literature (e. g., Patel et al.,
2008), music employs isometric rhythms and discrete pitch, and language utilizes words
(except the special case of song). The following paragraphs will focus on these differences
between music and language in word, pitch and rhythm processing.

3.3 Word Processing in Music and Speech

Words find their way into music in songs and play a significant role in the opera and mu-
sicals. While music is possible without words (instrumental music), speech is not; despite
phrases that are meant to mimic someone else’s statement, produced on a hummed or vowel
sound, but which only work in a very clear context. Sung and spoken utterances express
meaning through words and thus share the phonology, phonotactics, syntax and semantics
of the communicated language (Brown et al., 2006). Moreover, as both stimuli are vocal,
the production processes of song and speech share the same vocal tract. But the use of
the ‘articulators’ such as lips, tongue, lower jaw, pharynx and larynx, which determine the
resonant characteristics of the vocal tract (Sundberg, 1996), differ during the production
process of both. While during song production the articulators remain more stable (with a
usually lowered larynx and a widened pharynx; Sundberg, 1996), during speech processing
they move more continuously (co-articulation processes). Furthermore, as song has to be
transported over a longer distance, articulation is usually more precise than during speak-
ing. Most typical, the vowels remain in a more stable position for a longer time than during
speech, as the vowels carry the sound in song (for an overview see Seidner & Wendler,
1978). As a last important sound characteristic specific to song, the so called ‘Singer’s For-
mant’ (Sundberg, 1970) in professional singing has to be mentioned. As it is important for
the singing voice to compete with the orchestral sound, this special formant is a strong res-
onance (around 2500-3000 Hz) which is added to the fundamental frequency and the vowel
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formants, which allows the voice to sound more powerful and brilliant and thus to project
outwards into a concert hall.

Neurocognitive studies unraveling the pure ‘word’ processing between music (i. e. song)
and speech have not been reported yet, i. e. statistically comparing sung and spoken sen-
tences or words, corrected for their pitch and rhythm information.

Two fMRI studies contrasted a sung word or phrase with a vocalized or hummed stim-
ulus with the same melody, to unravel vocalization processes (Özdemir et al., 2006) and
perception (Schön et al., 2010). Özdemir et al. (2006) revealed in a production task (repeat-
ing two-syllabic words or phrases with one second per syllable) a bihemispheric network
for ‘intoned’ (= sung) words, with activations in the pre- and postcentral gyrus, mid-STG,
STS and the IFG bilaterally. Schön et al. (2010) revealed in a perception study with a same-
different task a stronger left-hemispheric network, with the STG/STS and middle temporal
gyrus (MTG) responding bilaterally and the precentral gyrus and the IFG (BA 45, 47, 9) in
the left hemisphere (the study by Schön et al., 2010 is reported in more detail in Chapter 4).

Özdemir et al. (2006) suggested (not tested) similarities between the sung words vs.
hummed melody and the speaking vs. silence contrasts, claiming that the areas involved
in the singing output were the same as for speaking. Schön et al. (2010) assumed that the
IFG involvement represents linguistic processing in song. Both studies were missing of a
contrast speech vs. prosody to unravel regions involved in word processing in speech and to
compare words in song and speech.

It is of note that comparisons between sung and spoken utterances were reported (e. g.,
Callan et al., 2006; for a review of the literature see Chapter 4), but they do not reflect pure
word processing in both, as pitch patterns and rhythm differences in both stimuli confound
the linguistic processing.

Differences reported between song and speech are usually interpreted as reflecting the
‘musical’ aspect (mostly referring to the pitch domain) in song – note that a speech over
song contrast has not yet revealed significant results. Because of the lack in research regard-
ing linguistic processing between song and speech, it has been investigated in the current
dissertation (Chapter 11).

3.4 Pitch Processing in Music and Speech

When investigating the acoustical features of the pitch patterns (pitch contour, melodies) in
music and speech, a fundamental difference remains in the gliding, continuously changing
pitch in speech and the opposed discrete pitch in music; and while musical melodies are built
around a stable set of pitch intervals (according to Western tonal music), spoken prosody is
not (e. g., Patel et al., 2008).
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Regarding speech prosody and musical melody, Zatorre and Baum (2012) suggested
two mechanisms for processing pitch information: one focuses on contour processing, a
more coarse-grained processing and another focuses on a more fine-grained, accurate pitch
encoding. While the contour processing may overlap across music and language, a more
fine-grained pitch encoding may be specific to music. In line with this, contour processing
has been suggested to form a framework on which the ‘local’ information (i. e. interval or
fine-grained processing) is subsequently hung (Stewart et al., 2008; see also Chapter 2.2.2).
Contour in spoken prosody indicates for example a question or statement, in music the end
or the continuation of a musical phrase.

Therefore, music processing might require both processing mechanisms contour and
interval processing, and spoken prosody requires only contour processing. In music, the
ups and downs of a melody as well as the discrete relations between pitches have to be pro-
cessed in order to analyze musical scales, depending on rules of Western tonal music. As
spoken prosody is not relying on a discrete and stable set of pitch intervals, only contour
processing is necessary in order to interpret the signal. One may suggest that the discrete
relations of musical intervals require fine-grained processing and should therefore be pro-
cessed differently than prosody.

Neuroimaging studies though have mostly shown overlap for musical melody and
prosody. EEG studies revealed that musical training can enhance pitch perception in linguis-
tic material (e. g., Besson et al., 2007; Magne et al., 2006; Moreno & Besson, 2006; Schön et
al., 2004; Chobert et al., 2011). In fMRI studies, prosodic information and melodic contour
were both found to engage the right STG (in separate studies, for prosody: e. g., Friederici
& Alter, 2004; Friederici, 2011; Meyer et al., 2002, 2004; for melodic contour: e. g., Ayotte
et al., 2000; Liégeois-Chauvel et al., 1998; Peretz, 1990; Schuppert et al., 2000).

In the above mentioned EEG studies however, the musical training enhanced both con-
tour and interval perception, but if the linguistic material only required contour processing
this might explain the overlap. Keeping in line with that, the assumed overlap in the fMRI
studies might be due to shared contour processing. This needs further investigations.

In a meta-analytic review, speech was compared with other sound systems (C. J. Price
et al., 2005). The anterior STS bilaterally and the (left) posterior STS were suggested as
shared areas of speech and music. The authors suggest, as musical melodies as well as
prosodic contours need to be integrated over longer time frames, the overlap in anterior
STS was most likely due to pitch pattern processing in music and language: melody and
prosody. It is of note that the analysis did not reveal a significant lateralization of speech and
music. Interestingly, this finding was corroborated by a recent meta-analysis by Schirmer
et al. (2012): While speech showed a relatively small lateralization effect to the left, music



3.4. Pitch Processing in Music and Speech 33

did not reveal a significant lateralization at all, suggesting equal hemispheric mechanisms
for music processing.

On the basis of contour and interval processing, lateralization of prosody and melody
might also have to be reconsidered. As discussed in Chapter 2.2.2, studies have reported
divergent evidence regarding the lateralization of interval and contour processing. Overall,
the contour analysis of melody and prosody should reveal the same neural correlates, but
they should diverge at some point, revealing brain areas representing the interval processing
required in musical melody. Candidate structures to observe are the anterior and posterior
STG/STS and the IPC (e. g., Stewart et al., 2008; Lee et al., 2011).

To conclude, musical melody and prosody differ acoustically in their pitch relations
(glide vs. discrete) that should rely on different processing mechanisms in the brain. So far,
similarities for both have been assumed and overlap has been shown. This might rely on
the shared contour processing mechanism and studies were not able to tease out differences
regarding interval processing, i. e. musical melody requires presumably a fine-grained,
accurate pitch encoding to analyze the discrete pitch relations. Studies on the gliding and
discrete tone relations are required to unravel these detailed differences in which temporal
and parietal areas are of special interest.

Evidence from Lesions and Musical Disorder. As already mentioned in the beginning
of this chapter, patient data form the basis of a proposed double-dissociation of music and
language. Almost all of the presented patients exhibited musical impairments without lan-
guage impairments – so called amusics (for more details and single case studies, see Chapter
5). Amusics have been shown to exhibit pitch and melody processing deficits. As speech
contains prosody, a discussion is pending on the amusics’ prosodic perception, compared to
musical melody, and if the lesion site can give further insights on involved brain areas.

Musical impairments and prosodic impairments have been reported after right-
hemispheric lesions (for music: Liégeois-Chauvel et al., 1998; for prosody: Pell &
Baum, 1997b; for both: Nicholson et al., 2002, 2003; Patel et al., 1998), proposing shared
mechanisms for prosody and music. Patel et al. (1998) for example reported a case with
impaired musical contour and speech intonation processing with extended lesions in both
temporal lobes and the right frontal lobe. An overlap of pitch processing in speech and
music was suggested in the STG bilaterally (e. g., Patel et al., 1998).

On the contrary, a patient was reported who developed amusia without aprosodia after
a right frontal lobe resection for intractable seizures (McChesney-Atkins et al., 2003). This
case suggests that the right hemisphere has different sites for musical ability distinct from
the centers regarding prosody.
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Furthermore, authors that argue in favor of a strong dissociation between music and
language skills presented cases with amusia that only exhibited impaired processing in the
music domain. Amusia can occur after brain damage (e. g., Peretz et al., 1994; Peretz &
Belleville, 1997; Hebert & Peretz, 2001; Steinke et al., 2001), but can also be congenital
(i. e. without brain damage; e. g., Ayotte et al., 2002). Therefore, these speacial cases have
problems with the processing of the discrete pitch in music and showed even an advantage
for gliding pitch in speech (e. g., Liu, Xub, et al., 2012; see also Chapter 5).

To conclude, cognitively, amusics exhibited a dissociation between prosody and musical
melody; neuroanatomically, the literature is diverse, as the lesion sites are extended and
mixed results were reported. Studies with healthy participants on the other hand suggested
overlap between musical melody and the prosodic aspect of speech, mainly in the STG/STS
with a more right-hemispheric involvement.

In a direct comparison though – in the same study with comparable conditions –, the
acoustic differences of the pitch patterns of music and speech, i. e. discrete and gliding
pitch, should reveal differences in brain activity between prosody and musical melody. This
approach was taken in the current dissertation, using sung and spoken stimuli (Chapter 11).

3.5 Rhythm Processing in Music and Speech

Rhythm is known to be an important feature of both, music and speech. This section will
discuss similarities and differences on the acoustical and neuroanatomical level. In addition,
an example taken from the stimulus set of the current dissertation will illustrate how speech
and musical rhythm can be aligned in song.

Patel (2008) defines rhythm as “the systematic patterning of sound in terms of timing,
accent, and grouping” (p. 96). A commonality was found on the level of grouping. Group-
ing in both domains means that smaller units group together to form larger rhythmic chunks
or phrases (Wightman et al., 1992). In speech, words are not perceived as being equally
separated, neither are tones in music. Tones and words are grouped together and organized
and perceived as phrases. Even some of the acoustic cues indicating the boundaries between
phrases are similar, such as pitch drop and durational lengthening (Todd, 1985). The pitch
drop, for example, has traditionally been used as a main indicator for the end of a musical
piece and also for the end of a spoken statement (P. J. Price et al., 1991; Narmour, 1990);
this acoustical cue has also been used in the current dissertation for both, the sung and the
spoken phrases (for the sheet music of the stimuli see Appendix).

That these phrase boundaries are perceived equally in speech and music has been shown
in neuroimaging studies. An EEG (electroencephalography) component that reflects the
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perception of phrase boundaries – the closure positive shift (CPS) – was found in both
domains (for language: Steinhauer et al., 1999; for prosody: Steinhauer & Friederici, 2001;
Pannekamp et al., 2005; for music: Knösche et al., 2005).

While grouping is common to both, periodicity has been claimed to be a core difference
between rhythm in music and speech (Patel, 2003b; Patel et al., 2008). Music is perceived
as more regular than speech and leads people to synchronize their movements, e. g., dancing
or just tapping their foot or moving their head. This is typically not caused by speech. Note
that there are special cases demonstrating overlap in music and speech, as rap music or
poetry, where speech actually does induce a beat. As these two types of creative expression
are even possible, the question arises how ‘irregular’ speech actually is.

Classically, languages such as German and English were classified as ‘stressed-timed
languages’, in which stressed syllables are perceived as prominent (in contrast to ‘syllable-
timed languages’ as French and Italian). It has been claimed that they are characterized by
(roughly) equal temporal intervals between stresses (Pike, 1945), following the isochrony
hypothesis. However, pure measurements of speech did not reveal evidence for periodicity,
i. e. regular intervals between stressed syllables, and the isochrony hypothesis has been
abandoned in the 1980’s by e. g., Levelt (1989; for further references see Bertinetto, 1989
and Patel, 2008). Lehiste (1977) made the interesting suggestion that periodicity was maybe
stronger in perception than production. Therefore, the alternation of stressed and unstressed
syllables may function as a temporal and structural cue in speech comprehension which
allows predicting when the next stressed syllable is likely to occur (Large & Kolen, 1994;
Mattys, 1997). For communication, regularity in speech rhythm was shown to be important
for the facilitation of semantic sentence processing by regular meter (see below; Rothermich
et al., 2012) and by the interaction of rhythm and higher level linguistic faculties, such as
syntax (Schmidt-Kassow & Kotz, 2009).

Music also shows alternations of stressed and unstressed events (e. g., tones) which
follow a regularly timed beat (or an isochronous pulse) and are grouped in multiples of
two or three in terms of how many beats constitute a basic unit. In contrast to rhythm, this
regular occurrence of beats is defined as meter (cf. Lerdahl & Jackendoff, 1983). Therefore,
temporal periodicity in musical meter is much stricter than in speech and the periodicities
of music allow meter to serve as a strong mental framework for music perception. For
example, syncopated rhythms in music, where prominences are on an off-beat, are usually
perceived as metric. As stresses in speech are not as regular as in music, a phenomenon as
syncopation is not allowed in speech.

To conclude, rhythm differences in music and speech concern mainly the periodicity
(Patel, 2008), i. e. the metric conception. As pointed out by Patel (2008) “there is no ev-
idence that speech has a regular beat, or has meter in the sense of multiple periodicities”
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(p. 194). But, linguistic metrical grids are not abstract periodic mental patterns (like musical
metrical grids) but are simply maps of heard prominences, full of temporal irregularities.
Brown and Weishaar (2010) described the differences in terms of a ‘metric conception’ for
song as opposed to a ‘heterometric conception’ for speech. For the current dissertation it
is of interest how speech and musical rhythm come together. In song, in a process called
‘textsetting’ (Halle & Lerdahl, 1993), words have to be set to metrical music without vi-
olating the pattern of stronger and weaker syllables in speech (in stress-timed languages).
This alignment facilitates the comprehension of lyrics and enhances musical beat tracking
by synchronizing neural activity with strong syllables (R. L. Gordon et al., 2011).

An example from the current thesis (see Table 3.1) is a sentence with mostly a trochaic
rhythm (two syllables following each other, first strong, second weak). In the middle of
the sentence the one-syllabic, stressed word ‘Zeit’ is followed by another stressed word
‘kommt’. In speech, these two stressed syllables can follow each other without preserving
a distinct time interval in between. In music however, the word ‘kommt’ should occur on
the next strong beat, otherwise it would sound unnatural. Therefore, the word ‘Zeit’ needs
either to be lengthened or a pause needs to fill the gap to align the verbal and the musical
accent. This example demonstrates briefly the metric conception (as suggested by Brown
& Weishaar, 2010) in music and the heterometric conception in speech and why music is
perceived as more regular than speech.

Functional Neuroanatomy. After the initial analysis of the incoming sound for periodicity
(Langner, 1992) and temporal regularity (Griffiths et al., 1998; Gutschalk et al., 2002) in
the auditory system, rhythm perception and production engages regions in the cerebellum
and basal ganglia (BG; Ivry & Keele, 1989; Janata & Grafton, 2003; Schwartze et al.,
2011; Kotz et al., 2009; Kotz & Schwartze, 2010), the thalamus, as well as motor areas
such as the premotor cortex (PMC) and supplementary motor area (SMA; Halsband et al.,
1993). Investigations of meter and rhythm processing report activations in the posterior
IFG and the STG (e. g., Aleman et al., 2005; Koelsch & Siebel, 2005; Platel et al., 1997;
Riecker et al., 2002; Tillmann & Bharucha, 2002; Zaehle et al., 2004; Geiser et al., 2008;
Liégeois-Chauvel et al., 1998; Chen et al., 2008). Activation for pure naïve passive listen-
ing to musical rhythm is reported by Chen et al. (2008) who found activations in bilateral
planum temporale (PT) and midline SMA, bilateral mid-PMC, and bilateral cerebellar
lobule IV. The most important finding was that motor regions were even activated during
passive listening. Another interesting study in this context was conducted by Grahn and
Brett (2007) who compared regular and irregular rhythms. Specific to rhythms in which
accents arise at regular intervals (which give the feeling of a simple beat), activation in the
BG, pre-SMA/SMA, and the anterior STG (aSTG) bilaterally were found.
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Internal timekeeper. In a behavioral experiment Grahn and Brett (2007) showed that met-
rically simple rhythms were more accurately reproduced by the participants, speaking for
the idea of an internal timekeeper in the brain (McAuley & Miller, 2007). The ‘timer’
might therefore be beat-based and metrically regular. Such a timer in adults may prefer-
entially support the processing of small-integer ratio temporal intervals typical of Western
music (cf. Ivry & Hazeltine, 1995; Poeppel, 1997). Moreover, it is also known that the audi-
tory system continuously searches for regularities in the acoustic signal and, once detected,
allows the listener to form predictions about upcoming events (Winkler et al., 2009). To
conclude, if stimuli induce a stronger perception of a beat they are easier to recall (Grahn
& Brett, 2007) and activate the BG, the cerebellum and auditory as well as motor regions -
maybe forming an internal timekeeper in the brain.

Taken together, song and speech share rhythm as an underlying feature, which show
similarities at the level of grouping and differences at the level of periodicity. The brain
seems to have an advantage in processing regular (musical) rhythms, speaking for an inter-
nal timekeeper that involves the BG, SMA and cerebellum, PMC, PT and aSTG bilaterally.

3.6 The Role of the Temporal Lobe

The auditory cortices and adjacent association areas in the superior temporal lobes are cru-
cial for the analysis of linguistic material, pitch and pitch patterns and rhythm as could be
seen in the above review of the literature. The importance of the TL in music and speech
processing has already been reported in detail. Within this section the crucial areas in the
TL and their functions, with importance for the current dissertation, are summed: the role
of the secondary auditory cortex (AC), the anterior and posterior STG in processing pitch
sequences (belonging to both domains) and speech.

While all incoming sound is first analyzed in the primary auditory cortex (PAC), the
secondary AC was suggested to constitute a ‘pitch center’ in the brain as all sorts of pitch
processing could be observed here (e. g., fixed pitch, pitch direction, sequences). A pitch
processing hierarchy (e. g., Patterson et al., 2002) was suggested with increasing anterior
and posterior STG involvement in pitch complexity, e. g., random and tonal pitch sequences.

These effects engage more the right hemisphere than the left, as evidenced by lesion
studies. For example, the discrimination of pitch patterns was found after right but not left
temporal lobectomy (Liégeois-Chauvel et al., 1998). The analysis of pitch patterns was
impaired by lesions posterior to Heschl’s Gyrus (HG; PT and parieto-temporal junction)
and in aSTG. Furthermore, the discrimination of unfamiliar melodies that differed in one
tone has been shown in unilateral (S. Samson & Zatorre, 1988; Zatorre et al., 1995) and
bilateral anterior TL lesions (Satoh et al., 2005). Also in anterior TL, processing rhythm
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with a regular beat and grouping were found to activate the PT and aSTG (Chen et al., 2008;
Grahn & Brett, 2007).

Regarding the posterior STG, activations were reported when contrasting the passive
listening to melodies vs. noise (e. g., Zatorre et al., 1994). Patients with unilateral cor-
tectomy of the posterior STG (sparing HG) showed pronounced deficits in the processing
of sequential pitch variations, demonstrating the critical role of this region in melody
perception (e. g., Liégeois-Chauvel et al., 1998).

Speech. First, acoustic phonological processes take place in the PAC and the PT. The in-
formation is then forwarded to the STG/STS and distributed to the anterior and posterior
part. A region anterolateral to HG was found to differentiate between speech and non-
speech sounds and even further, the aSTG was found to react to intelligible speech (e. g.,
Scott et al., 2000). The posterior STG and PT were involved in processing basic acoustic
characteristics. From the aSTG extending in frontal regions, the aSTG and the left frontal
operculum were suggested to form a network for initial local structure building. Using a
left-lateralized temporo-frontal network, semantic and syntactic relations are processed in
parallel. To be exact, the semantic network involves the middle and posterior STG and
MTG and also BA 45 and BA 47; the syntactic network (complex sentence structures) in-
volves the anterior and posterior STG/STS and BA 44. Syntactic and semantic integration
processes are assumed to involve the STG/STS and the BG. Regarding lateralization, sen-
tence comprehension involves a left-lateralized temporo-frontal network for syntax and a
less strongly lateralized network for semantic processing.

Areas in the temporal lobe were suggested to be selectively sensitive to speech sounds.
A meta-analysis suggested speech-related activity in lateral non-primary superior temporal
regions, specifically in posterior STG and anterior and middle STS (F. Samson et al., 2011).
A left lateralization in the posterior and ventral STS for morphed speech sounds compared
to morphed music sounds was suggested (Specht et al., 2009).

C. J. Price et al. (2005) on the other hand proposed that there were no speech-selective
areas in the brain – speech would share these areas with other sound systems. Overlap
between music and language was found in posterior and aSTG with no significant lateral-
ization effect, and specifically the region in aSTG was interpreted to react to both, musical
melody and prosody, as the aSTG is involved in integration of information over longer time
frames (C. J. Price et al., 2005).

In a recent meta-analysis however, claims for differences between sound classes and
the combinatorial nature of the anterior pathway in the STG could not be verified, e. g.
vocalized stimuli against music, and spoken words against environmental sounds revealed
greater activation in the STG, but did not demarcate an anterior pathway. Also, acoustic
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complexity, i. e. contrasting phonemes/syllables and tones, could not be shown to activate
aSTG more than the other (Schirmer et al., 2012).

Therefore, disentangling music- and speech-related processes in the temporal lobe is
only possible in contrast, i. e. one region is more activated by music than speech, but does
not stand for exclusiveness, as other sounds (e. g., environmental sounds, voice) might share
this region with music or speech.

3.7 The Role of the Parietal Lobe

The parietal lobe is known as an association area, subserving numerous functions, such
as attention, orientation, spatial location, spatial and non-spatial working memory, mental
imagery and rotation and task-switching (for an overview see Cabeza & Nyberg, 2000;
Culham & Kanwisher, 2001). The following paragraphs will lay out a new parcellation of
the inferior parietal cortex (IPC), its role in verbal and tonal working memory and attention,
and a novel approach to melodic pitch processing.

The IPC is defined in 7 cytoarchitectonic areas (Caspers et al., 2006, 2008) which are
grouped in 3 regions (Caspers et al., 2012; see Figure 3.1C). The intraparietal sulcus (IPS)
constitutes the dorsal border of the IPC, separating the IPC and the superior parietal cortex
(SPC). In the anterior middle IPS three areas are defined: the human intraparietal area 1
(hIP1) and 2 (Choi et al., 2006) and the hIP3 (Scheperjans et al., 2008). They are located in
the depths of the IPS, with hIP1 and 2 at the lateral bank of the IPS and hIP3 at the medial
wall of the IPS, at the boarder of hIP2 (see Figure 3.1B).

A most influential model on working memory (WM) hypothesizes the existence of a
central executive, which controls the incoming information and its distribution to two sub-
systems: the phonological loop, which is responsible for storing verbal material, and the
visuospatial sketchpad, which is responsible for the integration of visual input, spatial in-
formation and object properties (i. e. color and size; for an overview see Baddeley, 2012).
Which function of this model is associated with which area is still under debate. Classi-
cally, the IPS is involved in spatial WM, while the supramarginal gyrus (SMG, ventral part
of the IPC) is involved in phonological store (Baddeley, 2003). In a recent meta-analysis
the IPC was found to be related to shifting attention within WM (Nee et al., 2012). A more
attentional role of the anterior end of the IPS as opposed to a role in storage of information
(which was found in posterior IPS) has been suggested in visual WM (Trapp & Lepsien,
2012). The IPS has also been suggested as a multimodal or ‘amodal’ region of WM capac-
ity as it was involved in WM maintenance regardless of the modality of the stimuli (Cowan
et al., 2011); this notion is confirmed by studies on the macaque brain (for a review see
Grefkes & Fink, 2005).
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Figure 3.1: A: Schematic drawing of a lateral view of Brodmann’s brain map. B: Schematic drawing
of the intraparietal cortex, areas provided by the parcellation by Caspers et al., 2006, 2008 and of
surrounding areas as published (e. g. hIP1-2: Choi et al., 2006; hIP3: Scheperjans et al., 2008). C:
The new parcellation by Caspers et al., 2012, including the 7 areas and the 3-region model. Areas
are color coded corresponding to the receptor-based cluster segregation: rostral cluster (areas PFt,
PFop and PFcm): shaded green; middle cluster (areas PF and PFm): shaded red; caudal cluster
(areas PGa and PGp): shaded blue. Pictures A and B taken from Caspers et al., 2008; C from
Caspers et al., 2012.
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Another recent meta-analysis underlines this notion by showing no significant differ-
ence and even a conjunction in the IPS between verbal and non-verbal material (Rottschy et
al., 2012). In this meta-analysis working memory ‘core’ areas were observed and anatom-
ically labeled by reference to probabilistic cytoarchitectonic maps of the human brain: bi-
laterally in dorsal BA 44 (extending into the premotor cortex), anterior insula, (pre-) SMA,
and IPS (left areas hIP1-3, right hIP3) and lateral prefrontal cortex (LPFC), located anterior
to BA 45 in the right, slightly overlapping with BA 45 in the left hemisphere (Rottschy et
al., 2012).

Two related studies investigated the verbal and tonal WM (Koelsch et al., 2009) in
musicians and non-musicians (Schulze et al., 2011). Verbal and tonal WM showed overlap
in recruiting the typical WM network, including frontal and parietal areas. Activation peaks
were reported in BA 40 (IPC, SMG) and BA 7 (SPC). Converting the reported coordinates
and mapping them on the cytoarchitectonic map (Caspers et al., 2006, 2008, 2012) revealed
the following: Verbal and tonal WM activated area PFt in the IPC (BA 40), but only the
verbal WM extended in more dorsal areas (PFm and hIP3 in the anterior IPS). Both areas
were significantly more strongly activated for the verbal than the tonal WM. This implies
that the tonal WM might not extend in the anterior IPS.

This observation is interesting in light of recent studies which have reported activation
for musical pitch in areas hIP2 and PFm (Foster & Zatorre, 2010; Klein & Zatorre, 2011),
in which the above authors tried to exclude WM demands as a reason for the activation. To
further explore the involvement of the IPS in musical pitch tasks (also in comparison with
phoneme tasks), relevant studies are reported in detail in the following.

The role of the IPS in music or melody or pitch processing was already discussed in a
study by Zatorre et al. in 1994 in which the pitches of the first and last notes of melodies
were compared with listening to unfamiliar tonal melodies. In that study they could not rule
out the task influence but speculated “given the widely acknowledged role of inferior pari-
etal regions in spatial processing that a recoding of pitch information may be taking place
during the performance of this task” (Zatorre et al., 1994, p. 1916). A row of subsequent
studies found IPS involvement in musical tasks, suggesting that the IPS may play a role
in dealing with the frequency relationship between stimuli. IPS involvement was found in
discrimination tasks for large pitch shifts (Rinne et al., 2007), in auditory feedback moni-
toring for vocal regulation following pitch-shifts (Zarate & Zatorre, 2008) and furthermore
suggesting an interaction with the right posterior STS in order to extract the directionality
of a pitch-shift (Zarate et al., 2010). Getting closer to the exact role of the IPS in musical
pitch processing, two recent studies examined relative pitch in melodies and chords while
trying to control for other influential factors, such as task demands and cognitive load. As
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these two studies are in close correspondence to the current work, they will be described in
more detail.

In an fMRI study Foster and Zatorre (2010) investigated the neural substrates of relative
pitch. Participants were required to perform a same/different discrimination task on simple
and transposed melodies, together with two control tasks, a rhythm discrimination and a
phoneme discrimination task. Shared activation for all tasks was found in auditory areas
and the ventrolateral frontal cortex (VLFC) and distinct activation for the transposed melody
task in the IPS. As all tasks shared cognitive demands, such as auditory perception, working
memory and a discrimination judgment, the authors argued against the IPS involvement due
to cognitive load per se by showing that the BOLD signal was not related to e. g., the number
of items used in the melody task. Furthermore, Foster and Zatorre tested for task difficulty
(between the two melody tasks) and ruled out differences in attentional demands or effort-
related factors. They even demonstrated a correlation between a (higher) IPS activation and
(better) behavioral performance. As the anterior IPS was only activated in the transposed
melody task, the authors suggest that the IPS reflects relative pitch encoding which is a
fundamental element in music perception. This interpretation will be discussed in more
detail together with the result from another study, which will now be described.

Klein and Zatorre (2011) investigated categorical perception in music, using stimuli that
crossed the minor/major boundary compared to stimuli that changed absolute frequency (the
whole chord changed in frequency, not only one tone within the cord). The authors used
comparable paradigms (habituation and adaptation) as previous studies on the categorical
perception of phonemes (Liebenthal et al., 2005; Joanisse et al., 2007). While phoneme
tasks showed activation in left STS, Klein and Zatorre found for the music task activation
in the right STS and additional activation in the IPS bilaterally. Neither Liebenthal et al.
nor Joanisse et al. found the IPS in the phoneme studies. Interestingly, the above mentioned
study by Foster and Zatorre (2010) did not reveal IPS activation for the phoneme task either.
Klein and Zatorre suggested that this together with the findings by Foster and Zatorre point
to a role of the IPS in differentiating interval types in stimuli. As Klein and Zatorre com-
pared two similar oddball stimuli (in an adaptation paradigm) it can be assumed that those
most probably did not differ in cognitive load; however, Klein and Zatorre did not discuss
this possibility, as the focus of the study was on the involvement of the right STS and the
IPS activity was not a result they had predicted.

Taken together, the IPS might become a region on the list of predictable areas involved
in musical pitch processing. It is interesting that the IPS was found in studies using musical
pitch tasks, but not in comparable non-musical (e. g., phoneme) tasks. While one most
probably can never be sure in how far a different cognitive demand (e. g., working memory,
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monitoring, difficulty, attention) influences the activation of the IPS, the evidence that points
to a role of the IPS in encoding musical pitch in some way, is too strong to be negated.

3.8 Summary

The possibility for a double-dissociation of music and language processing was discussed
and individuals with impairments in one dimension but not the other were reported as ev-
idence. Amusics revealed problems with processing the discrete pitch relations in music
but showed an advantage for processing the gliding pitch in speech (Liu, Xub, et al., 2012).
On the contrary, evidence from studies with healthy participants revealed overlap between
music and language (e. g., by comparing leading music and language processing models,
such as Koelsch, 2011; Friederici, 2011).

Music and language share undoubtedly the primary auditory analysis, processing pe-
riodicity, spectral and temporal information. Overlap between both was suggested in the
use of structured pitch and rhythm patterns (e. g., on the level of grouping). Distinct fea-
tures are the discretization of pitch and time. A fundamental difference remains in the
gliding, continuously changing pitch in speech and the opposed discrete pitch in music. It
has been suggested that both, musical melody and prosody require a more coarse-grained
processing to analyze the contour, but only musical melody requires a more fine-grained,
accurate pitch encoding to analyze interval relations, assuming different neural correlates
for melody and prosody (Zatorre & Baum, 2012). However, musical melody and prosody
were suggested to be processed in overlap in the (anterior) STG (e. g., Patel et al., 1998;
C. J. Price et al., 2005) in the right hemisphere (e. g., Nicholson et al., 2003; Patel et al.,
1998; Meyer et al., 2002, 2004; Liégeois-Chauvel et al., 1998). Regarding the temporal
domain, music and speech differ in their metric conception, with music being periodic (fol-
lowing an isochronous pulse), while a more heterogenous conception for speech rhythm
was suggested (Brown & Weishaar, 2010).

Furthermore, music and language share the linguistic dimension - words in music occur
in song. As no direct comparison of the word processing in song and in speech has yet been
reported, results from related studies suggest that sung and spoken words (being linguistic
features) should be processed in overlap. It is of note that song and speech differ in the
articulation of (mainly) vowels, which remain longer in a stable articulatory position in
song, maybe causing differences in the neural representation. Thus, it is of value to compare
words in speech and lyrics in song to test the relationship between music and language.

The next chapter will engross the thoughts about the relationship between music and
language through focusing on their closest approximations – song and speech.



Chapter 4

Song and Speech

The separability of song and speech is in focus of this chapter. Therefore some evolution-
ary and developmental considerations, as well as evidence from production and perception
studies, will be laid out trying to draw a more complete picture of both features.

As stated, our use of language might be the most distinguished feature between us and
any other being – not so with singing. Song is agreed to be present in many non-human
species, as for example birds, whales and gibbons – overall the ability to sing are supposed
to have about 5400 species, and even some are able to learn and even compose new songs
and also to improvise (for an overview see Wallin et al., 2000; for birdsong see e. g., Marler,
1970). This fact that singing is not unique to the human species, as language, one might
assume that singing as a form of communication was used before speaking, but still, it is
not known when the human species started singing and speaking (Altenmüller & Grossbach,
2002).

In children’s development singing and speaking emerge in parallel – both without spe-
cial vocal training or musical or language tutoring (for an overview see Welch, 2005). Chil-
dren sing spontaneously around the age of one and by the age of 5 they have developed
a state of singing ability that will remain in this state, if not further trained, by adulthood
(Dowling, 1999). Thus, comparing singing and speaking means comparing two phenomena
that are deeply rooted in humans. Singing seems to be as natural as speaking for humans
and therefore it is not surprising that singing can persist, while the ability to speak is im-
paired as reported in patients with severe expressive aphasia and their preserved ability to
sing familiar songs although they are widely unable to speak (e. g., Amaducci et al., 2002;
Hebert et al., 2003; Warren & Griffiths, 2003; Yamadori et al., 1977; Straube et al., 2008).

These considerations are interesting in the light of most imaging studies that show a
stronger and wider network involved in song than in speech – it is not clear yet why this
is the case. Including data and results from related subjects (e. g., song and speech in
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production) is therefore necessary to help understand the functions of song and speech in
the brain.

4.1 Similarities and Differences between Song and Speech

As song is part of the music domain, and speech is part of the language domain, similarities
and differences between music and language pertain to song and speech as well. The fol-
lowing paragraphs will therefore summarize some of the afore mentioned features of music
and language (see Chapter 3) and describe how they directly apply to song and speech.

Acoustically, song as well as speech consist of sequential acoustic patterns which show
orderly variations of pitch (intonation), stress (duration and loudness) and rhythm of ele-
ments. At this level of comparison of basic acoustic parameters, music and the prosodic
aspect of speech are in close correspondence. Furthermore, both music and speech show
specific and relatively fixed developmental time courses (Trehub, 2001) and all known hu-
man societies make use of both speech and music, regardless of technological sophistica-
tion.

According to the voice-scientific view our speaking and singing behaviors exploit the
same voice as their main instrument (Sundberg, 1996; Thurman & Welch, 2000). The same
physiological mechanisms (including the throat, the vocal folds, and the larynx) generate
both speaking and singing behaviors (Sundberg, 1996, 2001). Similarities between the
prosodic aspects of language and certain aspects of music have been noted for centuries
(e. g., Steele, 1775; Bolinger, 1989). Such notions make an implicit or explicit link between
intonational and rhythmic aspects of language and the melodic and rhythmic dimensions of
music. Only later on in history, speaking and singing behaviors began to be regarded as two
different sets of vocal behavior (Welch 2005).

While sequential acoustic patterns constituting song and speech are typically studied
by different research communities, their relationship has long interested scholars from both
fields. For example, linguists have borrowed musicological concepts in building prosodic
theories (Liberman, 1975; Selkirk, 1984), and musicologists have used tools from linguistic
theory to describe musical structure (Lerdahl & Jackendoff, 1983). Analyses of acousti-
cal structure revealed that music reflects patterns of durational contrast between successive
vowels in spoken sentences, as well as patterns of pitch interval variability in speech (Patel
et al., 2006). Descending pitch contours and syllables or notes of long duration typically
mark ends of phrases in speech (P. J. Price et al., 1991) and in music (Narmour, 1990).

Acoustic differences in song and speech can be investigated by displaying the acoustic
event in a spectrogram. A spectrogram displays the frequency structure of a signal in tem-
poral succession. Time is plotted on the x-axis and frequency on the y-axis. The spectral



4.1. Similarities and Differences between Song and Speech 47

amplitude is plotted using a gray-scale. Higher amplitudes are darker and represent broad
energy bands that correspond to the formants. A formant is a pronounced acoustic reso-
nance and gives the vowel its characteristic timbre. The first two formants (lowest black
energy bands in the spectrogram) are important to forming the vowels, but formants 3 and
4 are also influenced by the vowels but to a lesser degree (for an overview see, Lindholm &
Sundberg, 2007). Spectrograms taken from the current stimulus material (see Figure 4.1)
show the spectral formation of a sentence part spoken (left) and sung (right). Two visually
striking differences in the spectrographic pattern can be observed: Firstly, the f0 frequency
(indicated by the thin black line) reveals a more stable pitch height of the vowels in song
than speech and secondly, song exhibits higher energy in the spectral band than speech,
indicated by darker amplitudes overall but especially in the third and fourth formant (above
the added white line). These formants are still present in speech but to a much lesser de-
gree. To conclude, it can be stated from the spectrogram that song has a richer spectral
characteristic than speech.

Figure 4.1: Spectrograms of stimulus set #5 from the current stimulus material with the text part
‘diese Zeit kommt der Mond hervor’, speech (left) and song (right). The approximate text distribution
is given below the graph. Time is plotted on the x-axis, frequency on the y-axis. The spectral
amplitude is plotted using a gray scale. Higher amplitudes are darker and represent broad energy
bands that correspond to the formants. The thin black line indicates the F0 frequency. The thin white
line was included to mark the boundary between the second and third formant.

Yet, singing as a feature of musical behavior and prosody as a feature of speech exhibit
pronounced differences, on the phenomenological as well as the neurophysiological level:
At the phenomenological level, song is ‘quantized’, i. e. (1) its pitches usually have discrete
relations at n· 12

√
2 (semitones in Western music) and (2) its rhythm typically shows discrete

onsets at integer multiples of the underlying metric beat or its subdivisions. Moreover, the
pitch variations important for most types of musical processing are relatively small. For
example, melodies typically use pitch changes of the order of 1/12 to 1/6 of an octave, and
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the subdivisions of the octave across cultures tend to be in this range (Vos & Troost, 1989).
By contrast, speech typically does not have this strict ‘quantized’ quality, neither in pitch
contour (which shows continuous transitions) nor in rhythmic/metric timing (except the
special case of recited poetry). Pitch variations used for intonation contours in speech tend
to be greater than half an octave, and specific interval relationships are not critical (Patel et
al., 1998).

At the neurophysiological level, contradicting views about overlap and independent pro-
cessing of language and music are held, which has already been discussed in detail in the
previous chapters (Chapter 2 and 3). This probably reflects different aspects of language
and music processing focused on in different studies – and moreover, it is a historical fact
that the relation between the processing of crucial patterns – as melody and rhythm – in
language and music has rarely been addressed empirically.

The following paragraphs will therefore review the literature on song and speech
processing and comment on critical points regarding stimulus material and experimental
design.

4.2 Song and Speech in Production

In the light of the similarities and differences listed above, the question remains as to what
extent do song and speech share neural mechanisms. The apparent overlap between acousti-
cal features of music and prosody and the hypothesis that this might be reflected in an ‘over-
lap’ in the underlying neural substrate, is further supported by some behavioral evidence,
e. g., the notion that music lessons promote sensitivity to speech prosody (Thompson et al.,
2003). Thus, musical training, by refining the frequency-processing network, facilitates the
detection of pitch changes not only in music, but in language as well (Schön et al., 2004).

A remarkable number of clinical studies (Amaducci et al., 2002; Hebert et al., 2003;
Yamadori et al., 1977; Straube et al., 2008; Pell & Baum, 1997a, 1997b; Liégeois-Chauvel
et al., 1998; Nicholson et al., 2003; Patel et al., 1998) and quite a number of imaging studies
on speech and song production (Perry et al., 1999; Formby et al., 1989; Wildgruber et al.,
1996; Gunji et al., 2007; Jeffries et al., 2003; Riecker et al., 2000; Özdemir et al., 2006;
Brown et al., 2004, 2006) suggest a neural network involving the superior temporal gyrus
and opercular and rolandic cortices as major parts. All of these studies have a clear focus on
the ability to speak and the ability to sing, i. e. these all mainly address the active production
process only. Studies investigating the perception of song and speech, surprisingly, are
sparse.

Despite the methodological problems and constraints involved with actual motor output
and overt vocalization during 3D brain image acquisition, surprisingly, most studies so far
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have investigated singing production rather than song vs. speech perception (often using ac-
tive singing, speaking, and humming as conditions). Most of the studies propose a different
lateralization for singing and speaking according to the classical model of a language/left
and music/right distribution. On the level of activation the results are rather diverse, most
probably as a result of the different conditions used for the experiment. The paradigms us-
ing actual melodies rather than one single pitch (Perry et al., 1999), can be categorized in
(1) rote singing of familiar melodies (Formby et al., 1989; Wildgruber et al., 1996; Gunji
et al., 2007; Jeffries et al., 2003); (2) repetition of melodies (Riecker et al., 2000; Özdemir
et al., 2006); or (3) invention of novel melodies (Brown et al., 2004, 2006). It is of note
that most of the studies used well-known songs and melodies for the singing condition and
highly automated word strings, such as the name of the months, or speaking the lyrics of
the song as speaking condition.

Most of the studies proposed similar networks for singing and speaking, but with a dif-
ferent distribution: A lateralization for speech to the left and song to the right was found
(Riecker et al., 2000; Jeffries et al., 2003; Callan et al., 2006) and suggested but not statisti-
cally compared (Perry et al., 1999; Brown et al., 2006); furthermore, a bilateral involvement
for singing has been suggested (Brown et al., 2004; Özdemir et al., 2006; Gunji et al., 2007).
In the following, activations found in the studies are reported.

One of the earliest positron emission tomography (PET) studies of singing suggested a
similar network for speaking and singing (motor related areas and auditory areas, as well as
the inferior parietal cortex, IPC) with a opposite lateralization for song (even in contrast to
complex pitch perception) in right auditory areas - although that study evaluated only overt
singing of a single pitch (Perry et al., 1999).

Riecker et al. (2000) used fMRI to study the production of melody, but in the absence
of words. They showed a double-dissociation for insular contributions to the task; the left
insula being more active for speech articulation; the right insula being more active for overt
singing.

In a PET study by Jeffries et al. (2003), subjects spoke or sang the words to a famil-
iar song. The otherwise rarely reported contrast speaking vs. singing revealed activation
in ‘classical perisylvian language areas’ in the left hemisphere (e. g., pSTG, supramarginal
gyrus (SMG) and frontal operculum). Singing, in contrast, activated areas in the right hemi-
sphere more strongly (e. g., aSTG, STS, aMTG, insula, medial and dorsolateral prefrontal
cortices). The authors claim for ‘word’ processing (not controlled for melody process-
ing) during singing in the right hemisphere, which would underline the effect of fluency in
speech therapy (e. g., Melodic Intonation Therapy, MIT, see below).

As mentioned above, overt vocalization is detrimental to MR and MEG acquisition
procedures. One way to circumvent this issue is to examine covert rather than overt
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singing. Wildgruber et al. (1996) reported significant lateralization for speaking/left and
singing/right (focusing on the primary motor cortex) but did not compare both conditions
statistically.

Studies investigating the perceptual approach on song versus speech, surprisingly, are
sparse. One study compared covert production and passive perception of singing and speak-
ing, respectively, the song lyrics of highly familiar (Japanese) songs (Callan et al., 2006, us-
ing fMRI). Activations common to the conditions were found in aSTG, planum polare (PP),
and cerebellum (this study is discussed in detail in the following section). For this spe-
cific set of tasks involving familiar song melodies and familiar song lyrics, a hemispheric
advantage for speech could be demonstrated in the left hemisphere – for production and
perception; and for song in the right hemisphere – for perception only, maybe also demon-
strating a bihemispheric network for singing (not assumed by the authors).

While earlier studies have investigated how singing and speaking tasks are lateralized
to different hemispheres of this functional network (Jeffries et al., 2003; Riecker et al.,
2000; Wildgruber et al., 1996), a more recent study has discovered a shared network for
sensorimotor processes in both singing and speaking, with a more bihemispheric network
for singing (Özdemir et al., 2006). This is also suggested by Brown et al. (2004).

In PET studies (Brown et al., 2004, 2006) exploiting the human capabilities to invent
melodies (such as harmonizing with a presented melody, ‘listen and respond’ and vocal
improvisations), a functional network was recruited including primary and secondary AC,
Broca’s area, supplementary motor area (SMA), insula, cerebellum, and basal ganglia (BG).
Additionally, improvisation and creation of novel melodies and sentences activated BA 38,
which is interpreted as being related to an even higher level of musical processing than
BA 22.

It is of note that most studies did not reveal significant speaking more than singing
contrasts. Nevertheless, most reported studies propose the left hemisphere to be engaged in
speech production (and perception). Singing was found in the right hemisphere, but some
studies lead to the suggestion of a more bihemispheric network for singing - but still with a
right-hemispheric weighting.

This circumstance would explain why preserved singing abilities are helpful to recover
speaking abilities after lesions in the left hemisphere. A speech therapy called ‘Melodic In-
tonation Therapy’ (Albert et al., 1973; Sparks et al., 1974) is really successful (according to
Norton et al., 2009) when treating patients with left-hemispheric frontal lesions (in Broca’s
area). The idea behind the MIT is that through enhancing right frontal areas (homologue
to the impaired left-hemispheric areas) with musical or intonational stimuli, they would
compensate the left-hemispheric’s function – based on the suggestion that speaking would
predominantly depend on the left hemisphere and singing would be a function of the right
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hemisphere (Jeffries et al., 2003; S. Samson & Zatorre, 1991, 1992; Smith, 1966; H. W.
Gordon & Bogen, 1974; Sparks & Deck, 1994; Cadalbert et al., 1994). This account could
explain why aphasics with left-hemispheric lesions and a preserved right hemisphere are
able to sing (e. g., Amaducci et al., 2002; Smith, 1966; Warren & Griffiths, 2003; Yamadori
et al., 1977).

It is of note that the MIT stands in contrast to a double-dissociation of music and lan-
guage as the lyrics in song belong to the language domain and were therefore claimed to
be processed in parallel to music and not intertwined (see Chapter 3 for details). Evidence
from patients and fMRI demonstrated that singing did not help in speech recovery (Hebert
et al., 2003; Peretz et al., 2004; Racette et al., 2006; Straube et al., 2008; Stahl et al., 2011)
and the brain correlates after the treatment showed for example a deactivation in the right
hemisphere (Belin et al., 1996).

To conclude, despite being confronted with the typical problems of lesion studies, a
successful treatment with MIT underlines the power of song and might explain the stronger
representation of song in the brain than speech and also a bihemispheric network underlying
song. These two main considerations – strength and lateralization – are also a main issue in
song and speech perception studies, which will be discussed in the next section.

4.3 Song and Speech in Perception

As stated, only three studies involved passive listening tasks in their study (Saito et al.,
2006; Callan et al., 2006), only one reported a perception study (i. e. without production
task; Schön et al., 2010). The results and paradigms will now be discussed.

Saito et al. (2006) reported the activation for singing and speaking separately for a pas-
sive listening task. Listening to singing activated bilateral HG, bilateral STS, bilateral PT,
left PP, right dorsal premotor cortex (PMC) and right SMA; listening to speaking activated
as singing bilateral HG and STS, but only left PT and right PP. Unfortunately, as both con-
ditions are not statistically contrasted, no conclusion can be drawn on differences between
song and speech in perception.

Callan et al. (2006) compared listening to well-known Japanese songs with the same
spoken lyrics. Song over speech revealed activation in aSTG, PT, and PMC bilaterally, also
left orbitofrontal cortex. Especially the aSTG was found to be involved in complex pitch
perception, so the authors suggest that it likely represents processing of the melodic aspects
of the sung stimuli. A significant laterality effect for the right aSTG was found suggesting a
right lateralized specialization for melodic processing. The reverse contrast only showed a
lateralized activity to the left hemisphere on a lower threshold, consistent with a left hemi-
sphere advantage for speech processing. Interesting for the current thesis is also the compar-
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ison of both covert production conditions. The contrast for speech production over singing
production revealed a large extent of differential activity, which is unexpected as the speech
over song perception contrast did not reveal any significant results. This circumstance is
most probably due to the added difficulty of producing only the lyrics of well-known songs
– without its associated melody. For the thesis at hand, these results lead to the following
conclusions: Firstly, if contrasting sung lyrics and spoken words, unfamiliar songs should
be used, as the brain response to spoken lyrics will most probably be confounded by an
inner rehearsal of the associated melody. Secondly, if interested in the pure perception of
song and speech, randomly mixing production with perception tasks will also most proba-
bly confound the pure listening condition with e. g., motor responses in anticipation of the
next production trial. Thirdly, different task demands might occur between conditions due
to the less familiar spoken production of the traditionally sung lyrics.

Schön et al. (2010) investigated the domain specificity of linguistic and musical pro-
cessing (note that only the first part of the study, Experiment 1, is reported here because of
the relatedness to the current dissertation). Participants listened to pairs of spoken three-
syllabic words, sung words and ‘vocalise’ (i. e. singing on syllable) while performing a
same-different task. Results revealed bilateral involvement of MTG, STG, IFG and middle
frontal gyrus (MFG) while listening to the conditions. Activations related to music pro-
cessing were investigated by contrasting song versus speech and showed a larger network
in the right hemisphere. Activations related to speech processing were investigated by con-
trasting speech over song (which did not yield any suprathreshold clusters) and song over
vocalise which showed predominance in the left hemisphere (e. g., STG/STS, MTG, IFG,
i. e. BA 45, 47, 9), possibly reflecting phonological and semantic processing. However, the
contrast of speech versus vocalise did not show any suprathreshold clusters, and the reverse
contrast showed only motor-related regions. The authors suggest that these differences are
possibly due to a somewhat greater difficulty of the task with vocalise than speech. From
these results the authors conclude that the left hemisphere is specifically involved in speech
processing and that the right hemisphere is specifically involved in music processing.

To summarize, song and speech stimuli (text/lyrics) in contrast with musical vocalized
stimuli (only melody on syllable) were used to unravel linguistic and music processing in
sung and spoken stimuli. The approach taken was partly successful, as only some of the
contrasts revealed significant results. This might be caused by the following circumstances:
Firstly, different task demands between conditions were assumed to have influenced the per-
ception of the stimuli. Secondly, a prosodic condition is missing, i. e. a vocalized stimulus
for the spoken stimuli. Thirdly, the contrast of song over speech was supposed to reflect mu-
sic related processes – this opens the questions which music related processes were meant:
for example, the discrete pitch information or the periodic beat/rhythm? Since spectral and
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temporal information was found to be processed in different hemispheres (Zatorre et al.,
2002) this attempt is problematic as full sung and spoken stimuli contain both, melodic and
rhythmic information and furthermore, the influence of the words, which are realized dif-
ferently in song and speech (see Chapter 3), is also not separable. For fully separating out
these processes between song and speech, an extended paradigm is necessary and a study
focusing on passive listening, with low task demands – this was part of the current thesis
and will be discussed in Chapter 11.

4.4 Summary

Song and speech are a conglomerate of similar spectral, temporal and linguistic features and
therefore hard to discriminate on a neural basis. Lesion studies showed that one can be pre-
served while the other is impaired and were taken to prove a double-dissociation between
music and language, i. e. lyrics are processed independently of melody (e. g., Peretz & Colt-
heart, 2003). Still, most neuroimaging studies have failed to show activation for speech over
song, and conjunction analyses showed a significant overlap between both (e. g., Callan et
al., 2006). But also, perception studies of song and speech in contrast are rare; conditions
are differentially influenced by task demands, such as production or discrimination tasks.
Furthermore different statistical analyses than the traditional univariate analysis should be
used additionally to get closer insights in differential pattern of the brain response, e. g.,
multivariate pattern analysis.

To conclude, when one carefully looks at the composition of the stimulus materials
used in neuroimaging studies (familiar or new songs, melodies with or without lyrics, etc.),
a general pattern in the more recent studies seems to be a bilateral activation of temporal
areas for both sung and spoken stimuli, with a right hemisphere advantage for musical pitch
patterns, melody of song, and prosodic/intonational aspects of speech, and a left hemisphere
advantage for rhythm, segmental, and linguistic aspects of both speech and song. To disen-
tangle these acoustic features and the neural underpinnings of song and speech, a different
paradigm needs to be created which takes linguistic, melodic and rhythmic differences of
both into account.





Chapter 5

Deficits in Music Processing

5.1 Congenital Amusia

Congenital amusia is a lifelong impairment of music perception, in spite of normal audio-
grams, education, cognitive ability and memory (Ayotte et al., 2002), which affects ~4% of
the population (Kalmus & Fry, 1980; Nan et al., 2010), and it seems to be not treatable – not
even in the developing brain (e. g., through daily music listening; Goulet et al., 2012). Com-
monly known as ‘tone deafness’ (first noted by Allen, 1878, and called ‘note-deafness’) or
‘musical agnosia’ (e. g., Ayotte et al., 2000), later termed amusia (Peretz et al., 2001), it was
first characterized in detail in 2002 by Ayotte et al. A significant amount of research has
been done since then, although with some conflicting results.

In the beginning, the disorder appeared specific to the musical domain (pitch, rhythm
and meter; Ayotte et al., 2002; Peretz et al., 2002) while perception of common environmen-
tal sounds and human voices was unimpaired. Ayotte et al. (2002) described impairments in
music memory and recognition, also impairments in singing and the ability to tap in time to
music. But it was observed that the temporal domain in many subjects with amusia (amusics
hereafter) was unaffected, so it was suggested that selective abnormalities of pitch percep-
tion might underlie deficits in music perception (Peretz et al., 2002). This was confirmed
later when amusics showed a deficit in the detection of pitch changes within a sequence of
monotonic tones, but not in analogous temporal patterns (Hyde & Peretz, 2004). In fur-
ther studies, when a standardized test for detecting amusia was used, there were always
participants who performed normally on the temporal subtests (rhythm and meter) while
failing in the pitch tasks. Only recently Phillips-Silver et al. (2011) reported the first case
of an individual whose only impairment was beat production and perception in a musical
context. Many further studies focused on the pitch processing deficits, using amusic partic-
ipants with English, French and also tone languages as their native language. They found
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impaired discrimination of fine-grained pitch changes and detection of incorrect pitches in
melodies (e. g., Foxton et al., 2004; Hyde & Peretz, 2004; Jiang et al., 2011; Jones et al.,
2009; Peretz et al., 2002), deficits in processing contours of pitch sequences (Dalla Bella
et al., 2009; Foxton et al., 2004; Jiang et al., 2010), judging/discriminating pitch direction
(Foxton et al., 2004; Liu et al., 2010; Loui et al., 2008; Patel et al., 2008) and impairments
of pitch memory (e. g., Tillmann et al., 2009). The pitch detection and discrimination prob-
lem of many amusics is up to and including a semitone (Foxton et al., 2004; Hyde & Peretz,
2004; Liu et al., 2010). This became also significant in musical singing; amusical singing
was impaired as compared with normal performance (Ayotte et al., 2002). Moreover, amu-
sics showed short-term memory deficits for pitch (Tillmann et al., 2009; Williamson &
Stewart, 2010; for music: Ayotte et al., 2000) but have yet to show any long-term memory
impairment (Jones et al., 2009).

Furthermore, the question arose, whether or not amusics are just consciously unaware
of pitch changes while the implicit knowledge is intact. Imaging studies have revealed
unconscious processing of pitch changes and melodic anomalies (e. g., Hyde et al., 2011;
Moreau et al., 2009). With EEG Peretz et al. (2009) revealed brain activity for mistuned
notes in melodies while behavioral performance was at chance level, reflecting implicit
processing of musical pitch information. In detail, a brain response to quarter-tone pitch
differences could be shown (indicated by an early negative event-related potential) but a
lack of awareness for these fine-grained pitch changes could be shown by the absence of
a late positive component which was observed in the healthy controls. In further studies,
amusics showed near-normal performance in production and imitation tasks, where con-
scious processing of pitch information was not required (identification of pitch direction:
Loui et al., 2008; lexical tone: Nan et al., 2010; speech intonation: Liu et al., 2010; note, a
single case study of Tillmann et al., 2007, is reported below, see ‘Acquired Amusia’). Addi-
tionally, while performing as well as controls in statistical learning tasks, amusics were less
confident about their performance. The authors suggest that amusics may not be contingent
on explicit knowledge formation or level of awareness to the degree shown in typical indi-
viduals (Omigie et al., 2012). Moreover, extending amusia research into musical structure
processing, Tillmann et al. (2012) reported a deficit for chord processing, but also showed
that amusics have internalized sophisticated syntactic-like functions of chords in the West-
ern tonal musical system. As stated, from the beginning of amusia research, the disorder
appeared specific to the musical domain.

To demarcate musical processing from other environmental sounds, studies on speech
processing (speech intonation contours) in amusia have been conducted (Ayotte et al., 2002;
Jiang et al., 2010; Liu et al., 2010; Patel et al., 2005, 2008; Foxton et al., 2004; Loui et al.,
2008). Spoken language also relies on melodic contour perception and up until now it is
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not entirely clear in how far amusics’ intonation processing is also impaired. Some early
work suggested that amusics had no problems with the perception of speech intonation
(Ayotte et al., 2002), while Patel et al. (2008) showed that about 30 % of (brain-damaged,
not congenital) amusics from independent studies have difficulty discriminating a statement
from a question on the basis of a final pitch fall or rise. Further studies demonstrated subtle
problems with linguistic tone and intonation processing in amusics (Hutchins et al., 2010;
Jiang et al., 2010; Liu et al., 2010; Nan et al., 2010; Patel et al., 2008). Unfortunately, some
of the studies reported mixed results, for example, when discriminating speech intonation
in natural speech and in complex tone analogs, i. e. converting intonation patterns to tone
analogs through extracting the median F0 of each syllable (for details see Patel et al., 1998;
Liu et al., 2010). In Ayotte et al. (2002), Jiang et al. (2010), Patel et al. (2005) amusics
showed better performance for speech intonation in natural speech and opposingly in Liu
et al. (2010) and Patel et al. (2008) for the tone analogs; no difference between both was
found by Liu, Xub, et al. (2012).

Evidence from a production study suggested that inaccurate pitch imitation was selec-
tively impaired in the music domain without being affected in speech (Dalla Bella et al.,
2011). In general, amusical or poor pitch singing is implicated by a particular inaccuracy
in producing pitch: for example familiar songs or intervals are typically sung quite far from
the target. Ayotte et al. (2002) tested singing performance in congenital amusics which
was rated to be more impaired on the pitch than on the temporal dimension, but which
was not rated very high either. Interestingly, also manifested in production, congenital
amusics showed poor-pitch singing with intact rhythm (Dalla Bella et al., 2009; Tremblay-
Champoux et al., 2010).

The latest studies on ‘amusical’ pitch perception (Liu, Xub, et al., 2012; Liu, Jiang, et
al., 2012) contrasted speech and non-speech sounds and different pitch patterns in (Man-
darin speaking) amusics to examine what the ‘melodic contour deafness’ (Patel et al., 2008)
in congenital amusia is associated with. Interestingly, they showed that amusics have a glid-
ing pitch stimulus advantage in relation to discrete pitch stimuli, which could explain why
amusics have often showed greater difficulty with musical pitch perception (discrete pitch
processing needed) than speech perception (gliding pitch processing needed; Liu, Xub, et
al., 2012). Furthermore, they examined the mechanisms of speech processing (Liu, Jiang,
et al., 2012) where they confirmed the afore mentioned results and extended them insofar as
amusics exhibit word discrimination, but not word identification problems. They stated that
if tasks involve multiple acoustic cues to communicative meaning they were not impacted
by amusia. Very recently though (Peretz et al., 2012) proved with statistical learning that
amusics can learn new words, but fail to learn music material.
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Extending behavioral perception studies, brain morphometric and connectivity studies
were conducted. Congenital amusia cannot be explained by brain damage, but brain ab-
normalities were found. Amusics exhibited a reduction in white matter concentration in
the right inferior frontal gyrus (IFG; Hyde et al., 2006) and an increase in grey matter in
the same area plus the right auditory cortex (Hyde et al., 2007), as well as reduced func-
tional connectivity between both areas (Hyde et al., 2011). These abnormalities might keep
amusics from acquiring normal musical competence as the communication in a right fronto-
temporal auditory pathway is disturbed. Furthermore, the right IFG showed an abnormal
deactivation in amusics while listening to pure-tone, melodic-like sequences (Hyde et al.,
2011). Interestingly, brain activity in the left and right auditory cortices increased as a func-
tion of increasing pitch distance in amusics, likewise their controls. As already shown with
EEG (Peretz et al., 2009), this study confirms that the auditory cortices of amusics respond
normally to pitch (and that the disorder might originate in higher cognitive functions). Fur-
thermore, evidence from diffusion tensor tractography studies (Loui et al., 2009; Loui &
Schlaug, 2009) revealed that musically tone-deaf people have a reduced connectivity in the
arcuate fasciculus which connects the superior temporal gyrus with the premotor cortex –
the sound perception to production pathway.

Besides other musical production deficits, like tapping along with music, singing in
amusics is impaired, specifically more regarding pitch than temporal aspects (Ayotte et
al., 2002). Recognizing a song sung by an amusic is in most cases only possible due to
the lyrics, which are usually articulated correctly in time. Their inaccurate production of
pitch becomes obvious when asked to produce familiar songs or imitate single pitches or
intervals, as they sing quite far from the target (Ayotte et al., 2002; Tremblay-Champoux et
al., 2010; Dalla Bella et al., 2011, 2012). Disturbed perception processes, motor control,
deficient sensorimotor mapping and memory have been reported as causes for poor-pitch
singing in the general population and amusics (Pfordresher et al., 2010; Hutchins & Peretz,
2011; Dalla Bella et al., 2011, 2012).

5.2 Acquired Amusia

In the last part the focus was on congenital amusia, but some already reported evidence
for impaired music perception came from patients who suffered from brain lesions and
exhibited music processing deficits, so called ‘acquired amusia’. The following paragraphs
focus on the lesion sites and the resulting music processing deficits reported in different
studies. This is of special interest for the current dissertation as patients with temporal lobe
lesions and acquired amusia participated in the study (see Chapter 12); further interest was
on implicit testing of pitch processing.
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In 1994, Peretz et al. published the first two cases with acquired amusia – C. N. and
G. L. both showed (besides deficits in other domains) impaired melodic but not rhythmic
processing. Two years later, Peretz (1996; also Patel et al., 1998) reported that patient
C. N. had recovered almost all musical abilities, despite singing from memory. In 1997
(Peretz and Belleville), patient I. R. was found and for the next ten years she became the
most studied amusic case. Even with a brain damage that had been 20 years prior, she
failed in most music tests (e. g., memory and discrimination tasks) while basic auditory
functions and language abilities were still intact. I. R. displayed extended bilateral lesions:
in the temporal lobe (among others, on the left: STG, HG, PT, MTG, SMG, insula; on
the right: aSTG near the pole – sparing HG and PT – and anterior insula), in the frontal
lobe (among others, precentral gyrus, IFG, lateral orbito-frontal gyrus, MFG) and in the left
anterior inferior parietal cortex (IPC). Interestingly, common to all (G. L., C. N. and I. R.)
were lesions in the temporal lobe bilaterally, including anterior STG, which already points
to a crucial role of the (anterior) temporal lobe in music processing. Some more single cases
have been reported since then: H. V. (Griffiths et al., 1997) showed unilateral lesions on the
right hemisphere (for details on all lesion sites see Table 5.1) and was not able to sing from
memory. N. R. and R. C. (Ayotte et al., 2000) showed also unilateral lesions on the right;
they both showed deficits in all musical tasks (Montreal Battery of Evaluation of Amusia,
MBEA; Peretz et al., 2003). N. N. (Satoh et al., 2005) had lesions in the anterior portion of
the temporal lobes bilaterally and showed impairments in the recognition and discrimination
of familiar melodies and the discrimination of unfamiliar phrases and isolated chords. R. K.
(Schuppert et al., 2000), whose lesions were unfortunately not described in detail (they
tested 20 patients who suffered from unilateral focal cerebrovascular cortical lesions in the
frontal, temporal or parietal region) and showed strong impairments in melody and rhythm
processing and performed poorly in pitch as well as in metre discrimination tasks (test was
similar to the MBEA).

As depicted in Table 5.1, the STG was damaged in all patients, the anterior STG was
damaged in all, except one case; half showed bilateral, half showed right sided aSTG le-
sions. The posterior STG (the PT in most cases) was damaged in some cases, accordingly,
less prominent in causing music disabilities. Also interestingly, the HG was only reported
to be damaged in some cases, two right sided and two left sided lesions.

It is striking that the reported amusic patients exhibited extended rather than focal le-
sions. In all cases (N = 8, including R. K.) the temporal lobe was damaged, and no case
of acquired amusia without a temporal lobe damage has been reported so far. This is in
line with pitch and melody processing studies (Griffiths et al., 1998; Patterson et al., 2002;
Zatorre, 1998, see also Chapter 2.2.2), which all show involvement of the upper bank of
the STG (HG and posterior and anterior distributions of the auditory input into the temporal
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study

Peretz e. g., Peretz Griffiths Ayotte 2000 Satoh
1994 Peretz 1994, 1997 2005

1997; 1996;
Patel Patel,
1998 1998

patient G. L. I. R. C. N. H. V. N. R. R. C. N. N.

STG R/L R/L R/L R R R R/L
aSTG R/L R R/L R R R/L
pSTG/PT L R R R
HG L L R R
MTG L L R R/L

insula R/L R/L R R L
IPC L L R R
frontal R/L R/L R

Table 5.1: Lesion overview of single cases with acquired amusia after brain damage. R = right
hemisphere; L = left hemisphere; STG = superior temporal gyrus; aSTG = anterior STG; pSTG =
posterior STG; PT = planum temporale; HG = Heschl’s Gyrus; MTG = middle temporal gyrus;
IPC = inferior parietal cortex.

lobe). Furthermore, Peretz et al. (2009) showed near-normal pitch processing in congenital
amusics (implicit processing of pitch) with EEG and suggested that the (congenital) amusic
brain cannot make contact with musical pitch knowledge along the auditory-frontal neu-
ral pathway. In the amusic patients this pathway is interrupted by a damaged STG. Also,
damage in the parietal lobe was reported in 5 (out of 8) cases and frontal lobe damage in
4 (out of 8) cases. But as these lesions did not occur in separation (without temporal lobe
damage) their involvement in music processing cannot be demonstrated by this set of pa-
tients. Evidence from acquired and congenital amusia and pitch/melody processing studies
demonstrate the crucial role of the anterior temporal lobe (i. e. the STG and STS) in music
processing.

Some last comments on the here reported patients need to be made. Patients were
chosen according to their reported musical deficits. In all cases a test similar the MBEA
(or an earlier version of it) was used, so that musical deficits were comparable and they
all could be classified as amusics along the definition of Peretz et al. (2003). For a meta-
analysis with a large patient group which exhibited impairments in single musical features,
the reader is referred to Stewart et al. (2006). For a large scale patient study where patients
were chosen with regard to their lesion site and musical deficits, the reader is referred to
Liégeois-Chauvel et al. (1998).
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Implicit music processing. Of interest for the current thesis is that amusics (acquired and
congenital) obviously fail in explicit musical tasks, but if tested implicitly they showed
normal pitch processing abilities. This issue has already been discussed (see above in
‘Congenital Amusia’) and will be extended by Tillmann et al. (2007) who tested patient
I. R. on implicit music processing using chord sequences and sung syllables. A harmonic
priming effect was observed for the amusic patient I. R.: Phoneme (Exp. 1) or timbre
(Exp. 2) identification was faster when the target was on a related tonic chord than when
it was on a less related subdominant chord. Interesting for this dissertation is that with
sung stimuli (sung syllables were used for the phoneme task) an implicit music processing
could be seen. Experiment 3 and 4 required explicit completion judgments. I. R.’s musical
disorder was confirmed as her judgments of related and less related chord sequences
(Exp. 3) did not differ. That the language domain was unaffected was shown by the
sentence completion judgments where I. R.’s performance was equal to the controls. While
Experiment 3 confirmed I. R.’s musical disorder in an explicit task, the implicit tasks of
Experiments 1 and 2 lead to the conclusion that I. R. still has some knowledge of Western
tonal music that influences the musical perception at an implicit level.

Prosody and music. Recently, only congenital amusics have been tested on language com-
pared to music processing; one patient study with mixed results will be mentioned here.
Patient I. R. together with patient C. N. (who showed bilateral TL lesions, see above) as-
sessed linguistic and musical discrimination tasks to explore prosodic and musical patterns
(Patel et al., 1998); while I. R. exhibited difficulties, C. N. showed a good performance. As
in both the level of performance was statistically similar, the authors suggest shared neural
resources for prosody and music.

Song and Speech. Song and speech in production is also of interest, as resulting from
particular lesions, the production abilities or disabilities can help making assumptions on
the lateralization of song and speech. The notion that lesions in the left hemisphere lead to
speech impairment with preserved singing ability, should reversely mean that lesions in the
right hemisphere should lead to impaired singing and preserved speaking abilities. Among
some older cases only a few have been reported with lesions in the right hemisphere that
showed impaired singing abilities (Bautista & Ciampetti, 2003; Confavreux et al., 1992;
McFarland & Fortin, 1982; Murayama et al., 2004; Russell & Golfinos, 2003; Terao et al.,
2006). Among the more recent acquired amusic cases, the focus was on impaired music
perception, not production, and therefore singing abilities were only tested in two of the
patients; one with impaired singing after unilateral right hemispheric lesion (Griffiths et al.,
1997) and one with bilateral anterior STG lesion (Peretz et al., 1994; Peretz, 1996). Taken
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together, poor singing mostly occurs in combination with music perception disabilities and
lesions in the right hemisphere.

Closing this section, some considerations on acquired amusics should be taken. In amu-
sia studies, where a group of similar lesion patients have been observed, most of them
showed impairments in one or two features of music processing (many with additional
aphasic and other symptoms), but only a few patients were impaired on the whole amu-
sic spectrum, e. g., Peretz (1990) tested 20 lesion patients and presented two amusic cases
(Peretz et al., 1994; presumably from the pool in 1990). Schuppert et al. (2000) discovered
one amusic individual, and Ayotte et al. (2000) two amusics (both out of 20). Lesion sites
and their functional impact are not replicated across patients, furthermore lesions are mostly
not focal (see also Chapter 6.2).

5.3 Summary

To conclude, cases of congenital amusia serve as a unique opportunity to study cognitive
processes underlying music perception. It has been shown that music processing deficits can
occur regarding the pitch domain (melodic contour and interval) with and without affecting
the temporal domain (rhythm and meter). Deficits have also been shown regarding music
memory – e. g., singing and recognizing familiar tunes were impaired. An ongoing debate is
how domain specific this disorder is. Therefore it has been of interest to separate music per-
ception from other processes such as – most prominent – speech perception. This discourse
is of special interest for the current work, mainly the question if amusics’ pitch processing
deficit is fully limited to the musical domain, or if it also affects prosodic processing. It has
been suggested that amusics have a speech perception advantage, indicated by a better pro-
cessing of gliding than discrete pitch. Only very subtle impairments in speech perception
have been shown, e. g., in a word discrimination task (in a tone language), suggesting that
intact speech perception is dependent on multiple acoustic cues.

Moreover it has been shown that amusics can actually process pitch changes, even
smaller than a semitone, if tested implicitly, reflecting perception without awareness. This
implies the necessity of a most careful approach for all amusia studies involving melody
tasks, as the behavioral task itself may easily introduce response artifacts based on subjec-
tive coping strategies.

Furthermore, the combined results of different single case studies showed that a dam-
aged anterior STG leads (except one case) to music processing deficits (acquired amusia),
mainly in the melody/pitch domain. In the experimental part of the current thesis (Chap-
ter 12), more single cases will be described to widen the congenital and acquired amusia
spectrum.



Chapter 6

Methods

6.1 Functional Magnetic Resonance Imaging (fMRI)

The clinical MRI uses the nuclei of hydrogen atoms for the imaging process. Hydrogen
atoms consist of a nucleus with only one proton which spins around its axis (magnetic
dipole). The orientation of this axis is without a magnetic field random - but in a static
magnetic field it aligns with it either parallel or anti-parallel. The spins react with an evasive
movement (precession). This movement/spin has a characteristic frequency which is called
Larmor frequency. It is dependent on the gyromagnetic ratio of the protons and the strength
of the magnetic field (B0) and can be expressed by the following equation: ω = γB0.

The spins precess in the magnetic field and start to align longitudinally with it. This
resulting stable spin system can be distorted by a radio frequency (RF) pulse which leads to
an altered spin precession and a change in orientation: from the z-axis to the x-y-plane. The
longitudinal alignment is turned into a transversal alignment which is reversed when the RF
pulse is turned off. The tip to turn over the hydrogen atoms causes a measurable signal by
inducing a current in a coil (the Free Induction Decay, FID). The return to the longitudinal
magnetization is called T1 relaxation and as at the same time the precession in the x-y-
plane dephases and the transversal magnetization becomes less and less, this decay is called
T2 relaxation. To get an anatomical image of the human brain the T1 relaxation time is
measured at different coordinates, creating an image with different brightness values.

While T1 measures the structure in the human brain, T2 is the basis of functional MR
imaging. T2/T2* is additionally influenced by deoxygenated hemoglobin (among other
factors), which means the intensity of blood oxygenation in a specific area can be measured
- the BOLD response, the blood oxygenation level dependent response. Changes in blood
supply in a certain area in the brain can therefore be measured and is associated with an
increase in energy and therefore cognitive demand. This process needs time and thus, fMRI
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is not adequate for a high temporal resolution. The BOLD response has three typical phases:
an initial dip at 1 to 2 seconds post-stimulus, an overshoot and an post-stimulus undershoot.
The maximal BOLD reaction is observed in the overshoot-phase which has a time-to-peak
at about 5 seconds post-stimulus, a full-width at half-maximum of about 4 seconds and a
spatial distribution of 3–5 mm (Norris, 2006).

It is of note that the exact relationship between hemodynamic activity, neuronal activity
and the MR signal is still not fully understood. It has been assumed that the vascular re-
sponse is caused by local synaptic activity and not by neuronal sparking, which means that
the BOLD signal is linked to the incoming but not (as much) to the neuronal output signal
(e. g. Logothetis et al., 2001; Logothetis, 2008). Nonetheless, fMRI has been applied in a
broad spectrum of research issues in cognitive neuroscience with the common sense that the
BOLD response is more an indirect marker of neuronal activity. Detailed insights in fMRI
methods are provided by e. g., Buxton (2002); Jezzard et al. (2001); Papanicolaou (1998).

6.1.1 Multivariate Pattern Analysis (MVPA)

fMRI data have traditionally been analyzed using univariate analyses (UVA), which com-
pare mean activity of extended brain regions associated with different experimental condi-
tions. Pattern classification methods however are sensitive to any changes in patterns of two
conditions - including the activation mean as well as changes in patterns where mean activ-
ity does not vary. While in UVA only “the tip of the iceberg” (Formisano et al., 2008) of
shared activity over all participants becomes visible, pattern classification uses fine-grained
spatial activation patterns of individual participant’s data. This approach has been shown to
be sensitive to small effects not detectable with conventional UVA (Formisano et al., 2008;
Haynes & Rees, 2005, 2006) because information in brain regions might not be reflected in
differences in the average signal. In neuroimaging the multivariate pattern analysis (MVPA)
has recently gained much attention with different approaches for the analysis of fMRI ac-
tivation patterns (Haynes & Rees, 2006; Kriegeskorte & Bandettini, 2007; Haxby et al.,
2001; Norman et al., 2006).

The approach used in the current study is summarized in the following (see also the
fMRI-Methods section, Chapter 11.1). After preprocessing steps, the feature selection takes
place, which means defining a set of voxels that constitutes the patterns. Activation mea-
sures are then typically used as feature values (build a feature vector) for the classification
analysis. It is possible to use activation patterns from all voxels for classification, or a
subset of those could be used as features. In the current study a searchlight (Kriegeskorte
et al., 2006) approach was chosen which constructs a sphere with a defined radius around
each voxel. From each of these 3-dimensional clusters the classification accuracy can be
achieved and be used for further analyses. In the current work, the data set was divided in
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a training set and a test set. The pattern vectors of the training data set were used to train a
classifier. A classifier learns to distinguish between activation patterns relating to different
experimental conditions. In the current case a linear support vector machine (SVM; C.-C.
Chang & Lin, 2011) classifier was used, which estimates a decision hyperplane (a decision
boundary) to separate the patterns of experimental conditions. This trained model is then
used on an independent data set to classify the conditions.

Via cross-validation a better estimation of the classification accuracy can be obtained
and over-fitting is controlled for. By dividing the data into independent sub-sets each one is
used for testing the decision boundary on generalization. The decoding accuracy is then es-
timated by the percentage of correct classifications from all cross-validation steps (Haynes
& Rees, 2006). The averaged decoding accuracy across all cross-validation steps is statisti-
cally tested against chance level. The exact parameters for the multivariate pattern analysis
in the current thesis are provided in Chapter 11.1.

6.2 The Lesion Method

Leborgne and Lelong became famous postmortem through to their severe symptoms of
aphasia - both were patients of Pierre Paul Broca, who found in both the same area to be
damaged: Broca’s area (Broca, 1861). From the 1860’s on the essence of the lesion method
is the establishment of a correlation between cognitive function and brain anatomy by in-
vestigating changes in behavioral performance after brain damage (Damasio & Damasio,
1989). This research tradition was challenged by imaging techniques as fMRI and PET,
which are non-invasive imaging methods, measuring brain activations in healthy partici-
pants. Together with novel imaging techniques, Damasio and Damasio (1989) argue that
lesion studies are still a unique opportunity to study the functions of the human brain. The
advantages and limitations of the lesion method are laid out in the following paragraphs.

Firstly, naturally occurring brain lesions are rarely restricted to one structure; they are
dictated by pathological processes, i. e. vascular anatomy. Secondly, a damaged area is
also rarely restricted to one cognitive module; that means that co-existing deficits need to
be taken into account when assigning and interpreting particular functions. Thirdly, re-
organization processes change the pattern of deficits over time. This does not mean that
acute lesions are the best to study; acute data are mostly confounded by a temporally dis-
connection between intact areas (diaschisis). When chronically lesions however lead to a
consistent deficiency in behavior, this might be taken as evidence for the involvement of
that area in a certain process. Furthermore, reorganization processes can also explain an in-
tact behavior regardless a lesion; the deficiency of one area may have been compensated by
another. Fourthly, the lesion method is based on the locality assumption, which ignores that
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the majority of functions is processed in distributed neural networks (Farah, 1994). Lesions
occur within anatomical and functional networks: Anatomically, a lesion encompasses also
white matter and disrupts the fiber tracts between communicating areas; functionally, due
to a lesion a processing step cannot be accomplished and disrupts the functional network to
fulfill a task.

Taken all these limitations together, in a most careful selection process of the patients
some of these challenges can be faced: A lesion site description with MRI is necessary
and eventually DTI (diffusion tensor imaging; to detect fiber tract anomalies) and a careful
behavioral testing to detect functional deficits. Also, group studies rather than single case
studies are able to create a more reliable picture of correlations between areas and their
function by testing patients with similar as well as different damaged areas.

Furthermore, most of the critical points mentioned above can be overcome with imaging
techniques applied in healthy participants. The spatial (fMRI and PET, MEG) and temporal
(EEG, MEG) resolution is higher than in lesions studies. But, imaging techniques measure
activation instead of disruption, which is not an indicator whether a certain structure is
actually necessary to do the task. An activation of a certain area might not be due to its
direct role in information processing, but depends on the control condition or might be co-
activated due to its neural connection with eloquent brain areas, e. g. the homotope area in
the contralateral hemisphere.

To conclude, both approaches, the lesion method and imaging techniques, build a useful
combination of methods to investigate the correlation between brain areas and their func-
tion. Taking care of the choice of patients by precisely imaging the extent of the lesion and
by a careful behavioral testing to examine co-existing functional deficits, the lesion method
is especially in the context of fMRI investigations a valid approach in neuroscientific re-
search.
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Experiments





Chapter 7

Research Questions

The preceding overview has given some indications where further research is required: on
the neural correlates of song and speech perception rather than production with focus on
linguistic and melodic processing. Furthermore, the specific role of the temporal lobe needs
to be addressed, and the influence of music processing deficits will provide further insights
into song and speech perception.

Why song and speech research? In general, it helps to understand how sound is repre-
sented in the brain. It can be utilized to see how the brain treats periodicity, timbre, pitch
characteristics, contour and interval (discrete or glide), melodic and rhythmic grouping,
structure building processes, vocalization and even meaning and emotions. In language vs.
music approaches, usually spoken sentences and instrumental music are used, which are
acoustically two different stimuli – using song and speech stimuli provides vocal stimuli
which are acoustically and spectrally in close correspondence (e. g., no timbre differences).

Song and speech are a conglomerate of spectral, temporal and linguistic features, and
production and perception studies have tried to discriminate both on a neural basis. Only
two studies investigated the perception of sung and spoken material: Schön et al. (2010);
Callan et al. (2006); the latter in combination with a production task. Both studies failed to
show a speech over song contrast in perception, and only one study tried to investigate song
and speech separated by their underlying constituents words and pitch patterns (influenced
by differential task demands; Schön et al., 2010). This is of special interest as these are the
main components which song and speech share but also differ in.

What is missing? A perception study with low task demands of song and speech that
investigates the underlying parameters of song and speech and their neural correlates. To
disentangle these acoustic features and the neural underpinnings of song and speech, a dif-
ferent paradigm needs to be created which takes into account the linguistic, melodic and
rhythmic differences between the two.
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A general pattern in the more recent studies seems to be a bilateral activation of temporal
areas for both sung and spoken stimuli, with a right hemisphere advantage for musical pitch
patterns, melody of song, and prosodic aspects of speech, and a left hemisphere advantage
for rhythm, segmental, and linguistic aspects of both speech and song. This notion was
approached with Experiment 1.

In particular, the involvement of the temporal lobe is not yet clear – overlap of song and
speech was suggested with the aSTG being more strongly involved in song than in speech
(Callan et al., 2006). Studies on pitch and melodic processing for example proposed a
hierarchical processing in the STG with more anterior parts of this region involved in pitch
complexity processing (Patterson et al., 2002; Griffiths et al., 1998). This would suggest
that song and speech are treated differently in the (anterior) temporal lobes as song might
be more dependent on pitch than speech.

The influence on pitch and music processing on song and speech perception can be
investigated by testing amusic individuals, who show music processing deficits. To resolve
the activation pattern in the STG and the temporal lobe in general, patients with focal
lesions in the temporal lobe can be behaviorally tested on their song and speech perception.
These influences were approached in Experiment 2.

In summary, the current dissertation provides:

I. a study of the neural correlates of song and speech with focus on perception
and low task demands (Exp. 1)

II. sung and spoken stimuli in a hierarchical paradigm which provides
a. separated investigations of words and pitch patterns
(controlled for rhythm; Exp. 1B, Part 2)
b. currently missing speech over song contrasts (Exp. 1B, Part 2)
c. and the comparison of sung and spoken pitch patterns (Exp. 1B, Part 1)

III. an approach to investigate the involvement of the temporal lobe in song and speech
processing
a. in an fMRI study with healthy participants (Exp. 1B)
b. in a behavioral testing on patients with lesions in the temporal lobe (Exp. 2)

IV. insights on how music processing deficits alter song and speech perception (Exp. 2).



Chapter 8

Experiment 1 – fMRI Study –
Perception of Song and Speech

The following empirical part consists of two main studies, of which one has already been
published and appears unchanged in this chapter (Introduction), Chapter 9 (Materials and
Methods) and Chapter 10 (Data Analysis, Results, Discussion and Conclusion): Merrill,
J., Sammler, D., Bangert, M., Goldhahn, D., Lohmann, G., Turner, R. and Friederici, A. D.
(2012): Perception of words and pitch patterns in song and speech. Frontiers in Psychology,
3(76), 1-13.

A behavioral pretest for the published fMRI study was included in this dissertation in
Chapter 9 (Experiment 1A). Additional analyses of the fMRI data for the current thesis
are described in Chapter 10 (Experiment 1B Part 1). These analyses catch up with previous
studies (e. g., Callan et al., 2006; Schön et al., 2010) and report the ‘direct comparisons’, i. e.
song and speech in comparison, regardless of the different underlying parameters, before in
Chapter 11 (Experiment 1B Part 2) a new approach on song and speech data with regard to
the perception of words and pitch patterns in both is described.

8.1 Introduction1

Nobody would ever confuse a dialog and an aria in an opera such as Mozart’s ‘The Magic
Flute’, just as everybody would be able to tell whether the lyrics of the national anthem
were spoken or sung. What makes the difference between song and speech, and how do our
brains code for it?

Song and speech are multi-faceted stimuli which are similar and at the same time dif-
ferent in many features. For example, both sung and spoken utterances express meaning

1This part corresponds to Merrill et al. (2012).
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through words and thus share the phonology, phonotactics, syntax and semantics of the
communicated language (Brown et al., 2006). However, words in sung and spoken lan-
guage exhibit important differences in fine-grained acoustic aspects: Articulation of the
same words is often more precise and vowel duration considerably longer in sung com-
pared to spoken language (Seidner & Wendler, 1978). Furthermore, the formant structure
of the vowels is often modified by singing style and technique, as for example reflected in a
Singer’s Formant in professional singing (Sundberg, 1970).

Both song and speech have an underlying melody or pitch pattern, but these vary in
some detail. Song melody depends on the rule-based (syntactic) arrangement of 11 dis-
crete pitches per octave into scales as described by music theory (cf. Lerdahl & Jackendoff,
1983). The melody underlying a spoken utterance is called prosody and may indicate a
speaker’s emotional state (emotional prosody), determine the category of sentences such as
question or statement and aid language comprehension in terms of accentuation and bound-
ary marking (linguistic prosody). In contrast to a sung melody, a natural spoken utterance
carries a pattern of gliding, not discrete, pitches that are not related to scales but vary rather
continuously (for an overview see Patel et al., 2008).

Altogether, song and speech, although similar in many aspects, differ in a number of
acoustic parameters that our brains may capture and analyze to determine whether a stimu-
lus is sung or spoken. The present study sets out to explore the neurocognitive architecture
underlying the perception of song and speech at the level of their underlying constituents –
words and pitch patterns.

Previous fMRI studies on the neural correlates of singing and speaking focused pre-
dominantly on differences between song and speech production (overt, covert or imagined;
Gunji et al., 2007; Jeffries et al., 2003; Özdemir et al., 2006; Riecker et al., 2000; Wild-
gruber et al., 1996) or compared production with perception (Callan et al., 2006; Saito et
al., 2006) whereas pure perception studies are rare (Sammler, Baird, et al., 2010; Schön et
al., 2010). Two main experimental approaches have been used in this field: either sylla-
ble singing of folksongs or known instrumental music was contrasted with the recitation of
highly automated word strings (e. g., names of the months; Riecker et al., 2000; Wildgruber
et al., 1996), or well-known sung folksongs were contrasted with the spoken lyrics of the
same song (Callan et al., 2006; Gunji et al., 2007; Jeffries et al., 2003; Saito et al., 2006).

Despite their above mentioned methodological diversity, most of the production as well
as perception studies report a general lateralization effect for speech to the left and for song
to the right hemisphere. For example, Callan et al. (2006) compared listening to sung (SNG)
and spoken (SPK) versions of well-known Japanese songs and found significantly stronger
activation of the right anterior superior temporal gyrus (STG) for SNG and a more strongly
left-lateralized activity pattern for SPK. These findings led the authors to suggest that the
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right or left lateralization could act as a neural determiner for melody or speech process-
ing, respectively. Schön et al. (2010) extended this view by suggesting that within song,
linguistic (i. e. words) and musical (i. e. pitch) parameters show a differential hemispheric
specialization. Their participants listened to pairs of spoken words, sung words, and ‘vo-
calise’ (i. e. singing on a syllable) while performing a same/different task. Brain activation
patterns related to the processing of musical aspects of song isolated by contrasting the sung
versus spoken words showed more extended activations in the right temporal lobe, whereas
the processing of linguistic aspects (such as phonology, syntax, and semantics) determined
by contrasting song versus vocalise showed a predominance in the left temporal lobe.

Thus, both production and perception data seem to suggest a predominant role of the
right hemisphere in the processing of song due to pronounced musical features of the stimu-
lus and a stronger left hemisphere involvement in speech due to focused linguistic process-
ing. Notably, the most recent studies (Callan et al., 2006; Schön et al., 2010) allude to the
possibility that different aspects of spoken and sung language lead to different lateralization
patterns, calling for an experiment that carefully dissects these aspects in order to draw a
conclusive picture on the neural distinction of song and speech perception.

Due to a restricted number and the particular choice of experimental conditions, previ-
ous studies (Callan et al., 2006; Schön et al., 2010) did not allow for fully separating out
the influence of words, pitch patterns or other (uncontrolled) acoustic parameters on the
differential coding for sung and spoken language in the brain.

Particularly, when it comes to the comparison of pitch patterns between song and
speech, it must be taken into account that the melodies in song and speech (most obvi-
ous when they are produced on sentence level) do not only differ in their pitch contour,
but have also different underlying rhythm patterns. Rhythm differences in song and speech
concern mainly the periodicity, i. e. the metric conception. Meter describes the grouping of
beats and their accentuation. Temporal periodicity in musical meter is much stricter than in
speech and the regular periodicities of music allow meter to serve as a mental framework
for sound perception. As pointed out by Patel et al. (2008, p. 194) “there is no evidence
that speech has a regular beat, or has meter in the sense of multiple periodicities”. Brown
and Weishaar (2010) described the differences in terms of a ‘metric conception’ for song as
opposed to a ‘heterometric conception’ for speech.

Consequently, the influence of the differential rhythm patterns must be parceled out (for
example by adding a respective control condition) in order to draw firm conclusions on
melody and prosody processing – which has not been done so far. This is also of specific
relevance because the left and right hemispheres are known to have a relative preference
for temporal (rhythm) and spectral (pitch) information, respectively (Jamison et al., 2006;
Obleser et al., 2008; Zatorre & Belin, 2001).
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Furthermore, the methodological approaches of the reported fMRI studies were limited
to univariate analyses (UVA), which mostly subtract two conditions and provide information
about which extended brain regions have a greater mean magnitude of activation for one
stimulus relative to another. This activation based method relies on the assumption that a
functional region extends over a number of voxels and usually applies spatial smoothing to
increase statistical power.

Recent methodological developments in neuroimaging have brought up multivariate
pattern analysis (MVPA; Haxby et al., 2001; Norman et al., 2006) which does not only take
into account activation differences in single voxels, but analyses the information present in
multiple voxels. In addition to regions that react more strongly to one condition than an-
other, as in UVA, MVPA can thus also identify brain areas in which a fine spatial pattern of
activation of several voxels discriminates between experimental conditions (Kriegeskorte et
al., 2006). Notably, this allows identifying the differential involvement of the same brain
area in two conditions that would be cancelled out in conventional univariate subtraction
methods (Okada et al., 2010).

UVA and MVPA approaches complement each other in that weak extended activation
differences will be boosted by the spatial smoothing employed by the UVA, whereas the
MVPA will highlight non-directional differential activation patterns between two condi-
tions. Consequently, the combination of the two methods should define neural networks in
a more complete way than each of these methods alone. Note that a considerable overlap of
the UVA and MVPA results is not unusual given that the similarity or difference of activa-
tion patterns is partly also determined by their spatial average activity level (for studies that
explicitly isolate and compare multivariate and univariate contributions to functional brain
mapping see Abrams et al., 2011; Kriegeskorte et al., 2006; Okada et al., 2010).

The present study used UVA as well as MVPA in a hierarchical paradigm to isolate
the neural correlates of the word- and pitch-based discrimination between song and speech,
corrected for the rhythmic differences mentioned above. Song and speech stimuli were con-
structed such to contain first all the three features (words, pitch and rhythm) of a full sung
and spoken sentence, second only the pitch and rhythm patterns, and third, as a control for
pitch processing, only the rhythm (see Figure 8.1). To assure maximal comparability, these
three levels were derived from one another, spoken and sung material was kept parallel, task
demands were kept as minimal as possible, and the study focused purely on perception. The
hierarchical structure of the paradigm allowed us to (i) subtract each level from the above
one to obtain brain areas only involved in word (first minus second level) and pitch (second
minus third level) processing in either song and speech and (ii) compare these activation
patterns.
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We hypothesized first that words (or text and lyrics) in both song and speech may re-
cruit left frontal and temporal regions where lexical semantics and syntax are processed (for
a review see Bookheimer, 2002; Friederici, 2002, 2011). Second, the neural activation of
prosody in speech and melody in song may be driven by its acoustic, pitch-related prop-
erties that are known to evoke a relative predominance of right-hemispheric involvement
(Jamison et al., 2006; Obleser et al., 2008; Zatorre & Belin, 2001). Furthermore, we ex-
pected differences with respect to gliding and discrete pitches to be reflected in particular
brain signatures.

Figure 8.1: (A) Experimental design. Six conditions in a subtractive hierarchy on three levels: first
level: SPKwpr and SNGwpr (containing words, pitch pattern and rhythm), second level: SPKpr and
SNGpr (containing pitch pattern and rhythm), third level: SPKr and SNGr (containing rhythm). (B)
Stimulus example. (C) Timeline of passive listening trial and task trial.





Chapter 9

Experiment 1A – Behavioral Study

The behavioral study served mainly as a pretest for the subsequent fMRI study. The goal
was to (1) test if the task was feasible, (2) test the task with background scanner noise and
(3) conduct a valence and arousal testing of the stimuli. Furthermore, the results of the
pretesting provided a first glimpse at the participants’ ability to correctly associate pitch
and rhythm patterns to the songs and spoken sentences that they were derived from, and
additionally whether or not participants’ listening habits and experiences had an influence
on their rating accuracy.

To do so, hierarchically organized sung and spoken stimuli were presented, carrying
less and less information with each level; one feature was cancelled out from each respec-
tive level: from a full sentence to the pitch-rhythm pattern (minus text) to the pure rhythm
(minus pitch contour; for details see below and Figure 8.1). The task was to indicate whether
two stimuli had the same source, or in other words, if they derived from the same sentence
or song respectively (see Table 9.1). Rating responses (accuracy) and response time were
recorded and analyzed. A hypothesis for the rating accuracy and the response time was that
if a stimulus contains more information it is easier to remember and therefore the rating
accuracy should be higher and the response time shorter. Moving down the stimulus hierar-
chy this should mainly affect the pairs with a rhythm component as this is the most abstract
stimulus.

9.1 Methods

Participants. Forty-two healthy German native speakers (18 male, mean age 22.8 years,
SD: 2.8 years) participated in the study. None of the participants were professional musi-
cians, nor had learned to play a musical instrument for more than four years.
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Table 9.1: Possible stimulus pairs within one melody/sentence. SNG = song; SPK = speech;, wpr =
stimulus contains words, pitch, rhythm; pr = stimulus contains pitch, rhythm; r = stimulus contains
rhythm.

Materials. The paradigm consisted of 6 conditions, arranged in a subtractive hierarchy:
spoken (SPKwpr) and sung sentences (SNGwpr) containing words, pitch patterns and
rhythm; hummed speech prosody (SPKpr) and song melody (SNGpr) containing only pitch
patterns and rhythm, as well as the speech or musical rhythm (SPKr and SNGr; see Figure
8.1). In this manner, 6 different sets of stimuli were created.

The sentences for the ‘-wpr’ stimuli were 6 different statements with a constant number
of twelve syllables across all conditions. The 6 melodies for the sung (SNG) stimuli were
composed according to the rules of western tonal music, in related major and minor keys,
duple and triple meters, and with and without upbeat depending on the sentences. The
lyric/tone relation was mostly syllabic. For the rhythm (-r) conditions, a hummed tone (G3)
was recorded and cut to 170 ms with a 20 ms fade in and out. Sequences of hummed tones
were created by placing the tone onset on the vowel onsets of each syllable according to
the original sung and spoken material using Adobe Audition 3 (Adobe Systems; for more
details see Chapter 10).

Procedure. Participants were required to indicate via button press whether a pair of two
stimuli was derived from the same original sentence or song. One of the stimuli (e. g.,
SNGwpr) was always taken from a different hierarchical level than the other (e. g., SNGr).
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A melody (second level) or rhythm (third level) stimulus could only build a pair with a full
sentence or song (first level). No combinations of -pr and -r stimuli were possible. Also,
stimuli swapped positions (e. g., SNGwpr/SNGpr and SNGpr/SNGwpr) and a combination
did not match if the stimuli did not derive from the same origin (e. g., SPKwpr/SNGpr; see
Table 9.1). As stated, 6 different sets of stimuli were created. Of significant importance for
the task was that pairs were only built out of the stimuli from one set. For example, no sung
melody from song #1 was allowed to follow song #2 and the spoken rhythm of set #3 could
not follow sung melody #1 and so on. Therefore, it was not a test for e. g., song memory.

Within each of the six stimulus categories, sixteen stimulus pairs were possible, which
lead to 96 stimulus pairs in total. Each participant perceived all stimuli in one of 42 pseudo-
random orders to ensure the task rules and avoid identical stimuli following each other.

Participants sat in front of a monitor that prompted ‘y’ and ‘n’ which stood for the
buttons on the ‘QWERTZ’-keyboard they pressed to give their ‘yes’ or ‘no’ answer for
matching the stimulus pairs. As soon as they had made their decision they could press a
button; it was not necessary to wait until the stimulus was fully played. The next stimulus
only started after a button was pressed. There was a one-second delay between the two
stimuli of a pair. Prior to the experiment participants were instructed via audio introduction,
which played examples and gave the answer after four seconds, regardless if the pairs
matched or not. After that, participants had to rate 10 samples (taken from the original
stimulus set). Those test ratings were evaluated immediately to assure the participants’
understanding of the task. None of them showed an obvious misunderstanding. Participants
had not been informed about the type of stimuli, for example song or speech, melody or
rhythm; sounds were only called ‘Klangbeispiele’ (= sound examples).

Data analysis. A within-subject analysis of variance (ANOVA) with factors match (match-
ing vs. non-matching stimulus pairs), level (-pr/-wpr vs. -r/-wpr stimulus pairs) and order
(1st vs. 2nd position) and paired-sample t-tests were performed on all stimulus pairs using
SPSS Statistics 17.0 to analyze differences in rating accuracy (RA) and response time (RT).
A further ANOVA with factors Domain (SNG vs. SPK), Level (-pr/-wpr vs. -r/-wpr) and
Order (1st vs. 2nd position) and paired-sample t-tests were performed only on the matching
pairs to evaluate differences between song and speech stimuli.

Response bias. Taking a response bias into account, a d-prime analysis was conducted,
according to the signal detection theory. The sensitivity index d’ (‘d-prime’) represents the
sensitivity of the subjects in distinguishing between the two given stimuli. The criterion
c represents the tendency of subjects to either answer ‘yes’ or ‘no’ more frequently than
the other option, respectively. The calculation of d’ and c depends on the Hit, Miss, False
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Alarm (FA) and Correct Rejection (CR) rate. Intuitively, the best participant maximizes the
Hit rate (and thus minimizes the Miss rate) and minimizes the False Alarm rate (and thus
maximizes the Correct Rejection rate); thus the larger the difference between Hits and FA,
the better the subject’s sensitivity. The statistic d’ is a measure of this difference; it is the
distance between the z-transforms of Hits and False Alarms: d’ = z(H) - z(FA). If Hits and
FA are equal, d’ = 0, the participant made a random decision. The effective limit (with a Hit
rate of 99 % and a False Alarm rate of 1 %) of the highest possible d’ (greatest sensitivity) is
4.65. Typical values are up to 2.0, and 69 % correct for both ‘yes’ and ‘no’ trials corresponds
to a d’ of 1.0 (Macmillan & Creelman, 2009).

A response bias is measured as the inclination of the participant to say ‘yes’ (or ‘no’).
The bias measure c is a function of Hits and FA: c = -0,5 * (z(H) - z(F)). The value c < 0
indicates a tendency toward the response ‘yes’ and c > 0 toward ‘no’.

Task with scanner noise. For the fMRI experiment (Chapter 10) it needed to be tested,
(1) whether the task was feasible with the scanner noise and (2) if participants reacted
emotionally to the stimuli and (3) if they perceived them as more negative or positive.
To ensure that the task could be properly performed in the scanner as well as outside the
scanner without scanner noise, a smaller sample set was presented with a recording of the
scanner noise in the background. Each stimulus pair was presented 13–16 times across
participants.

Valence and arousal rating. Each stimulus of the first level (sung and spoken stimuli
with text) was tested for valence and arousal. A low level of arousal (2–3) and a neutral
to positive valence (5) were desirable for the fMRI experiment. This was tested without
scanner noise.

Self assessment. After the rating, participants were asked to judge on a 9 point scale
(1 easy, 9 difficult) how difficult they had found the pair-matching task. The goal was to
find out if their response behavior would reflect their assessment. Additionally, participants
were asked to describe the heard stimuli and to name them. As participants were not
informed beforehand about the hierarchical structure of the stimuli, these questions were
targeted at finding out how participants associated the connection between sung and spoken
sentences and their underlying constituents, melody and rhythm.

Listening habits. Furthermore, an additional questionnaire was conducted with the goal
of looking for correlations between the rating results and participants’ individual listening
habits and experiences. It asked for hours of music listening per week, hours of listening
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to audio books per month and concert and theater visits per year. The hypothesis was that
maybe participants who had an advantage in rating song stimulus pairs would be those who
went to concerts or listened to music more often. An advantage for rating spoken stimulus
pairs would speak to a greater propensity to listening to audio books or a larger interest in
going to the theater.

9.2 Results

Task with scanner noise. The goal of this pretest was to prove that the task could be
performed equally with and without scanner noise. There was no significant difference in
the performance in both presentation forms (p > 0.6), which means no distraction due to the
noise and no frequency overlap between the stimuli and the noise could be observed.

Valence and arousal rating. Participants did not react emotionally to the stimuli and rated
most of them as neutral. As the text and the melodies had a folk song character, two of
them were rated more positively (see Table 9.2) than the others. A more positive character
of a stimulus was not a criterion for excluding it, as long as participants did not have to
reveal any kind of emotional expression during the scanning session.

wpr 1 wpr 2 wpr 3 wpr 4 wpr 5 wpr 6

arousal 2.72 2.74 2.91 2.70 3.40 2.81
valence 4.81 5.30 4.79 5.93 7.16 5.72

Table 9.2: Valence and arousal rating of full stimuli (-wpr). Means of a 9 point scale rating (1 low,
9 high). Stimuli were rated less arousing and emotionally more neutral to positive.

RA and RT for matching and non-matching stimulus pairs. The within-subject ANOVA
on all stimulus pairs for the rating accuracy (RA) revealed significant main effects for the
factors Match and Level, indicating a better performance for matching vs. non-matching
pairs (see also ‘Response bias’) and -pr vs. -r pairs. Significant interactions were found for
Level × Order and Match × Level × Order (see Figure 9.1, Table 9.3 for details).

The within-subject ANOVA for the response time (RT) revealed significant main effects
for Level and Order, indicating faster responses for -pr than -r pairs, and -pr or -r stimuli
in the second over first place. A significant interaction for Level × Order was found (see
Table 9.3 for details).

In detail, the main effect for Level showed that the accuracy was higher and RTs were
shorter for -pr pairs than for -r pairs (see Figure 9.2). The response was about 1100 ms faster.
That means that in the melodic comparison (mean 3410 ms) the decision was made while
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Figure 9.1: Results for the rating accuracy (RA; number of correct rated pairs out of 6) for matching
and non-matching pairs.

the stimulus was still running, but in the rhythm comparison (mean 4520 ms) participants
pressed the button 82 ms after stimulus offset. The melodic comparison decision was made
faster than the rhythm comparison. This is in close correspondence to the result that the
melodic comparison was easier to make, reflected in a higher accuracy.

A main effect for Order revealed significant results for RT and reflected a difference
whether a -pr/-r stimulus occurred in the first or second position. Participants were faster
with their response when the -pr or -r stimulus occurred in the second position, i. e. after a
-wpr stimulus (see Figure 9.3).

To interpret the Level × Order interaction, additional t-tests were conducted. -r stimuli
were rated more accurately and 55.4 ms faster when they were presented after a -wpr stimu-
lus. Furthermore, the t-tests underline the result that -pr stimuli were rated more accurately
and faster than -r stimuli in both positions (see Figure 9.3).

The Match × Level × Order interaction is most likely driven by a low RA and RT for
rhythm stimulus pairs. Participants’ RA and RT were best in SNGpr stimuli occurring in
the second position.

RA and RT for matching stimulus pairs. The within-subject ANOVA on matching stim-
ulus pairs only for the rating accuracy (RA) revealed significant main effects for the factors
Domain and Level, indicating a higher RA and a lower RT for sung than for spoken stim-
uli, and a significant interaction for Domain × Level, which is most likely driven by the
significantly low performance of the SPKr stimuli (see Figure 9.4 and Table 9.4 for details).
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Figure 9.2: Results for the rating accuracy (RA; number of correct rated pairs out of 6) and response
time (RT; in seconds) of -pr an -r pairs.

Figure 9.3: Results for the rating accuracy (RA; number of correct rated pairs out of 6) and response
time (RT; in seconds) for stimuli occurred in the 1st or 2nd position.
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ANOVA contrasts RA RT
(matching stimulus pairs) F (1,41) p-value F (1,41) p-value

ME
Domain SNG > SPK 16.428 < .000 18.356 < .000
Level pr > r 261.797 < .000 139.544 < .000
Order 2nd > 1st 15.181 < .000

IA Domain × Level 5.778 < .021 6.213 < .017
Level × Order 10.636 < .002

t -tests for IA t(41) p-value t(41) p-value

Domain × Level

SNGpr > SPKpr 3.059 < .004 -4.901 < .000
SNGr > SPKr 4.233 < .000
SNGpr > SNGr 8.321 < .000 -10.303 < .000
SPKpr > SPKr 11.784 < .000 -8.988 < .000

Table 9.4: Results for rating accuracy (RA) and response time (RT) of the ANOVA for matching
stimulus pairs only and additional two-sample t-tests. ME = main effect; IA = interaction. pr =
pitch-rhythm (melody) comparison; r = rhythm comparison. SNG = song, SPK = speech; 1st =
stimulus occurred in the first position of a pair, 2nd = stimulus occurred in the second position of a
pair.

The within-subject ANOVA for the response time (RT) revealed significant main effects
for Domain, Level and Order and a significant interaction for Level × Order (see Figure
9.4 and Table 9.4 for details). For the explanation of the remaining main effects and inter-
actions, see RA and RT for matching and non-matching pairs, which showed similar results.

Correlation of RA and RT. There was a significant correlation (Spearman’s rho, r = -,697,
p < 0.01) between the rating response behavior and the response time; the less correct
the answers were, the more time participants needed to answer and the more correct the
answers were, the less time they needed.

Response bias. Participants showed a response bias toward ‘yes’, shown with the bias
measure c, a function of Hits and False Alarms. Positive c-values represent answers
toward ‘no’, negative c-values toward ‘yes’. Only two participants had a c slightly above
0 (c = 0.03; 0.19), nine participants under 0 (c > -0.4), all the others were c < -0.4 (min.
c = -1.09), which represents a strong response bias toward ‘yes’.

Sensitivity and chance level. While participants scored better than predicted by chance in
all -pr pairs, in the SNGwpr/SNGr, SNGr/SNGwpr and SPKwpr/SPKr pairs (one-sample
t-test (0.5): t(41) > 3.206, p < .003; for details, see Table 9.6), they scored at chance for all
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Figure 9.4: Results for the rating accuracy (RA; number of correct rated pairs out of 6) and response
time (RT; in seconds) for only matching stimulus pairs.

the incorrect rhythm pairs and the SPKr/SPKwpr (p > .110). Participants’ sensitivity for the
-pr pairs was much better (d’ > 2.01) than for the -r pairs (d’ < 0.56), which indicates a rating
accuracy under 69 % for the rhythm pairs. Only SPKr in the first position had a sensitivity
of d’ = 0 which is equal to a random decision (see Figure 9.5 and Table 9.5).

Stimulus Pair Hit FA z(H) z(F) d’

SNGpr 1st 244 57 1.86 -0.75 2.61
SNGpr 2nd 243 68 1.80 -0.61 2.42
SPKpr 1st 192 24 0.71 -1.31 2.02
SPKpr 2nd 170 15 0.45 -1.56 2.01

SNGr 1st 186 136 0.64 0.1 0.54
SNGr 2nd 180 126 0.57 -1.4E-16 0.57
SPKr 1st 108 113 -0.18 -0.13 -0.06
SPKr 2nd 138 106 0.12 -0.20 0.32

Table 9.5: d-prime analysis for the stimulus pairs. Hits (max. 252) and False Alarms and their z-
transformation. d’ = 2 indicates a very good sensitivity, d’ = 1 indicates a good sensitivity and is
equal to 69 % rating accuracy, d’ = 0 indicates a random decision.

Over all, participants had a good sensitivity (mean d’ = 1.17), which indicates a rating
accuracy higher than 69 %. 11 participants had a sensitivity lower than d’ = 1 and two
participants had a sensitivity lower than d’ = 0, which indicates random decisions (see
Figure 9.6), which was mainly driven by -r stimulus pairs.
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Figure 9.5: d-prime analysis for the stimulus pairs. The two dots per condition represent the two
positions (1st and 2nd) in which a -pr and -r stimulus could occur. d’ = 1 is equal to 69 % rating
accuracy. d’ = 0 is a random decision.

Figure 9.6: d-prime for each participant. 11 participants had a sensitivity lower than d’ = 1, which
is lower than 69 % rating accuracy and 2 participants had a sensitivity lower than d’ = 0, which
means they made random decisions.
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Self assessment. A correlation between rating accuracy and self-assessment was found
for the combinations SNGpr/SNGwpr, SNGr/SNGwpr, SPKpr/SPKwpr, SPKr/SPKwpr.
When a full sentence (sung or spoken) followed a matching melody, participants rated
the combination as easy and their performance was good. When a full sentence (sung or
spoken) followed a matching rhythm, participants rated the combination as difficult and
their performance was not as good.

Listening habits. No correlation was found between the response behavior and the partici-
pants’ listening habits and experiences.

9.3 Discussion

The results show that (1) the stimuli were suited for the scanner, (2) participants had prob-
lems matching the rhythm stimulus pairs which (3) confirmed the plan to integrate the task
in the scanning session only to ensure participants’ attention and not for analyzing purposes;
furthermore to use the rhythm condition only as a control condition and focus on melody
and word processing in song and speech.

In the following, the rating results will be discussed in more detail. To summarize the
findings, firstly, matching sung stimulus pairs (SNGwpr/SNGpr and SNGwpr/SNGr, and
reverse) provoked a higher and faster rating performance than matching spoken stimulus
pairs. Secondly, rating pitch-rhythm (melody) stimulus pairs revealed the highest perfor-
mance (96 %), in contrast to rhythm stimuli, where performance was in some cases at
chance. Thirdly, participants were faster in matching pairs with the -pr or -r stimulus in
the second position.

From these combined results can be assumed that working memory plays a major role
in matching these stimulus pairs; the less information a stimulus contains (the more abstract
a stimulus is) and the less regular it is, the less likely it is to be remembered and therefore it
is harder to compare with any other stimulus. (1) Sung stimuli are more regular than spoken
stimuli and (2) rhythm stimuli are more abstract than -pr stimuli. Comparing regular and
irregular rhythms, Grahn and Brett (2007) used a production task (tapping heard rhythms
back) and showed that the metric simple (regular) rhythms are remembered correctly sig-
nificantly more often than non-metric (irregular) rhythms. A regular grouping in the metric
simple rhythms would lead to a stronger perception of a beat than in the metric complex
rhythms. As discussed in Chapter 3.5 periodicity is the main difference between musical
rhythm and speech rhythm. Regarding this experiment, a pair consisting of a full stimulus (-
wpr) and melody (-pr) seemed to be the easiest combination to match (highest performance,
96 %). Both stimuli are easy to remember and therefore easier to match. Pairs that contain a
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full stimulus (-wpr) and rhythm (-r) were much harder to match because a rhythm stimulus
contained less information than the -pr stimulus and was also more artificial, even though
it was vocal, too. Miller (1956) stated that the number of items that can be held in working
memory is limited to 7 ± 2 chunks. As the rhythm stimuli consisted of twelve monotonous
tones (no pitch changes) they were much harder to remember than the -pr stimuli. Also,
chunking (Miller, 1956) a sung stimulus with regular beats and discrete pitch changes is
easier than spoken stimuli with a gliding, non-discrete pitch contour and irregular rhythm.
Participants were also faster in matching pairs with the -wpr stimulus in the first position,
most likely because it was the easiest to remember as it contained the most information and
was a concrete stimulus.

The performance on the rhythm pairs was at chance for most of the rhythm conditions,
but participants performed at chance mainly for the incorrect rhythm pairs. This can be ex-
plained by the participants’ significant bias to rate pairs as matching (to respond ‘yes’). Also
evidently, participants scored significantly high for the correct song rhythm pairs (71.43 and
73.81 %). Furthermore, as shown by the d-prime analysis, participants’ rating of SPKr pairs
was random. While participants showed a very good sensitivity for all -pr pairs, the sensi-
tivity for the -r pairs was low, especially for the SPKr pairs, which indicated a rating with
random decisions.

As the results can be explained with working memory load, it can only be assumed
how participants associated the connection between sung and spoken sentences and their
underlying constituents – melody and rhythm. In a debriefing, participants were asked
how they would describe and call the different stimuli – they had not been told about the
type of stimuli beforehand (i. e. melody, rhythm, song or speech). They chose the word
‘melody’ to describe the -pr stimuli, but only a few participants actually named the rhythm
stimuli ‘rhythm’. Much more common were descriptions like ‘beep tones’. Participants
could not name the rhythm condition and therefore did not express a clear association for
rhythm underlying song and speech. That could be explained by their lack of musical
expertise as participants were not musically trained. For example, hardly anyone would
match the hummed melody of the national anthem with the ‘ABC’-song, but contrasted
with the rhythm (and even harder with a prosodic rhythm), a naïve, not musically trained
person would have trouble matching them correctly, as he is not trained to memorize those
abstract stimuli.

Or maybe participants did not perceive the (speech) rhythm as ‘rhythmical’, which
means, the participants’ expectation of what a ‘rhythm’ is, was different. Most likely, they
expect a ‘rhythm’ that has a regular beat with pronounced metric accents, which is obvious
in music; a speech rhythm does not exhibit such a regular beat. Maybe on these grounds
participants did not term the rhythm stimuli ‘rhythm’.
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The debriefing questionnaire leads to the following conclusions. No correlation was
found between the response behavior and the participants’ listening habits and experiences.
All participants were non-musicians and had not played an instrument for more than four
years. The task required only a basic understanding of music and in the case that someone
had not been able to perform above chance in the -pr pairs, a test for musical disorder would
have been appropriate. Despite none ever having learned an instrument for very long, par-
ticipants self-reported listening to music from 3 to 80 hours a week. The hypothesis that
there could be a connection between the task performance and the interest in listening to
music or spoken text (i. e. audio books) did not become significant. For example, partici-
pants who listened to music a lot did not show an advantage in matching the song pairs and
so on.

Furthermore, the participants’ self assessment reflected their response behavior. If a
-wpr followed a -pr stimulus it was obviously easy to decide whether they matched or not,
but if a -wpr followed a rhythm stimulus it was hard to decide whether they matched or not.
That means in general, participants were conscious about their response behavior, especially
about the discrepancy in matching -pr/-wpr pairs and -r/-wpr pairs.

9.4 Conclusion

It could be shown that the stimulus material was suited for the scanner. The poor perfor-
mance on rhythm stimulus pairs confirmed the plan to use the task as an attention test only
during the scanning session and exclude the task trials from the analysis, and to implement
the rhythm condition as a control condition to extract pitch pattern perception in song and
speech (see following fMRI study).

The participants’ ability to correctly associate underlying pitch- and rhythm patterns
in song and speech, respectively, could be shown for the pitch patterns, seen in the high
performance, but not for the rhythms, which revealed a low performance.

Whether or not this has to do with a lack of understanding of rhythm as an underlying
constituent of song and speech could not be shown, but can be considered unlikely. This
observation was overshadowed by a high working memory load that lead most likely to the
poor performance on rhythm stimulus pairs.





Chapter 10

Experiment 1B – fMRI Study Part 1
– Direct Comparisons

As previous fMRI studies on the neural correlates of song and speech focused predomi-
nantly on the direct comparison of (full) sung and spoken stimuli, i. e. stimuli containing
linguistic information, pitch patterns and rhythm at the same time (Gunji et al., 2007; Jef-
fries et al., 2003; Özdemir et al., 2006; Riecker et al., 2000; Wildgruber et al., 1996; Callan
et al., 2006; Saito et al., 2006; Schön et al., 2010), the following part reports the direct
contrasts of sung and spoken sentences (first level) and melodies (second level; see Figure
8.1A) to broaden the spectrum of fMRI data on the perception of song and speech.

To summarize previous findings, both production and perception data from previous
studies seem to suggest a predominant role of the right hemisphere in the processing of song
due to pronounced musical features of the stimulus and a stronger left hemisphere involve-
ment in speech due to focused linguistic processing. In particular, perception studies (Callan
et al., 2006; Schön et al., 2010) found for the contrast song over speech (SNG > SPK) acti-
vations in the superior temporal gyrus and sulcus (STG/STS; BA 21, 22) bilaterally, Callan
et al. more specifically in the anterior STG (aSTG) bilaterally. Both showed a right lateral-
ized activation in the STG, Callan et al. by a lateralization test, Schön et al. by comparing
the width of activation, which is not a statistical test. Furthermore, Callan et al. found ac-
tivations in the rostral and dorsal part of the lateral premotor cortex (PMC) bilaterally and
left orbitofrontal cortex and Schön et al. in the thalamus. Regarding the reverse contrast
(SPK > SNG), neither Callan et al. nor Schön et al. found significant differential activity.
While in Schön et al. no explanation was provided, Callan et al. reported under-threshold
activation as a tendency for interpretation (for a detailed description of the studies see Chap-
ter 4).
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Taken together, the aSTG bilaterally seems to play a major role in song perception, as
well as the PMC. A general lateralization for song to the right and speech to the left was
suggested, but was not fully supported by statistical tests.

The current analysis will get back to this issue and broaden the song and speech percep-
tion research by three further insights: Firstly, by more data on the SNG vs. SPK contrasts,
secondly, by new contrasts of SPKpr vs. SNGpr as none of the mentioned studies compared
hummed spoken and hummed sung stimuli to evaluate differences in the underlying pitch-
patterns of song and speech, and thirdly, by analyzing all contrasts for the first time with
two different approaches, with univariate and multivariate analyses.

10.1 Methods1

10.1.1 Participants

Twenty-one healthy German native speakers (14 male, mean age 24.2 years, SD: 2.4 years)
participated in the study. None of the participants were professional musicians, nor had
learned to play a musical instrument for more than two years. All control participants
reported to have normal hearing. Informed consent according to the Declaration of Helsinki
was obtained from each participant prior to the experiment which was approved by the local
Ethical Committee.

10.1.2 Materials

The paradigm consisted of 6 conditions (with 36 stimuli each) arranged in a subtractive hi-
erarchy: spoken (SPKwpr) and sung sentences (SNGwpr) containing words, pitch patterns
and rhythm; hummed speech prosody (SPKpr) and song melody (SNGpr) containing only
pitch patterns and rhythm, as well as the speech or musical rhythm (SPKr and SNGr; see
Figure 8.1A; sample stimuli will be provided on request).

The sentences for the ’wpr’ stimuli were 6 different statements, with a constant number
of twelve syllables across all conditions. The actual text content (lyrics) was carefully se-
lected in order to be (a) semantically plausible in both, song and propositional speech (it is
obviously not plausible to sing about taking the trash out) and (b) both the regular and ir-
regular stress patterns were rhythmically compatible with the underlying melody (a stressed
or prominent point in the melody never coincided with an unstressed word or syllable; see
Figure 8.1B).

The 6 melodies for the sung (SNG) stimuli were composed according to the rules of
Western tonal music, in related major and minor keys, duple and triple meters, and with and

1This part corresponds to Merrill et al. (2012).
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without upbeat depending on the sentences. The lyric/tone relation was mostly syllabic.
The melodies had to be highly distinguishable in key, rhythm and meter to make the task
feasible (see below).

Melodies and lyrics were both unfamiliar to avoid activations due to long-term memory
processes, automatic linguistic (lyric) priming, and task cueing. Spoken, sung (wpr) and
hummed (pr and r) stimuli were recorded by a female trained voice who was instructed
to avoid the Singer’s Formant and ornaments like vibrato in the sung stimuli, to speak the
spoken stimuli with emotionally neutral prosody and not to stress them rhythmically in
order to keep them as natural as possible.

For the rhythm (r) conditions, a hummed tone (G3) was recorded and cut to 170 ms with
20 ms fade in and out. Sequences of hummed tones were created by setting the tone onset
on the vowel onsets of each syllable according to the original sung and spoken material
using Adobe Audition 3 (Adobe Systems). To control the hummed stimuli (pr and r) to be
exactly equal in time and pitch as the spoken and sung sentences (wpr), they were adjusted
using Celemony Melodyne Studio X (Celemony Software). All stimuli were cut to 3700 ms,
normalized and compressed using Adobe Audition 3 (Adobe Systems).

10.1.3 Procedure

Across the experiment, each of the 36 stimuli was presented 6 times in a pseudo-random
order (see below), interleaved with 20 baseline conditions (no sound played) and 36 task
trials (requiring a response), resulting in 272 stimulus presentations in total. In an effort
to avoid adaptation effects, exactly the same stimuli, stimuli with the same melody/text,
or stimuli from the same level (wpr, pr, r) were not allowed to follow each other in the
pseudo-randomized stimulus list.

The duration of the experiment was 34 minutes. For stimulus presentation and recording
of behavioral responses, the software Presentation 13.0 (Neurobehavioral Systems, Inc., San
Francisco, CA) was used.

The participants were instructed to passively listen to the sounds, without being in-
formed about the kind of stimuli, like song or speech, melody or rhythm. To assure the
participants’ attention, 36 task trials required a same/different judgment with the stimulus
of the preceding trial. The stimulus of the task trial (e. g., SNGwpr) was always taken from
a different hierarchical level than the preceding stimulus (e. g., SNGr) and participants were
required to indicate via button press whether the two stimuli were derived from the same
original sentence or song. Prior to the experiment, participants received a short training to
assure quick and accurate responses.

The timeline of a single passive listening trial (for sounds and silence) is depicted in
Figure 8.1C: The duration of a passive listening trial was 7500 ms, during which the presen-
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tation of the stimulus (3700 ms; prompted by ‘+’) with a jittered onset delay of 0, 500, 1000,
1500 or 2000 ms was followed either by ‘...’ or ‘!’ shown for the remaining trial duration
between 1800 and 3800 ms. The three dots (‘...’) indicated that no task would follow. The
exclamation mark (‘!’) informed the listeners that instead, a task trial would follow, i. e. that
they had to compare the next stimulus with the stimulus they had just heard.

The timeline of a task trial was analogous to a passive listening trial except for the last
prompt, a ‘?’ indicating the time to respond via button press (see Figure 8.1C). Trials were
presented in a fast event-related design. Task trials did not enter data analysis.

Scanning. Functional magnetic resonance imaging (fMRI) was performed on a 3T Siemens
TrioTim scanner (Erlangen, Germany) at the Max Planck Institute for Human Cognitive
and Brain Sciences in Leipzig. In an anatomical T1-weighted 2D-image (TR 1300 ms,
TE 7.4 ms, flip angle 90◦) 36 transversal slices were acquired. During the following func-
tional scan one series of 816 BOLD images was continuously acquired using a gradient
echo-planar imaging sequence (TR 2500 ms, TE 30 ms, flip angle 90◦, matrix 64×64). 36
interleaved axial slices (3×3×3 mm voxel size, 1 mm interslice gap) were collected to cover
the whole brain and the cerebellum. We made sure that participants were well able to hear
the stimuli in the scanner.2

10.1.4 Data Analysis

Univariate Analysis. FMRI data were analyzed using SPM 8 (Welcome Department of
Imaging Neuroscience). Images were realigned, unwarped using a fieldmap scan, spatially
normalized into the MNI stereotactic space, and smoothed using a 4 mm FWHM Gaussian
kernel. Low-frequency drifts were removed using a temporal high-pass filter with a cutoff
of 128 s.

A general linear model using 4 regressors of interest (one for each of the four conditions,
without the rhythm control condition) was estimated in each participant. Regressors were
modeled using a boxcar function convolved with a hemodynamic response function to create
predictor variables for analysis. For random effect group analyses, the individual SPM’s
were submitted to one-sample t-tests.

For direct comparisons of sung and spoken sentences (first level; see Figure 8.1A),
regardless pitch- and rhythm-specificity in song and speech, SPKwpr-SNGwpr and
SNGwpr-SPKwpr were contrasted. For direct comparisons of prosodic and musical pitch
patterns (second level), regardless rhythm-specificity in song and speech, SPKpr-SNGpr
and SNGpr-SPKpr were contrasted.

2End of quotation from the published manuscript.
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Multivariate Pattern Analysis. The multivariate pattern analysis (MVPA) was carried out
using SPM8 (Welcome Department of Imaging Neuroscience) and PyMVPA 0.4 (Hanke et
al., 2009). Images were motion corrected before a temporal high-pass filter with a cut-off
of 128 s was applied to remove low-frequency drifts. At this point no spatial smoothing and
no normalization into MNI stereotactic space were performed to preserve the fine spatial
activity patterns. Next, a contrast of interest was chosen. These contrasts included the same
as with the UVA. MVPA was performed using a linear support vector machine (libsvm C-
SVC, C.-C. Chang & Lin, 2011). For every task trial of the conditions, one image was
selected as input for MVPA. To accommodate hemodynamic response, an image 7 seconds
after stimulus onset was acquired by linear interpolation of the fMRI time series. Data were
divided into 5 subsets each containing 7 images per condition to allow for cross validation.
Each subset was independently z-scored relative to baseline condition. We used a search-
light approach (Kriegeskorte et al., 2006) with a radius of 8 mm to map brain regions which
were differentially activated during both conditions of interest. This resulted in accuracy
maps of the whole brain. The resulting images were spatially normalized into the MNI
stereotactic space, and smoothed using a 4 mm FWHM Gaussian kernel.

Accuracy maps of all subjects were then submitted to a second-level group analy-
sis comparing the mean accuracy for each voxel to chance level (50 %) by means of
one-sample t-tests and thresholded at p (cluster-size corrected) < 0.05 in combination with
p (voxel-level uncorrected) < 0.001. Localization of brain areas was done with reference to
the Juelich Histological Atlas, Harvard-Oxford (Sub)Cortical Structural Atlas and activity
within the cerebellum was determined with reference to the atlas of Schmahmann et al.
(2000).

10.2 Results

10.2.1 Direct Comparison of Sung and Spoken Sentences (first level)

UVA. The univariate analysis revealed significant activation clusters for the SNG-
wpr > SPKwpr contrast in the bilateral aSTG and the right PMC (see Table 10.1 and Figure
10.1, left column, top row for details) and for the reverse contrast SPKwpr > SNGwpr in
the left inferior parietal lobule in area PGp adjacent to the occipital cortex (see Table 10.1
and Figure 10.1, left column, middle row).

MVPA. Brain regions that distinguish between spoken and sung sentences were found in the
STG/STS bilaterally, left posterior cingulum, right PMC (extending into the somatosensory
cortex) and supplementary motor area (SMA; see Figure 10.1, left column, bottom row).
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10.2.2 Direct Comparison of Sung and Spoken Melodies (second level)

UVA. The univariate analysis revealed significant activation clusters for the SPKpr > SNGpr
contrast in left posterior STS/middle temporal gyrus (pSTS/pMTG), while the reverse con-
trast did not reveal any suprathreshold clusters (see Table 10.1 and Figure 10.1, right
column, top row).

MVPA. Brain regions that distinguish between pitch patterns in speech and song were found
in the STG/STS bilaterally and in the right anterior intraparietal sulcus (IPS; see Figure 10.1,
right column, bottom row).

Figure 10.1: Brain regions that distinguish between song and speech on sentence level (first level)
and pitch-rhythm pattern level (second level) in univariate and multivariate analyses (p (cluster-size
corrected) < 0.5 in combination with p (uncorrected) < 0.001). aSTG = anterior superior temporal
gyrus; pSTS/MTG = posterior superior temporal sulcus/middle temporal gyrus.

10.3 Discussion

The two most striking results are the activation in the aSTG bilaterally for SNG-
wpr > SPKwpr which most likely represents the music relatedness of song and is in
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Table 10.1: Brain areas involved in the processing of sung and spoken sentences, and
prosodic and melodic pitch patterns. All p(cluster-size corrected) < 0.05 in combination with
p(uncorrected) < 0.001)
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line with previous studies, and in the IPS for SPKpr vs. SNGpr. As this contrast is pre-
sented for the first time, the role of the IPS in differentiating between prosodic and musical
stimuli needs to be discussed.

10.3.1 Comparison of Song and Speech

Anterior Superior Temporal Gyrus. The bilateral aSTG activation for song over speech
is in line with results from previous studies (Callan et al., 2006; Schön et al., 2010; also
in production: Jeffries et al., 2003; see above). The assumption was that the aSTG repre-
sents (1) the music related processes and (2) the melodic aspects of song – associated with
complex pitch perception in the aSTG (referring to Scott et al., 2000).

With ‘music relatedness’ the authors most likely refer to the rule-based dependency
of song in Western tonal music, of which the ‘melodic aspect’ is just one specification.
The aSTG was suggested to represent melodic processes in song. This statement cannot
be taken as the only possibility as not only the melodic aspects of song and speech were
compared. Both stimuli contained words and rhythmic aspects at the same time. Therefore,
speculations of other influences can be made.

Firstly, the aSTG could also represent the regularity of song compared to speech which
includes the regularity of pitch patterns (discrete pitch) and the regularity of the rhythm (a
regular timed beat). The aSTG was found to be involved in syntactic processes in music
(Koelsch, Fritz, et al., 2005; Koelsch et al., 2002) – but also in speech (e. g., Friederici,
2011). Hypothetically, this could mean that structure building processes are more engaged
in song perception than in speech when the structure of the text, the pitch pattern and the
rhythm pattern need to be processed.

Secondly, why should the melody in music be more complex than prosody in speech and
therefore involve the aSTG stronger than speech? In a number of melody and pitch percep-
tion studies, the (mostly right) aSTG has been found to be involved – e. g., in patients with
lesions in the right anterior TL the melodic processing was disturbed (Liégeois-Chauvel
et al., 1998). In the temporal lobe (with a right-hemispheric weighting in more anterior re-
gions) a hierarchy of melody processing has been suggested (Patterson et al., 2002; Griffiths
et al., 1998). Random and tonal melodies activated anterior regions to Heschl’s Gyrus more
than fixed pitch - but with no significant difference between random and tonal melodies.
As both stimuli contained discrete pitch, no statement regarding song and speech, where
discrete vs. gliding pitch is processed, can be made, therefore the assumption that discrete
pitch is more complex than gliding pitch cannot be held.

To speculate on another possibility, under the assumption that the aSTG is more in-
volved in processing the complexity of sounds (e. g., complex pitch), it might be that the
aSTG reflects the more complex spectral sound structure of song compared to speech. In
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song, vowels are produced in a more stable way and therefore the spectro-temporal com-
plexity of sounds might be more demanding than in speech. The aSTG might be a core
region in classifying not music (i. e. instrumental music) from speech but rather song from
speech due to the combination of articulation and pitch (see Chapter 4).

An explanation for the activation of the STG bilaterally for song was that the involve-
ment of the left hemisphere might be due to vocal lyrical singing (Callan et al., 2006) –
as opposed to results from other studies that used non-vocal stimuli – and therefore that
the context of language causes a shift to the left hemisphere (Wong et al., 2004). Further-
more, it is likely that the basic acoustic features of song and speech are so close that they
are processed in overlap in the temporal lobe but yet somehow differently, as suggested by
the MVPA results which show a discriminating pattern between both, but without a clear
lateralization. Lateralization might be more likely to be found in higher-order areas outside
the STG, like the IFG, the IPS, the MTG or others.

To conclude, the aSTG bilaterally is definitely a core region in song perception, but it is
not clear yet due to which component of song. An investigation with separated components
(words, pitch and rhythm) in an fMRI study, together with studies on lesions in the aSTG
might shed light on this issue.

PMC and SMA. The direct contrast of SNGwpr > SPKwpr revealed activations in BA 6.
Considering song having more regular stimulus features than speech, the activation in
the PMC could represent regularity. Chen et al. (2008) for example found motor areas to
be involved in music and therefore regular rhythm perception. Moreover, the PMC was
associated with auditory-to-articulatory mapping (PMC; Brown et al., 2008; Hickok et al.,
2003; Kleber et al., 2010; Wilson et al., 2004) and could represent sub-vocal rehearsal.
These and more motor-regions were also found in the following analysis of the fMRI data
which are discussed in detail in Chapter 11.3.

Area PGp. In the current study, the SPK > SNG contrast revealed activation in PGp,
the caudal part of the inferior parietal cortex (IPC), which is located at the border of the
visual cortex (see Figure 3.1). Studies on the organization of the IPC based on receptor
architectonics showed that area PGp might provide a transition to adjoining visual cortex,
evidenced by a similar fingerprint to that of ventral extrastriate visual cortex. Area PGp
might be classified as not being a typical parietal cortex but as a higher visual area, linking
occipital and parietal cortex (Caspers et al., 2012). It is not clear why visual areas are
activated in this contrast, maybe due to visual imagery of the stimuli (Kleber et al., 2007;
Foster & Zatorre, 2010). Activations of visual areas were also found in previous studies
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(e. g., Perry et al., 1999; Kleber et al., 2007) and in the following analysis (see Chapter 11).

A note on the SPK > SNG contrasts: As the SPK > SNG contrast in the studies by Schön et
al. (2010) and Callan et al. (2006) and the current study did not reveal noteworthy significant
differences, one could also state that song activates a stronger network overall compared to
speech, as it is known that the STG also plays a role in language processing (e. g., Friederici,
2002; Friederici & Alter, 2004; Friederici, 2011). A reason for the stronger network of song
could be that it is the acoustically richer stimulus than speech and also the less familiar
stimulus compared to neutral speech, which represents the acoustical event of everyday
life.

10.3.2 Comparison of Prosody and Melody

Intraparietal Sulcus. The IPS is part of what has classically been considered the ‘dorsal
stream’ (Culham & Kanwisher, 2001). It is anatomically and functionally connected with
the dorsolateral prefrontal cortex, playing a role in working memory tasks requiring moni-
toring (Champod & Petrides, 2007). A fronto-parietal network has also been discussed in
relation to selective attention and feature integration in the visual domain (Donner et al.,
2002; Shafritz et al., 2002; Wei et al., 2011), but also for spatial transformations such as
visual mental rotation (for a meta-analysis see Zacks, 2008). However, the function of the
IPS is not restricted to the visual domain – and modality independent processing within
the IPS was suggested by research on macaque brains and corresponding human analogue
functional imaging data (for a review see Grefkes & Fink, 2005). A link between visual ro-
tation and auditory transformation was proposed by Zatorre et al. (2010), demonstrated in a
melody imagery task. Ruling out a visuospatial strategy to perform the task, they proposed
that transformation of a mental image can take place in both, visual and auditory transfor-
mations: a visual arrangement has to be computed regarding its spatial position, an auditory
regarding its temporal position, as tones in a melody are presented over time.

It was suggested that the IPS plays a role in dealing with the frequency relationship
between stimuli, as has for example been shown in tasks involving pitch-shifts (Rinne et
al., 2007; Zarate & Zatorre, 2008; Zarate et al., 2010). Two recent studies examined rela-
tive pitch in melodies and chords while trying to control for other influential factors, such
as task demands and cognitive load. One found distinct activation for transposed melodies
(compared to simple melodies) in the IPS (Foster & Zatorre, 2010), the other investigated
categorical perception in music, using minor and major chords, which also revealed activa-
tion in the IPS (Klein & Zatorre, 2011; for details see Chapter 3.1). The authors suggest
that the IPS might reflect relative pitch encoding which is a fundamental element in music
perception.
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So far, in the light of the current approach, the reported function of the IPS in the liter-
ature can be described with the computation of the relationship of elements (as evidenced
by Champod & Petrides, 2007; Foster & Zatorre, 2010; Shafritz et al., 2002; Zatorre et al.,
2010; Wei et al., 2011), in music the relative pitch relations, and to integrate their neural
representation (Alexander et al., 2005; Cusack, 2005; Donner et al., 2002; Hill & Miller,
2010). The role of the IPS in musical pitch processing needs further investigation with pas-
sive listening studies to control for task demands and working memory load. In the current
dissertation task demands were kept low by a small number of task trials (36 out of 272
trials in total) and were not subjected to the analysis. This will be discussed in detail in
Chapter 11.5, together with the results from the following analysis of the fMRI data.

To conclude, the current analysis revealed the IPS to differentiate between prosody
and musical melody. As this was non-directional information (MVPA), it can only be
assumed from the above discussed studies that the IPS might code for the musical pitch
information in the hummed musical melody. Musical pitch information might be easier to
monitor and to pay attention to due to its discreteness – a feature that prosody is lacking.
To be more concrete, the relationship between discrete tones represented over time might
be better to detect and to monitor than the non-discrete pitch glides in speech. Evidence
for that came from the behavioral pretest that revealed the highest performance with the
lowest standard error for the musical melody pairs (i. e. comparing full sentences with the
underlying melody) over all conditions. This is in line with a correlation between a high
IPS activation and a good behavioral performance reported by Foster and Zatorre (2010).

Posterior STS/MTG. A region encompassing the left pSTS and MTG (MNI coordi-
nates: -66, -31, 4) was found to be activated for hummed prosody over hummed melody
(SPKpr > SNGpr). Similar activations were found for contrasting speech-stimuli with
musical stimuli: detecting consonant-vowel pairs during dichotic listening with musical
instruments (simple tones; Hugdahl et al., 1999; Talairach coordinates: -61, -26, 8) and
attention to consonant-vowels versus attention to musical instruments (Hugdahl et al.,
2000; Tal.: -59, -32, 7), for word identification and meaning (Jernigan et al., 1998; Tal.:
-60, -30, 0), and also for morphed speech sounds compared to morphed music sounds
(Specht et al., 2009; Tal.: -57, -36, 0). In a recent meta-analysis the left MTG was found
in the contrast human vocalizations > music (Schirmer et al., 2012; Tal.: -52, -32, 0). Con-
cluding, this area in the posterior STS seems to be specific for speech sounds. Furthermore,
the MTG was also suggested to play a specific role in language processing. Generally
it has been suggested as a region supporting the sound-to-meaning mapping, i. e. widely
distributed lexical-semantic representations and concepts (e. g., Binder et al., 1997, 2000;
Hickok & Poeppel, 2007; Rissman et al., 2003), and specified by lesion studies that show
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that damage to the posterior MTG causes severe deficits of word-level comprehension
(Bates et al., 2003; Dronkers et al., 2004). Transferring this to the current finding, the
MTG activation could represent the participants’ attempt to assign meaning to the hummed
prosodic stimuli. In neutrally spoken stimuli the words transfer the content and create the
meaning (semantics). As the stimuli in the current study did not contain words, it can be as-
sumed that participants tried to add words in order to make out the meaning in the prosodic
stimulus. This is more likely for the hummed prosodic stimulus than for the sung melody as
music is independent from words (i. e. instrumental music). It is likely that participants tried
to figure out what has been said and therefore the activation in the posterior MTG was found.

A note on the SNGpr > SPKpr contrasts: The reverse contrasts SNGpr > SPKpr did not re-
veal significant results. Again, this might be the case, because a hummed song melody is
the more familiar sound and therefore does not activate the brain as much as a less famil-
iar hummed prosody. As the same areas found in these contrasts were also found in the
following analysis, they are discussed together in the next chapter.

10.4 Limitations of the Current Approach

As stated in the beginning of this chapter, the approach on different neural patterns underly-
ing song and speech processing by comparing stimuli directly is limited and results are open
for speculations. Some examples are discussed in the following paragraph to underline this
thesis.

The described activations in the bilateral aSTG for song over speech were suggested to
reflect music related processes, i. e. the processing of the melodic aspects of song (see also
Callan et al., 2006). This might be true, but in this contrast, not only the melodic aspects of
song and speech were compared, but also linguistic and timing aspects (as words/lyrics and
rhythm) which affected the results. Therefore, one cannot be sure if the aSTG only reflects
pitch processing in music. As another example, the reverse contrast (SPK > SNG) has not
yet revealed meaningful results as the sung stimulus is the acoustically richer stimulus;
and speech most likely ‘disappears’ in contrast to song. But if song and speech stimuli
are divided into their components (i. e. words, pitch and rhythm patterns), stimuli become
acoustically less complex and the influence of other acoustic cues becomes smaller. This
should lead to a more specific interpretation of engaged brain areas involved in song and
speech processing. As an example from the following analysis (Chapter 11), the comparison
of spoken words and sung words (corrected for pitch and rhythm information) revealed that
the spoken words engaged the left IFG while sung words did not – a results for SPK > SNG.
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10.5 Conclusion

In the current analysis, stimuli from the same level were contrasted directly: sung and
spoken sentences, as well as hummed prosody versus musical melody. Taken together, the
results from previous studies and the current analysis constitute two core areas in song and
speech perception: the aSTG bilaterally and the IPS. While the aSTG has suggested itself
to be crucial in song processing, the IPS is associated with one or the other, but it is not
yet clear which. Although, while the IPS is most probably involved in differentiating song
and speech on the pitch pattern level, the exact role of the aSTG in song perception has
to be clarified by investigating the constituting parameters of song separately – using the
subtractive hierarchy of the stimuli. This approach is presented in the next chapter.





Chapter 11

Experiment 1B – fMRI Study Part 2
– Perception of Words and Pitch
Patterns

Direct contrasts of song and speech have been reported in previous studies and the last chap-
ter. The critique on this approach was that those contrasts did not allow for fully separating
out the influence of words and pitch patterns on the differential coding for song and speech
in the brain. The stimuli differed in their acoustic features and therefore participants were
required to pay attention to more than one dimension (i. e. linguistic and melodic dimen-
sion in one stimulus). The following analysis of the fMRI data focused on a hierarchical
paradigm to isolate the neural correlates of the word- and pitch-based discrimination be-
tween song and speech.

11.1 Data Analysis1

Univariate Analysis. FMRI data were analyzed using SPM8 (Welcome Department of
Imaging Neuroscience). Images were realigned, unwarped using a fieldmap scan, spatially
normalized into the MNI stereotactic space, and smoothed using a 6 mm FWHM Gaussian
kernel. Low-frequency drifts were removed using a temporal high-pass filter with a cutoff
of 128 s.

A general linear model using 6 regressors of interest (one for each of the six condi-
tions) was estimated in each participant. Regressors were modeled using a boxcar function
convolved with a hemodynamic response function to create predictor variables for analysis.

1This part corresponds to Merrill et al. (2012).
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The no-stimulus (silent) trials served as an implicit baseline. Contrasts of all 6 condi-
tions against the baseline were then submitted to a second-level within-subject analysis of
variance. Specific contrasts were assessed to identify brain areas involved in word and pitch
processing in spoken and sung stimuli in the human brain.

For word processing, the activations for the hummed stimuli were subtracted from the
full spoken and sung stimuli separately for song and speech (SPKwpr-SPKpr and SNGwpr-
SNGpr). To obtain differences in word processing between song and speech, these re-
sults were compared, i. e. [(SPKwpr-SPKpr)-(SNGwpr-SNGpr)] and [(SNGwpr-SNGpr)-
(SPKwpr-SPKpr)].

To identify brain areas involved in the pure pitch processing in song and speech, the
activation for the rhythm condition was subtracted from the pitch-rhythm condition (SPKpr-
SPKr and SNGpr-SNGr) and compared, i. e. [(SPKpr-SPKr)-(SNGpr-SNGr)] and [(SNGpr-
SNGr)-(SPKpr-SPKr)].

To identify brain areas that are commonly activated by the different parameters
of speech and song, additional conjunction analyses were conducted for words, i. e.
[(SPKwpr-SPKpr) ∩ (SNGwpr-SNGpr)] as well as pitch patterns, i. e. [(SPKpr-SPKr) ∩
(SNGpr-SNGr)] using the principle of the minimum statistic compared to the conjunction
null (Nichols et al., 2005).

Multivariate Pattern Analysis. The multivariate pattern analysis (MVPA) was carried out
using SPM8 (Welcome Department of Imaging Neuroscience) and PyMVPA 0.4 (Hanke et
al., 2009). Images were motion corrected before a temporal high-pass filter with a cut-off
of 128 s was applied to remove low-frequency drifts. At this point no spatial smoothing and
no normalization into MNI stereotactic space were performed to preserve the fine spatial
activity patterns. Next, a contrast of interest was chosen. These contrasts included the same
as with the UVA. MVPA was performed using a linear support vector machine (libsvm C-
SVC, Chih-Chung Chang and Chih-Jen Lin). For every task trial of the conditions, one
image was selected as input for MVPA. To accommodate hemodynamic response, an image
7 seconds after stimulus onset was acquired by linear interpolation of the fMRI time series.
Data were divided into 5 subsets each containing 7 images per condition to allow for cross
validation. Each subset was independently z-scored relative to baseline condition. We
used a searchlight approach (Kriegeskorte et al., 2006) with a radius of 6 mm to map brain
regions which were differentially activated during both conditions of interest. This resulted
in accuracy maps of the whole brain. The resulting images were spatially normalized into
the MNI stereotactic space, and smoothed using a 6 mm FWHM Gaussian kernel. Accuracy
maps of all subjects were then submitted to a second-level group analysis comparing the
mean accuracy for each voxel to chance level (50%) by means of one-sample t-tests.
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In general, analyzing multivariate data is still a methodological quest, specifically re-
garding the best way of performing group statistics. t-tests on accuracy maps are common
practice (Bode et al., 2012; Bogler et al., 2011; Haxby et al., 2001; Kahnt et al., 2010;
Tusche et al., 2010) although accuracies are not necessarily normally distributed. Non-
parametric tests and especially permutation tests have better theoretical justification, but
remain computationally less feasible.

All reported group SPM statistics for the univariate and the multivariate analyses
were thresholded at p(cluster-size corrected) < 0.05 in combination with p(voxel-level
uncorrected) < 0.001. The extent of activation is indicated by the number of suprathreshold
voxels per cluster. Localization of brain areas was done with reference to the Juelich
Histological Atlas, Harvard-Oxford (Sub)Cortical Structural Atlas and activity within the
cerebellum was determined with reference to the atlas of Schmahmann et al. (2000).

Region of interest analysis. To test for the lateralization of effects and specify differ-
ences between song and speech in the IFG and IPS, regions of interest (ROIs) were de-
fined. According to the main activation peaks found in the whole-brain analysis, ROIs
for left and right BA 47 were taken from the Brodmann Map using the template imple-
mented in MRIcron (http://www.mccauslandcenter.sc.edu/mricro/mricron/). ROIs for the
left and right IPS (hIP3) were taken from the SPM-implemented anatomy toolbox (Eick-
hoff et al., 2005). Contrast values from the uni- (beta values) and multivariate (accu-
racy values) analyses were extracted for each participant in each ROI by means of Mars-
Bar (http://marsbar.sourceforge.net). Within-subject analyses of variance (ANOVA) and
paired-sample t-tests were performed for each ROI using PASW Statistics 18.0. Normal
distribution of the accuracies was verified in all ROIs using Kolmogorov-Smirnov tests
(p’s > 0.643).

11.2 Results

11.2.1 Words in Song and Speech

UVA. The contrasts of spoken words over prosodic pitch-rhythm patterns (SPKwpr-SPKpr)
and sung words over musical pitch-rhythm patterns (SNGwpr-SNGpr) showed similar
activated core regions (with more extended cluster activations for the sung stimuli) in
the superior temporal gyrus/sulcus (STG/STS) bilaterally and for the SNGwpr-SNGpr
additionally in left medial geniculate body (see Table 11.1 and Figure 11.1, top row for
details). The overlap of these activations was nearly complete as evidenced by a conjunc-
tion analysis and no significant differences in the direct comparison of both contrasts, i. e.
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[(SPKwpr-SPKpr)-(SNGwpr-SNGpr)] and [(SNGwpr-SNGpr)-(SPKwpr-SPKpr)].

MVPA. The MVPA revealed brain regions that distinguish significantly between words and
pitch-rhythm patterns for both song (SNGwpr vs. SNGpr) and speech (SPKwpr vs. SPKpr)
in the STG/STS and premotor cortex bilaterally (extending into the motor and somatosen-
sory cortex; see Table 11.1 for details). For speech, in the SPKwpr vs. SPKpr contrast,
additional information patterns were found in the supplementary motor area (SMA), the
cerebellum, the pars orbitalis of the left IFG (BA 47), the right superior parietal lobule
(BA 7) and the visual cortex (BA 17). For song, the SNGwpr vs. SNGpr contrast showed
additional peaks in the pars orbitalis of the right IFG (BA 47) and the adjacent frontal oper-
culum (see Figure 11.1, bottom row). Interestingly, the results were suggestive of a different
lateralization of IFG involvement in spoken and sung words. To further explore this obser-
vation, accuracy values were extracted from anatomically defined regions of interest (ROI)
in the left and right BA 47 (see Methods) and subjected to an ANOVA for repeated mea-
sures with the factors Hemisphere (left/right) and Modality (speech/song). This analysis
showed a significant interaction of Hemisphere × Modality [F (1,20) = 5.049, p < 0.036],
indicating that the left and right BA 47 were differentially involved in discriminating words
from pitch in song and speech. Subsequent t-tests for paired samples revealed that in song,
right BA 47 showed predominance over left BA 47 [t(20) = -2.485, p < 0.022], whereas the
nominally opposite lateralization in speech fell short of significance (p > 0.05). Moreover,
left BA 47 showed predominance for word-pitch discrimination in speech compared to song
[t(20) = 2.453, p < 0.023] (see bar graphs in Figure 11.1).

11.2.2 Pitch Patterns in Song and Speech

UVA. Activation for processing pitch information was revealed in the contrast of prosodic
pitch-rhythm patterns vs. prosodic rhythm patterns (SPKpr-SPKr) for speech and in the
contrast musical pitch-rhythm patterns vs. musical rhythm patterns (SNGpr-SNGr) for song
(Table 11.2 and Figure 11.2, top row). Note that these contrasts allow for investigating pitch
in song and speech corrected for differential rhythm patterns. Both showed activations in
the STG/STS bilaterally and in the premotor cortex bilaterally. For speech, the prosodic
pitch patterns (SPKpr-SPKr) showed further activations in the pars orbitalis of the left IFG
(BA 47) and the SMA.

The musical pitch patterns (SNGpr-SNGr) showed further activations in the pars or-
bitalis of the right IFG (BA 47), the cerebellum bilaterally, the left anterior cingulate cortex
(ACC), the left lateral occipital cortex, the midline of the visual cortex, the right caudate
nucleus, as well as a cluster in the parietal lobe with peaks in the left precuneus and the
anterior intraparietal sulcus (IPS; see Table 11.2 and Figure 11.2, top row).
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Table 11.1: Brain areas involved in the processing of words in song and speech. All p(cluster-size
corrected) < 0.05 in combination with p(uncorrected) < 0.001.
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Figure 11.1: Brain regions that distinguish between words and pitch-rhythm patterns in song and
speech (first vs. second level: SPKwpr vs. SPKpr and SNGwpr vs. SNGpr) (p(cluster-size cor-
rected) < 0.05 in combination with p(uncorrected) < 0.001). Bar graphs depict beta values (UVA)
and accuracy values (MVPA) of the shown contrasts extracted from left and right BA 47. Significant
differences between conditions are indicated by an asterisk (* p < 0.05). Color scales on the right
indicate t-values for each row. IFG: inferior frontal gyrus.

A conjunction analysis of both contrasts showed shared bilateral activations in the
STG/STS (planum polare) and in the premotor cortex bilaterally. Despite the differential in-
volvement of IFG, cerebellum and IPS listed above, these differences between pitch-related
processes in song and speech fell short of statistical significance in the whole-brain analysis.

Again, the results were suggestive of a differential lateralization of IFG activity during
pitch processing in speech and song. Therefore, an ANOVA with the repeated-measures fac-
tors Hemisphere (left/right) and Modality (speech/song) as well as t-tests for paired samples
(comparing the hemispheres within each modality) were conducted on the beta values of the
contrast images extracted from ROIs in the left and right BA 47 (see Methods). This analysis
showed a significant interaction of Hemisphere × Modality [F (1,20) = 5.185, p < 0.034], in-
dicating that the left and right BA 47 were differentially involved in the processing of pitch
patterns in speech and song. Subsequent t-tests showed that while left BA 47 was more
strongly involved during spoken pitch processing than right BA 47 [t(20) = 2.837, p < 0.01],
no such lateralization was found for sung pitch [t(20), p > 0.9]. Furthermore, involvement
of right BA 47 was marginally stronger during pitch processing in song compared to speech
[t(20) = -2.032, p < 0.056], whereas no such difference was found for left BA 47.

Considering the growing evidence that the IPS is involved in the processing of pitch in
music (Foster & Zatorre, 2010; Klein & Zatorre, 2011; Zatorre et al., 2009, 1994) and as
the IPS was only activated in the sung pitch contrast (SNGpr-SNGr) and not in the spoken
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pitch contrast (SPKpr-SPKr), an additional ROI analysis was performed to further explore
differences in sung pitch and spoken pitch. Therefore, contrast values were extracted
from anatomically defined ROIs in the left and right IPS (see Methods) and subjected to
an ANOVA for repeated measures with the factors Hemisphere (left/right) and Modality
(speech/song). This analysis showed a significant main effect of Modality [F (1,20) = 5.565,
p < 0.029] and no significant interaction of Hemisphere × Modality [F (1,20) = 1.421,
p > 0.3], indicating that both, the left and the right IPS, were more strongly activated by
sung than spoken pitch patterns.

MVPA. The MVPA revealed brain regions that distinguish between pitch-rhythm patterns
and rhythm patterns for both song and speech in the STG/STS bilaterally, bilateral pre-
motor cortex (extending into motor and somatosensory cortex) and SMA. For the SPKpr
vs. SPKr comparison a peak in the left IFG (BA 45) was found (see Figure 11.2, bottom
row). For SNGpr vs. SNGr additional clusters were found in the left anterior cingulate
gyrus and left anterior IPS. Converging with the UVA results, the ROI analysis on the
extracted contrast values revealed that the bilateral IPS was more involved in processing
pitch relations in song than in speech, as shown by a significant main effect of Modal-
ity [F (1,20) = 7.471, p < 0.013] and no significant interaction of Hemisphere × Modality
[F (1,20) = 0.456, p > 0.5].

11.2.3 Word and Pitch Processing in Vocal Stimuli

To further explore whether there are brain regions that show stronger activation for words
than for pitch patterns and vice versa, irrespective of whether presented as song or speech,
two additional contrasts were defined (wpr-pr and pr-r) and compared (see Table 11.3 and
Figure 11.3). The comparison of word and pitch processing [(wpr-pr)-(pr-r)] showed a
stronger activation for words in the planum temporale bilaterally, and the left insula. The
reverse comparison [(pr-r)-(wpr-pr)] showed activations for pitch in the planum polare of
the STG bilaterally, the pars orbitalis of the right IFG (BA 47), the right premotor cortex,
right SMA, left cerebellum, the left caudate and putamen, and the left parietal operculum.

11.3 Discussion

The goal of the present study was to clarify how the human brain responds to different pa-
rameters in song and speech, and to what extent the neural discrimination relies on phono-
logical and vocalization differences in spoken and sung words and discrete and gliding
pitches in speech prosody and song melody. Based on UVA and MVPA of the functional
brain activity three main results were obtained: Firstly, song and speech recruited a largely
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Figure 11.2: Brain regions that distinguish between pitch-rhythm patterns and rhythm in song
and speech (second vs. third level: SPKpr vs. SPKr and SNGpr vs. SNGr) (p(cluster-size cor-
rected) < 0.05 in combination with p(uncorrected) < 0.001). Bar graphs depict beta values (UVA)
and accuracy values (MVPA) of the shown contrasts extracted from left and right BA 47 and the IPS.
Significant results of the ROI analysis are indicated by an asterisk (* p < 0.05). Color scales on the
right indicate t-values for each row. IFG: inferior frontal gyrus, IPS: intraparietal sulcus.

Figure 11.3: Comparison of word and pitch processing in vocal stimuli. Words-pitch (red) [(wpr-pr)-
(pr-r)], pitch-words (blue) [(pr-r)-(wpr-pr)] (p(cluster-size corrected) < 0.05 in combination with
p(uncorrected) < 0.001).
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Table 11.2: Brain areas involved in the processing of pitch patterns in song and speech. All p(cluster-
size corrected) < 0.05 in combination with p(uncorrected) < 0.001).



116 Chapter 11. Experiment 1B – fMRI Study Part 2 – Words and Pitch Patterns

Table 11.3: Brain areas involved in the processing of words and pitch in vocal stimuli. All p(cluster-
size corrected) < 0.05 in combination with p(uncorrected) < 0.001).

overlapping bilateral temporo-frontal network in which the superior temporal gyrus and the
premotor cortex were found to code for differences between words and pitch independent
of song and speech. Secondly, the left IFG coded for spoken words and showed dominance
over the right IFG for pitch in speech, whereas an opposite lateralization was found for
pitch in song. Thirdly, the IPS responded more strongly to discrete pitch relations in song
compared to pitch in speech.

We will discuss the neuroanatomical findings and their functional significance in more
detail below.

Inferior Frontal Gyrus. The IFG was involved with a differential hemispheric prepon-
derance depending on whether words or melodies were presented in song or speech. The
results suggest that the left IFG shows relative predominance in differentiating words and
melodies in speech (compared to song) whereas the right IFG (compared to the left) shows
predominance in discriminating words from melodies in song. (This effect was found in
the MVPA only, demonstrating the higher sensitivity of MVPA to the differential fine-scale
coding of information.) The left IFG involvement in speech most likely reflects the focused
processing of segmental linguistic information, such as lexical semantics and syntax (for a



11.3. Discussion 117

review see Bookheimer, 2002; Friederici, 2002), to decode the message of the heard sen-
tence. The right IFG involvement in song might be due to the specific way sung words are
vocalized – as for example characterized by a lengthening of vowels. The right hemisphere
is known to process auditory information at broader time scales than the left hemisphere
(Boemio et al., 2005; Giraud et al., 2004; Poeppel et al., 2004). This may be a possible
reason why the right IFG showed specific sensitivity to sung words. Alternatively, due to
the non-directional nature of MVPA results, the right frontal involvement may also reflect
the predominant processing of pitch in song. Although our right IFG result stands in appar-
ent contrast to the left IFG activations observed in an UVA for sung words over vocalize by
Schön et al. (2010) this discrepancy may be due to the different analysis method and stim-
ulus material employed. Single words when they are sung as in Schön et al. (2010) may
draw more attention to segmental information (e. g., meaning) and thus lead to a stronger
left-hemispheric involvement than sung sentences (as used in the present study).

The processing of prosodic pitch patterns involved the left IFG (more than the right
IFG), whereas melodic pitch patterns activated the right IFG (more than prosodic pitch
patterns). The right IFG activation in melody processing is in line with previous results in
music (Zatorre et al., 1994; Koelsch & Siebel, 2005; Schmithorst, 2005; Tillmann et al.,
2006). Furthermore, this result along with the overall stronger involvement of the right IFG
in pitch compared to word processing (Figure 11.3), is in keeping with the preference of the
right hemisphere for processing spectral (as opposed to temporal) stimulus properties

The left-hemispheric predominance for prosodic pitch is most likely driven by the
language-relatedness of the stimuli, superseding the right-hemispheric competence of pro-
cessing spectral information. The lateralization of prosodic processing has been a matter of
debate with evidence from functional neuroimaging for both, a left (Gandour et al., 2003,
2000; Hsieh et al., 2001; Klein & Zatorre, 2011), or a right hemisphere predominance (Gan-
dour et al., 2003; Meyer et al., 2002, 2004; Plante et al., 2002; Wildgruber et al., 2002).
Recent views suggest that the lateralization can be modulated by the function of pitch in
language and task demands (Gandour et al., 2004; Kotz et al., 2003; Plante et al., 2002).
For example, Gandour et al. (2004) found that pitch in tone languages was processed in left-
lateralized areas when associated with semantic meaning (in native tone language speakers)
and right-lateralized areas when analyzed by lower-level acoustic/auditory processes (in
English speakers that were unaware of the semantic content).

Furthermore, Kotz et al. (2003) found that randomly switching between prosodic (i. e.
filtered) and normal speech in an event-related paradigm led to an overall left-hemispheric
predominance for processing emotional prosody, which might be due to the carry-over
of a ‘speech mode’ of auditory processing to filtered speech triggered by the normal
speech trials. In line with these findings, our participants may have associated the prosodic
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pitch patterns with normal speech in order to do the task, leading to an involvement of
language-related area in the left IFG. On a more abstract level, the combined results on
speech prosody and musical melody suggest that the lateralization of pitch patterns in the
brain may be determined by their function (speech- or song-related) and not their form
(being pitch modulations in both speech and song; Friederici, 2011).

Intraparietal Sulcus. The left and right IPS were found to play a significant role in pro-
cessing musical pitch rather than prosodic pitch. The IPS has been discussed with respect
to a number of functions. It is known to be specialized in spatial processing integrating
visual, tactile, auditory, and/or motor processing (for a review see Grefkes & Fink, 2005). It
also seems to be involved in non-spatial operations, such as manipulating working memory
contents and maintaining or controlling attention (Husain & Nachev, 2007).

Related to the present study, the role of the IPS in pitch processing has attracted in-
creasing attention. In an early study, Zatorre et al. (1994) found a bilateral activation in
the inferior parietal lobe for a pitch judgment task (pitch processing) and suggested that a
recoding of pitch information might be taking place during the performance of that task.
More recent studies extended this interpretation, claiming that the IPS would be involved in
a more general processing of pitch intervals and the transformation of auditory information.
This idea is supported by the findings of Zatorre and colleagues showing an IPS involve-
ment in the mental reversal of imagined melodies (Zatorre et al., 2009), the encoding of
relative pitch by comparing transposed with simple melodies (Foster & Zatorre, 2010), as
well as the categorical perception of major and minor chords (Klein & Zatorre, 2011).

While these results suggest that the IPS involvement for pitch patterns in song reflects
the processing of different interval types or relative pitch per se, it remains to be explained
why no similar activation was found in speech (i. e. comparing prosody against its under-
lying rhythm). It could be argued that the IPS is particularly involved in the processing
of discrete pitches and fixed intervals typical in song, and not when perceiving gliding
pitches and continuous pitch shifts as in speech. Indeed, to the best of our knowledge,
no study on prosodic processing has ever reported IPS activations, eventually highlighting
the IPS as one brain area that discriminates between discrete and gliding pitch as a core
difference between song and speech (Fitch, 2006; Patel et al., 2008). Further evidence for
this hypothesis needs to be collected in future studies.

Superior Temporal Cortex. The temporal lobe exhibited significant overlap between the
processing of song and speech, at all different stimulus levels. Interestingly, however, words
and pitch (irrespective of whether presented as speech or song) showed a different activation
pattern in the temporal lobe. Beyond the antero-lateral STG that was jointly activated by
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words and pitch, activation for words extended additionally ventrally and posteriorly relative
to Heschl’s gyrus, and activation for pitch patterns spread medially and anteriorly.

These results are in line with processing streams for pitch described in the literature. For
example, Patterson et al. (2002) described a hierarchy of pitch processing in the temporal
lobe. As the processing of auditory sounds proceeded from no pitch (noise) via fixed pitch
towards melody, the center of activity moved antero-laterally away from primary auditory
cortex, reflecting the representation of increasingly complex pitch patterns, such as the ones
employed in the present study.

Likewise, posterior temporal brain areas, in particular the planum temporale (PT),
have been specifically described in the fine-grained analysis of spectro-temporally complex
stimuli (Griffiths & Warren, 2002; F. Samson et al., 2011; Schönwiesner & Zatorre, 2008;
Warren et al., 2005) and phonological processing in human speech (E. F. Chang et al.,
2010). Accordingly, the fact that the PT in our study (location confirmed according to
Westbury et al., 1999) showed stronger activation in the contrast of words over pitch
for both song and speech may be due to a greater spectro-temporal complexity of the
‘word’-stimulus (as grounded in e. g., the fast changing variety of high-band formants in
the speech sounds) than the hummed ‘pitch’ stimulus.

(Pre)motor Areas. A number of brain areas that are classically associated with motor
control, i. e. BA 2, 4, 6, SMA, ACC, caudate nucleus and putamen consistently showed ac-
tivation in our study. This is in line with previous work showing that premotor and motor
areas are not only activated in vocal production, but also in passive perception (Callan et
al., 2006; Saito et al., 2006; Sammler, Baird, et al., 2010; Schön et al., 2010), the discrim-
ination of acoustic stimuli (Brown & Martinez, 2007; Zatorre et al., 1992), processes for
sub-vocal rehearsal and low-level vocal motor control (ACC; Perry et al., 1999), vocal im-
agery (SMA; Halpern & Zatorre, 1999), or more generally auditory-to-articulatory mapping
(PMC; Brown et al., 2008; Hickok et al., 2003; Kleber et al., 2010; Wilson et al., 2004).
Indeed, our participants reported that they had tried to speak or sing along with the stimuli
in their head and, thus, most likely recruited a subset of the above mentioned processes.

In keeping with this, the precentral activation observed in the present study is close
to the larynx-phonation area (LPA) identified by Brown et al. (2008) that is thought to
mediate both vocalization and audition.

Other areas. Cerebellum. We also found effects in the cerebellum, another area associated
with motor control (for an overview see Stoodley & Schmahmann, 2009). Apart from that,
the discrimination between spoken words and prosodic pitch patterns (left crus I/VI lobe) as
well as musical pitch patterns and musical rhythm (bilaterally, widely distributed, peaks in
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VI lobule) in the cerebellum fits with its multiple roles in language task (bilateral lobe VI;
Stoodley & Schmahmann, 2009), sensory auditory processing (especially the left lateral
crus I; Petacchi et al., 2005) and motor articulation and perception and the instantiation of
internal models of vocal tract articulation (VI lobe; for an overview see Callan et al., 2007).

Visual Cortex/Occipital Lobe. Activations observed in the visual cortex (BA 17, 18) seemed
to be connected with processing pitch or melodic information. Previous findings support
this idea, as similar regions were activated during pitch processing (Zatorre et al., 1992),
listening to melodies (Foster & Zatorre, 2010; Zatorre et al., 1994), and singing production
(Kleber et al., 2007; Perry et al., 1999). Note that visual prompts did not seem to be re-
sponsible, as in Perry et al. (1999) for example participants had their eyes closed, and in
the current study participants followed the same visual prompts in all conditions. Following
Perry et al. (1999) and Foster and Zatorre (2010), activation might be due to a mental visual
imagery.

11.4 Conclusion

In summary, the subtractive hierarchy used in the study provided a further step in uncover-
ing brain areas involved in the perception of song and speech. Apart from a considerable
overlap of song- and speech-related brain areas, the IFG and IPS were identified as can-
didate structures involved in discriminating words and pitch patterns in song and speech.
While the left IFG coded for spoken words and showed predominance over the right IFG
in pitch processing in speech, the right IFG showed predominance over the left for pitch
processing in song.

Furthermore, the IPS was qualified as a core area for the processing of musical (i. e.
discrete) pitches and intervals as opposed to gliding pitch in speech.

Overall, the data show that subtle differences in stimulus characteristics between speech
and song can be dissected and are reflected in differential brain activity, on top of a consid-
erable overlap.2

11.5 Summary of Part 1 and Part 2

fMRI data on sung and spoken stimuli were analyzed in the first step with focus on the
direct comparison of (1) sung and spoken sentences and (2) prosody and musical melody.
Previous findings were able to be replicated by showing that sung sentences over spoken
sentences activate the aSTG bilaterally. As previous studies lacked of a prosodic condition,

2End of quotation from the published manuscript.
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the comparison of both melodies revealed differential patterns (MVPA) in the STG/STS and
the IPS. As stated, the compared stimuli contained more than one parameter (words, pitch
or rhythm), hence the information pattern found in the brain could not be defined precisely.
Therefore, a second analysis used the hierarchical stimulus paradigm to demonstrate differ-
ences and similarities between song and speech on the level of word and pitch processing.

Taken together, the temporal lobe revealed overlap in song and speech (overlapping
activity was found with the UVA, a discriminating pattern with the MVPA), but the direct
contrasts revealed that song activates a particular region more than speech: the bilateral
aSTG. Investigating the pitch and word distribution in the temporal lobe revealed that words
extended posteriorly to HG while pitch extended anteriorly to HG - this could lead to the
assumption that song processing is reflected in the aSTG due to its specific pitch pattern
compared to speech. Maybe the aSTG reacts to the discrete pitch in music more than to the
gliding pitch in speech, which needs to be clarified in further studies.

Separating song and speech into their underlying components revealed another core
area: the IFG. The right IFG coded for sung words (and less strongly lateralized for musical
pitch pattern) and the left IFG for prosody (and less strongly lateralized for spoken words).
This rather unexpected distribution of words in song and prosody in speech lead to a general
lateralization for speech to the left (only the STG/STS and the PMC was involved bilater-
ally) and for song to a more right-hemispheric involvement, although further areas such as
the IPS and the cerebellum were activated bilaterally.

The IPS was suggested to code for the discrete pitch relations in song rather than the
gliding pitch in speech, which defines the IPS as a core area in song perception. Taking
the results from both analyses together, this statement needs to be discussed in more detail;
especially due to its role in working memory tasks (see also Chapter 3.7). Two arguments
can be held against an involvement of the IPS due to working memory load: Firstly, in the
current study, task trials were unlikely to have driven the IPS activation (e. g., were excluded
from the analysis, see below) and secondly, there is supporting evidence from other studies
also arguing against this interpretation (e. g., Klein & Zatorre, 2011; Foster & Zatorre, 2010;
discussed in Chapter 3.7).

In the current study, task trials (36 out of 272 trials in total) were excluded and only the
‘passive’ listening trials were subjected to the analysis, therefore the cognitive load during
passive listening was probably low. Quantitatively, stimuli were matched in duration and
number of elements, hence the quantity of items to maintain and monitor should have been
equal indicating that working memory load per se might not have affected IPS level of
activity. Still, as the task occurred randomly, participants expected a task trial all the time.
As previously mentioned, a passive listening trial was played after which participants were
told if a task trial followed or not. The task was to compare the stimulus just heard with
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the following one, which was excluded from the analysis. Therefore, participants might
have paid selective attention to certain information, parameters or features of a stimulus in
order to solve the randomly possible upcoming task. It is of note that this was intended as
the task included the decision whether two stimuli belonged to the same category - song
or speech. As participants might have paid attention to certain aspects of the stimuli to
solve the task, the activation in the IPS could have reflected the difficulty between task trials
including different stimuli. The behavioral study tested for differences in task difficulties
between pairs. Firstly, pairs including a melody (melody-pair) were significantly easier
and faster to match than pairs including a rhythm stimulus (rhythm-pair), but the IPS was
active for musical melody over musical rhythm, therefore the IPS is not active due to the
task difficulty as the rhythm-pairs were significantly more difficult to match. Secondly,
the behavioral study revealed this exact same result for speech, i. e. prosody-pairs were
faster and easier to match than rhythm-pairs, but the IPS was not found to be significant.
Furthermore, musical melody was compared with two different conditions and the IPS was
active in both contrasts: melody vs. prosody (i. e. discrete vs. gliding pitch) and melody vs.
rhythm (i. e. discrete vs. no pitch), showing that the IPS was a consistent finding for discrete
pitch in song even in contrast with different conditions.

An interesting side observation is that the tonal working memory (WM) in non-
musicians engages (along with further areas) area PFt (rostral and ventral in the IPC;
Koelsch et al., 2009; Schulze et al., 2011; see also Chapter 3.7). The peak activation ob-
served in the current dissertation was in hIP3, which is the dorsal boarder of the IPC. Peak
activations in studies investigating relative pitch (Foster & Zatorre, 2010; Klein & Zatorre,
2011) were observed in similar regions, in hIP2 (right next to hIP3) and PFm (medial in
the IPC). Furthermore, the tonal WM engages the IPC more in the left hemisphere, while
in the reported musical pitch-studies, the IPC/IPS was involved bilaterally (in some cases
with a right-hemispheric weighting). Overall, musical pitch-tasks involve medial and dor-
sal parts of the IPC, including the IPS, but the tonal WM engages rostral and ventral areas.
Furthermore, areas PFt and PFm were recently considered as parts of different groups in the
IPC, based on receptor architectonics (Caspers et al., 2012; see Figure 3.1C): area PFt in
a rostroventral group and area PFm in an intermediate group, and therefore maybe serving
different functions. This speculation needs further investigations to exactly label and asso-
ciate areas and function within the tonal WM network in comparison with the musical pitch
processing in the reported studies.

Taken together, activation in the anterior IPS (hIP3) can generally be accounted for by
working memory demands or attentional processes. While attention plays a role in a mag-
nitude of cognitive tasks (Corbetta & Shulman, 2002) and is therefore challenging to tackle,
working memory demands can be partly controlled when comparing stimuli with equal task
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demands – or no task, which should be investigated in future studies. In conclusion, in the
current dissertation, the IPS codes for the musical pitch patterns in song – irrespective of
whether the activation was driven by WM demands or attention, as no IPS involvement was
observed for prosodic pitch.

To conclude, while speech mainly involves areas in the left hemisphere, song activates
a bihemispheric network. While mainly the IFG and the IPS seem to discriminate between
both, the involvement of the temporal lobe is not clear yet. Despite a more focal activation
of the anterior STG bilaterally, the involvement of the temporal lobe overall remains un-
clear. A study with patients who suffer from lesions in the temporal lobe, mainly the STG,
should shed light on this issue. In the following chapter a group of focal temporal lobe
lesion patients as well as a group of participants with musical disorder were tested on their
song and speech perception to test how depended a discrimination between both is on the
temporal lobe and undisturbed music processing.





Chapter 12

Experiment 2 – Discriminating Song
and Speech: A Behavioral Approach
on Focal Lesions and Musical
Disorder

Case studies on congenital and acquired amusia have shown a variety of music processing
deficits which can be summarized in spectral and temporal processing deficits. As these
two features are not unique to music, amusics have been tested on the speech domain as
well. With an advantage for gliding pitch perception (Patel et al., 2008; Liu, Xub, et al.,
2012), amusics showed only subtle speech perception deficits. Their pitch perception deficit
seems to be most noticeable regarding the discrete pitch in music, ranging up to a semitone.
A unique approach on processing deficits between music and language is to compare the
vocal equivalent between language and music: speech and song. It allows comparing the
specific melodic and rhythmic pattern between speech and music, while keeping text/lyrics
constant.

If this leads to a behavioral experiment, it needs to be taken into account that amusics
have a pitch awareness problem, and therefore that the behavioral task itself may easily
introduce response biases based on subjective coping strategies. If tested with an implicit
task or with imaging techniques, congenital amusics did unconsciously react to even quarter
tones; reflected in early event-related potentials (EEG; Peretz et al., 2009) and a normal
reaction of the auditory cortices (Hyde et al., 2011).

A damage of the temporal lobe can also lead to music processing deficits (acquired
amusia), which has been shown in a variety of case studies (e. g., Peretz, 1990; Peretz et
al., 1994; Peretz, 1996; Liégeois-Chauvel et al., 1998; Ayotte et al., 2000; Schuppert et
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al., 2000). This can be explained by the findings that the auditory cortices and adjacent
association areas in the superior temporal lobes are crucial for the analysis of music – and
speech (for details see Chapter 3.6).

If due to a lesion in the temporal lobe or a predisposition to congenital amusia, these
essential processes, such as pitch and music processing are disturbed, the question arises,
whether the prosody of speech sounds as opposed to closely matched song sounds can still
be correctly assigned. Song comprises the music-specific components such as discrete pitch
and regular rhythm and meter. Speech on the other hand exhibits gliding pitch and more
irregular rhythmic patterns. As both are vocal stimuli, both can be performed with text,
and therefore these features (regularity vs. irregularity in rhythm and meter and discrete
vs. gliding pitch) are prominent acoustic cues to differentiate both. Usually, under normal
hearing conditions, it is very easy to tell song from speech, but disturbed pitch processing
(e. g., through lesions in the STG) should influence the perception and the classification.

Thus, the present study spotlights perception of prosody and melody in patients with
lesions in the temporal lobe (TL) as well as congenital amusics (amusics) and specifically
strives to investigate if their impairment (lesion and music processing deficit) will prevent a
successful discrimination of both. As stated, under normal hearing conditions it is very easy
to tell song from speech. In addition to such ‘very easy’ stimulus conditions, for the current
dissertation additional stimuli were introduced that were manipulated in ways to bridge
the continuum of acoustic parameters between song and speech. These additional hybrid
stimuli (referred to as Ambiguous Stimuli (AMB) in the following) were cross-validated
by a large participant sample in a pilot rating study in order to select ambiguous material
that would be perceived as being ‘halfway between’ song and speech by a majority of the
population. This particular 50:50 ambiguity will become important for another rationale of
the study. More specifically, an interesting approach is to exploit the defining feature of the
aforementioned ambiguous sounds, namely, that they are validated to equally likely evoke
the responses ‘song’ and ‘speech’, respectively. Combining the ambiguous stimulus subset
with a forced-choice paradigm (requiring participants to cognitively choose to perceive each
of these stimuli as sung or spoken, respectively) allows investigating if patients show a bias
in classifying those stimuli as song or speech.

Thus, the questions investigated with the present study are, will people with lesions
in the temporal lobe and individuals with congenital amusia (1) perceptually demarcate
melodic singing from prosodic speaking and (2) classify stimuli that exhibit ambiguous
pitch contours into the speech or song category?

In theory, lesion patients might not be able to discriminate a gliding pitch contour
(prosody) from a discrete pitch contour (sung melody), due to a very fundamental part
in the brain, responsible for the computation of spectro-temporal information, being dam-
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aged. Amusics might not be able to explicitly classify them as song or speech. Regarding
the ambiguous stimuli, healthy controls should not be able to make a decision whether they
are sung or spoken. Because of the forced-choice paradigm, they should rate the same stim-
ulus, which was repeated five times, as song or speech in an almost balanced manner. While
controls may show indecisive ratings on the ambiguous stimuli, lesion patients and amusics
might exhibit a bias in one or the other direction.

12.1 Methods

All together, the present study investigated song and speech perception in three groups, tem-
poral lobe lesion patients and amusics, and one matched group of healthy controls (N = 14).

12.1.1 Participants

Temporal lobe lesion patients – lesion sites. Patients were chosen according to their
lesion site and not according to functional deficits. The group comprised nine patients (4
female) with focal lesions in the left (N = 5) or right (N = 4) temporal lobe, encompassing
the anterior and/or posterior superior temporal gyrus and sulcus (STG/STS) and the anterior
temporal lobe (ATL; except for S. H. and A. P., whose lesions were restricted to inferior
temporal gyrus, ITG, and middle temporal gyrus, MTG; see Table 12.1 and Figure 12.1).
The lesions had different etiologies: ischemic stroke (N = 6), cerebral hemorrhage (N = 2)
or herpes encephalitis (N = 1; see Table 12.1). Eight patients were right handed, one was
left handed, according to the Edinburgh Handedness Inventory (Oldfield, 1971). They had a
mean age of 55.22 years (age range: 46–67 years) and had suffered their lesion on average
4 years and 6 months before they participated in the present study (range: 1 year 9 months
– 8 years 10 months). Education varied from 10 to 12 years (M = 10.89; see Table 12.2 for
detailed information).

Amusics. We tested five volunteers (2 female, mean age 58 years, range 49–67, see Table
12.2) who could be classified as having pitch processing deficits based on their performance
on the first three melody subtests of the Montreal Battery of Evaluation of Amusia (MBEA;
Peretz et al., 2003; see below).

Matched Controls. For each TL patient and amusic (N = 14), one healthy, musically un-
trained control subject matched in gender, age (± 5 years), handedness (evaluated by the
Edinburgh Handedness Inventory (Oldfield, 1971) and school education was recruited for
the study (see Table 12.3).
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Figure 12.1: MRI scans of the temporal lobe lesion group. The top five rows depict the left temporal
lobe lesion patients, the next four depict the right temporal lobe lesions patients. Bottom row:
overlay of the temporal lobe lesions of all patients in MNI space. Lesions are color coded; left sided
TL lesions in blue-purple, right sided TL lesions in red-yellow.
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Hearing Abilities

TL, amusics and controls. All participants had normal hearing which was tested with the
HTTS Audiometry by SAX GmbH (http://www.sax-gmbh.de/htts/httsmain.htm). HTTS is
a program for performing a hearing test (audiometry) on a multimedia PC. It tests both ears
independently, uses a logarithmic frequency scale and pitches are presented in a randomized
order.

Language Comprehension

Language comprehension deficits were assessed by the Token Test, a subtest of the Aachen
Aphasia Test (Huber et al., 1993, see Table 12.2 and Table 12.3), to make sure that all
participants were able to understand the instructions.

TL. Patients showed mostly very mild, only one TL patient mild, or no language compre-
hension deficits at the time of testing.

Amusics. None of the participants showed language comprehension deficits.

Controls. Controls showed only very mild or no language comprehension deficits.

Cognitive Abilities

To evaluate the participants’ mental state, the Mini-Mental State Examination (MMSE;
Folstein et al., 1975) was conducted. Short term (STM) and working memory (WM)
capacities were assessed with a verbal digit span forward (STM) and backward (WM) in all
patients (part of the Wechsler Memory Scale, WMS; Wechsler, 1987). Raw data were age
corrected and converted into the percentile equivalents.

TL. All participants were included in the study, as no participant performed lower than 24
out of 30 (< 26: mild cognitive impairment). Two patients showed deficits in the STM and
the WM task (R. K. and T. M.; see Table 12.2) and one a deficit in the WM task (H. P.).
Note that there was no correlation between working and short-term memory capacities and
the MBEA results (p > .441).

Amusics. No participant scored under 27 points in the MMSE which indicate no cognitive
impairment. Also, none showed STM or WM deficits (see Table 12.2).

Controls. In the MMSE two candidates showed a mild cognitive impairment (B. W. and
S. P.; see Table 12.3). STM was intact in all participants, even though three showed deficits
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in the WM task (I. S., R. K., G. D.). To compare the memory performance between the pa-
tients and the controls, two-sample t-tests were calculated. Neither STM nor WM differed
significantly from the performance of the TL patients and the amusics (p > 0.3; see Table
12.4). Accordingly, differences in behavioral performance cannot be attributed to a different
STM or WM capacity of patients and controls.

Music Perception

The Montreal Battery of Evaluation of Amusia (MBEA; Peretz et al., 2003) was carried
out to detect music processing deficits in the participants. The test is based on the model
by Peretz and Coltheart (2003; described in Chapter 2.1.1) and is targeted at musically
untrained adult individuals.

According to the model, musical input must be processed along the melodic and the
temporal dimension. As both dimensions contain various modules, the battery consists of 6
musical tests: three to assess pitch processing: (1) scale, (2) contour, (3) interval; two tests
to assess temporal processing: (4) rhythm, (5) meter; and a last test to assess memory com-
ponents, (6) incidentally learning new melodies. During the pitch subtests, candidates listen
to pairs of short melodies and indicate whether a pair is the same or different. Consisting of
30 melody pairs per test, 15 pairs are identical, 15 pairs include a second melody in which
one tone has been changed. These violations are different in each of the pitch subtests. In
the scale test, one tone is modified to be out of scale. While the first test retains the original
melodic contour, the second test violates the contour through changing the pitch direction of
the surrounding intervals, while maintaining the original key. In the third, the interval test,
one interval has been changed while maintaining contour (the pitch direction) and scale.

As the focus of this study was on the pitch differences in song and speech while the
rhythm in the stimulus material was kept strictly constant over the conditions, only the
three pitch-related subtests of the MBEA were performed. Subtests on rhythm, meter and
incidentally learning novel melodies were not of interest for the purpose of this study.
The authors of the MBEA provide test results of 160 normal participants of variable age
and education. To evaluate the MBEA data of the three pitch-based subtests, a com-
posite score was calculated using 65 as a cut-off score (Peretz et al., 2003; Liu et al.,
2010; Liu, Xub, et al., 2012). This is the sum of the three first subtests, based on the
test results of 160 normal participants of variable age and education serving as a refer-
ence sample; scale subtest (1) cut-off 22 / mean 27 / SD 2.3; contour subtest (2) cut-off
22 / mean 27 / SD 2.2; interval subtest (3) cut-off 21 / mean 26 / SD 2.4 (Peretz et al., 2003).

TL. Five TL patients (two with left- and three with right-hemispheric lesions) scored under
the 65 cut-off score and could be classified as having a musical disability regarding pitch
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perception. Four patients scored normally, above the 65 cut-off score (see Figure 12.2 and
Table 12.2).

Figure 12.2: Results for the three pitch subtests of the MBEA for all groups. Highest possible score
was 30. TL lesion patients and amusics performed significantly different than the controls in all
three subtests.

Amusics. All five participants scored below the 65 cut-off score in the first three subtests
and therefore could be classified as having pitch amusia (see Figure 12.2).

Controls. In all MBEA subtests, the control group performed above the 65 cut-off score,
indicating unimpaired music processing. In order to statistically compare the performance
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of patients and controls, two-sample t-tests were calculated for each subtest. These analyses
showed that the TL patient group scored significantly lower in all three pitch subtests of the
MBEA than the controls. Participants in the amusic group were classified as having pitch
amusia with the first three subtests of the MBEA, and as expected, they scored significantly
lower in all three pitch subtests of the MBEA than the controls (see Figure 12.2 and Table
12.3 and 12.4).

12.1.2 Stimulus Material and Procedure

Stimuli. The general aim of the present study was to focus on the typical pitch patterns of
music and speech, respectively, while keeping other putatively distinguishing parameters
constant across conditions, namely, temporal (rhythm, meter, and timing) and spectral
features (like a Singer’s Formant as normally present in trained operatic singing), and
accentuation (stress). Both sung and spoken stimulus types should contain linguistic text
(lyrics; no hummed conditions). In order to avoid familiarity and transfer effects (like
obligatory melody imagery when listening to a spoken line taken from song lyrics), no
lyrics or melodies from well-known songs were used.

Sentences, Melodies and Prosody. Ten simple German sentences were used for stim-
ulus recordings. They featured identical grammatical structure and were semantically
straight-forward everyday life statements. Emotional valence of the sentences was ob-
tained in a previous rating study (Kotz & Paulmann, 2007) and only neutral sentences
were used. The number of syllables was held constant in all sentences. In order to
make rhythm and meter of the sung stimuli similar to the linguistic stress pattern of the
spoken stimuli, and vice versa, sentence structure was devised such that the accents of the
pattern when spoken resembled the downbeats of a ternary meter when sung (see Figure
12.3E). For the sung conditions, four different melodies were generated along the interval
transition probabilities typical of Western tonal music (Dowling, 1968; see Figure 12.3).
They consisted of (A) a monotonous pitch contour, (B) a melody that mimics a neutral
spoken prosody, (C) a typical classical music cadence, and (D) a melody consisting of fifths.

Voice Recordings, Stimulus Evaluation and Selection for the Study.1 Two native speak-
ers of German (one male, one female, both trained in professional voice as speakers as
well as singers) produced all sentences. Sentences were recorded with a PC soundcard and
digitized at 16-bit/44.1 kHz sampling rate. The singers were instructed to produce a wide
variety of vocal timbres, rhythm variations, and intonations throughout the recording ses-
sion, for sung (ranging from pop to operatic style) as well as for spoken sentences (ranging

1The stimuli and the results from the rating study were provided by Marc Bangert.
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Figure 12.3: Stimulus material. Four different melodies were created and consisted of (A) a
monotonous pitch contour = MT, (B) a melody that mimics a neutral spoken prosody = MP, (C) a
typical classical music cadence, and (D) a melody consisting of fifths, and (E) neutrally spoken sen-
tences. Rhythm and meter were ternary for both, sung (SNG) and spoken (SPK) stimuli. Therefore,
rhythm and meter differences cannot be attributed for differences in song and speech perception.

from everyday pronunciation to highly articulate recitation). This approach was chosen in
order to generate subsets of stimuli, which could be clearly distinguished as speech or song,
respectively, but also to obtain a fair number of perceptually ambiguous vocalizations. All
recordings were cut into individual sentences using custom-developed Matlab scripts; the
cuts were then digitally normalized and individually re-sampled to be of 3-second duration
exactly.

The resulting stimulus database consisted of 674 full sentences, from which 40 stimuli
were selected for the experiment in an extensive rating evaluation (pilot study, not reported
in detail): An observer group of 62 participants rated the entire stimulus pool on a 10-
point visual-analog scale where 0 was Speech, 9 was Song, and in-between a number of
intermediate steps for the more ambiguous or unclear vocalizations. Based on the total
of 29617 ratings, we consecutively selected the 10 different sentences with the lowest
average rating for the ‘speech’ condition (SPK), the 10 sentences with the highest ratings
for the ‘song’ condition, and the 20 sentences closest to the center of the scale for the
ambiguous condition (AMB). A standard deviation < 1.5 on the rating scale was used as
additional criterion (this was to make sure a center-scale average was due to the fact that
most participants actually agree on the ambiguity of the stimulus, rather than just having a
group average effect when half rate it song and the other half rate it speech). Two different
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sets of 10 stimuli for the AMB stimuli were chosen. The stimuli were taken out of the
middle of the rating pool which consisted of stimuli based on melodies A and B (see Figure
12.3). This lead to two different kinds of ambiguous stimulus sets: one based on melody
A with a monotonous (MT), and one based on melody B with a mimicked prosodic pitch
contour (‘mimicked prosody’; MP). Stimuli exhibiting a marked Singer’s Formant (peak
~3000 Hz) were excluded from the selection.

Paradigm and Procedure. The stimulus compilation outlined above yielded four condi-
tions – Speech (SPK), Ambiguous (AMB) – divided into Monotonous (MT) and Mimicked
prosody (MP) – and Song (SNG). Within each condition, 10 stimuli were presented five
times in a randomized order, totaling 200 stimulus presentations during the experiment. Par-
ticipants were seated in front of a computer. For presentation and recording of responses,
a custom-developed flash animation was used. The acoustical stimuli were presented bin-
aurally via headphones. The presentation level of the stimuli was adjusted to a comfortable
level. After each stimulus presentation, participants were asked to decide whether the stim-
ulus was ‘song’ or ‘speech’ by a forced-2-choice button decision. The respective prompts
were presented as visual cues (‘0’ for speech, ‘1’ for song).

Of interest for the statistical analysis was (1) if participants were able to correctly re-
spond to clear song and spoken stimuli and (2) if they showed a bias to rate for ambiguous
stimuli in a distinctive way (more song or more speech). While controls may show indeci-
sive ratings, lesion patients and amusics might exhibit a bias in one or the other direction.
All statistics were done with SPSS Statistics 17.0.

12.2 Results

12.2.1 Temporal Lobe Lesion Patients

Clear sung and spoken stimuli. All participants (controls, TL patients and amusics) were
able to correctly classify between the clear sung and spoken stimuli, indicated by 99.8 %
correct responses.

Ambiguous stimuli. Due to the forced-choice nature of the paradigm, the AMB stimuli
revealed individual response biases of the participants, which in the control group were
almost balanced as eight participants rated toward speaking (ranging from 0.21 to 0.48) and
six toward singing (0.63 to 0.9). A one-sample t-test with a test value of 0.5 revealed no
tendency in the controls’ rating (p > .845).

Most of the TL patients showed a response bias toward singing (one-sample t-test (0.5):
t(8) = 4.242, p < .003) , i. e. rated the ambiguous stimuli more likely as song than speech
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(0.48 to 0.94). Only two of them were indecisive in rating for song or speech (S. E., 0.48
and R. K., 0.55). The difference between the rating of TL and controls became significant
as evaluated by a two-sample t-test [t(21) = 2.713, p < .013]. Also, both groups performed
differently for the MT [t(21) = 2.546, p < .019] and MP [t(21) = 2.258, p < .035] stimuli
(see Figure 12.4 and Table 12.4).

Figure 12.4: Results for the AMB stimuli of the Sing-Speak Rating for all groups. Ratings above
0.5 were considered as toward singing, ratings under 0.5 toward speaking and indecisive ratings
occurred around 0.5.

Effects within group. In the control group, a significant difference between the
monotonous and mimicked prosody stimuli [t(13) = -2.8, p < .015] could be found. The
MT stimuli were rated on average with 0.43 and the MP with 0.59, which means that the
MT stimuli were more rated toward speaking. Within the TL group this difference did not
become significant (p > .064) but a tendency for the same effect could be seen.

Sing-Speak Rating and MBEA. Significant correlations between the Sing-Speak Rating
and the MBEA were found between the first MBEA subtest, the ‘scale’ subtest, and the
AMB stimuli (Pearson’s r = -.377, p < .048). The higher participants scored in the MBEA
scale test, i. e. the better their musical perception, the less they were biased toward singing
(see Figure 12.5). Neither the MBEA contour (p > .273) nor the MBEA interval subtest
(p > .318) correlated with the Sing-Speak Rating.

Left and right TL. The difference between the left (N = 5) and right (N = 4) TL lesion
patients was assessed by a non-parametric Mann-Whitney-U test which revealed no signifi-
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Figure 12.5: Performance of all participants of the MBEA total and the Sing-Speak Rating of am-
biguous (AMB) stimuli. Squares = controls; triangle = left temporal lobe lesion patients; diamond
= right temporal lobe lesion patients; circles = amusics. Number of AMB stimuli in percentage,
rated as song. The MBEA cut-off was at 65 % and a lower performance classified participants as
having pitch amusia. Note that four TL lesion patients did not exhibit pitch amusia.
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cant difference in the Sing-Speak Rating between both groups (p > .325). Interestingly, the
two highest ‘singing’ ratings came from two right lesion patients (G. Z. 0.92 and R. M. 0.94)
and the two lowest, in this case ‘indecisive’, ratings came from two left lesion patients (S. E.
0.48 and R. K. 0.55). As all four could be classified as having pitch amusia, it is interesting
to mention that none of them rated toward speaking.

12.2.2 Amusics

Ambiguous stimuli. The pitch amusia group exhibited an unequivocal bias to classifying
the AMB stimuli as singing (one-sample t-test (0.5): t(4) = 6.768, p < .002). None of these
participants displayed a tendency to rate for speaking (ranging from 0.67 to 0.94).

The difference between the AMB stimuli ratings of amusics and controls became
significant as evaluated by a two-sample t-test [t(18) = 3,421, p < .003]. Also, both groups
rated the MT [t(18) = 3.151, p < .006] and MP [t(17) = 2.874, p < .011] stimuli differently
(see Figure 12.4 and Table 12.4).

Effects within group. A difference between MT and MP stimuli did not become significant
within the amusic group (p > .151).

Between TL patients and amusics. Amusics and TL did not differ in their Sing-Speak
Rating (p > .196; see Table 12.4 for details).

Test TL vs. Controls Amusics vs. Contr. TL vs. Amusics
t(21) p-value t(17) p-value t(12) p-value

Sing-Speak Rating Total 2.713 < .013 3.421 < .003 -1.368 > .196
Monotonous (MT) 2.546 < .019 3.151 < .006 -1.164 > .267
Mimicked prosody (MP) 2.258 < .035 2.874 < .011 -1.274 > .227

Digit span forward -1.107 > .281 1.512 > .149
Digit span backward -.016 > .987 .935 > .363

MBEA Scale -3.78 < .001 -8.122 < .000
MBEA Contour -3.068 < .006 -4.522 < .000
MBEA Interval -3.248 < .004 -6.488 < .000
MBEA Total -4.083 < .001 -8.190 < .000

Table 12.4: Results of the two-sample t-tests comparing the cognitive abilities, music perception
and Sing-Speak Rating results between patients and controls. The digit span forward and backward
assess STM and WM functions. Note that the performance of patients and controls did not differ in
these basic tests. TL patients and amusics performed significantly lower in all MBEA subtests than
the controls. This pattern remains the same with Bonferroni correction.
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12.3 Discussion

SNG and SPK. Despite the lesions and the pitch processing deficits, none of the participants
showed difficulties at all in classifying sung and spoken sentences. As the performance
was nearly perfect, the assumption is that the test had a ceiling effect. Probably, the sung
and spoken sentences used in the current study were too distinct and therefore the rating
did not tease out the TLs’ and amusics’ actual processing problems. As an alternative
explanation, a unilateral lesion (as in the tested patients) might not have been sufficient
to disrupt the discrimination of song and speech, as this function most likely involves the
temporal lobes bilaterally (i. e. prosody and pitch processing; e. g., Zatorre & Belin, 2001;
Zatorre & Samson, 1991; Zatorre et al., 2002; Meyer et al., 2002; Tzourio et al., 1997)
and the contralesional temporal lobe could have taken over to classify song and speech.
Moreover, the clarity of the song and speech stimuli might have allowed a classification at
even lower levels of the auditory processing hierarchy. Before an auditory stimulus reaches
the (primary) auditory cortex and the STG, it is processed in the nuclei of the auditory
brainstem and the thalamus, where various temporal (e. g., Griffiths et al., 2001) and spectral
(e. g., Musacchia et al., 2007) properties of the signal are analyzed. Furthermore, in the
assumption of song being the stimulus that arouses more than neutral speech, emotional
cues play a role. Koelsch and Siebel (2005) stated that emotional processing can take place
during all stages of music perception, even already at the level of the thalamus which is
directly linked to major components of the emotion circuit (e. g., the amygdala and the
medial orbitofrontal cortex).

To conclude, neither TL patients nor amusics had difficulties in classifying song and
speech stimuli, which can be accounted for by the distinct and unambiguous stimuli.
Therefore, the ambiguous stimulus set gave further insights into processing problems of
both groups.

Ambiguous Stimuli. Surprisingly, if presented with the categorical decision that the stimuli
are either spoken or sung, respectively, music processing deficits appear to lead subjects to
classify unclear and unusual vocal stimuli as being sung. Apparently, their response behav-
ior does not reflect their actual pitch processing mechanisms, but rather a cognitive strategy
possibly based on an over-compensatory coping bias - with normal speech constituting the
perceptual null hypothesis in everyday life. After all, speech is our daily communicative
basis, while listening to song is a special event.

Within the control group, the whole rating spectrum of AMB stimuli was covered (0.21–
0.94) which underlined the interindividual differences in rating AMB stimuli toward song or
speech. Still, controls agreed on rating both AMB stimulus sets differently: the monotonous
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stimuli were more rated toward speaking and the mimicked prosody stimuli with a tendency
toward singing. The difference between both stimulus sets was the pitch contour (words,
rhythm and stress/beat were the same). This leads to the conclusion that less melody in a
stimulus leads healthy participant to rate toward speaking and even a mimicked prosodic
pitch contour leads toward singing. This, again, reflects every day experience: Speech can
occur in a more monotonous manner, but song shows typically wider pitch variations.

This effect could not be seen in both patient groups. Both patient groups rated all of
the AMB stimuli more or less toward singing (none below 0.48). Note that even the stimuli
without pitch contour (monotonous) were rated as singing. One could assume that they
would rate the AMB stimuli as speaking as their spectral/pitch processing malfunctions in
explicit tasks (e. g., Ayotte et al., 2002; Peretz et al., 2002) and therefore, the specificity
of song, the discrete pitch contour, might not serve as a feature for them to recognize the
stimuli as song.

This finding suggests that pitch processing deficits lead participants to overcompensate
their ratings toward singing. They might strongly rely on a template of proper speech
and rate anything that does not sound like speech – including the less familiar ambiguous
stimuli – as singing. Under this viewpoint, the rating response behavior of the TL patients
and amusics reflects the use of a specific strategy that is indirectly related to their actual
pitch processing deficit. Notably, this also implies the necessity of a most careful approach
for all amusia studies involving melody tasks, as the behavioral task itself may easily
introduce response biases based on subjective coping strategies.

MBEA and Sing-Speak Rating. The lower participants scored in the MBEA scale test,
the more they rated toward singing. The scale subtest especially detects severe problems in
music perception, as the violations in this task are extremely obvious – the changed pitch
sounds out of tune. Participants who scored low in this task were obviously unable to detect
significant changes in a music piece. The results indicate that rating for singing stands in
strong connection with music processing deficits.

Interestingly, four of the TLs did not show a music processing deficit, but rated for song,
too. This could be explained by interindividual differences in perceiving AMB stimuli,
as has been shown in the control group, which covered the whole range from singing
to speaking. The TL patients – in contrast to amusics – showed a similar pattern to the
controls in at least having some indecisive ratings. Also, three of the four patients scored
near the cut-off point (69 and 70) which underlines the described connection between
music processing deficits and perceiving AMB stimuli as song. Further investigations are
necessary on a wider population range of patients on the temporal lobe lesion spectrum.
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Brain Structures Involved in Music and Song Processing. The temporal lobe lesion
group encompassed four patients who did not show musical impairments (non-amusics)
and five patients who could be classified as having pitch-amusia (amusics). Therefore it is
worth contrasting the lesion profiles, as the difference in their patterns of neural damage
could help suggest the involvement or lack of specific neural regions in music processing
(with regard to pitch and melody). Three observations are conspicuous: (1) left as well as
right TL lesion patients showed acquired pitch-amusia (left: 2 out of 5, right: 3 out of 4),
(2) all five amusics had lesions in the anterior STG (aSTG), and four of the five had a lesion
in BA 38, the temporal pole (two right and two left lesion patients), which had none of the
non-amusics; (3) two of the four non-amusics had lesions in ITG and MTG, not in the STG
(BA 22) as all the other patients, and could not be classified as having pitch amusia.

Note that an advantage of the current study is that the acquired amusics showed rather
focal lesions, in contrast to other reported lesion studies where patients showed extensive
lesions in the TL, extending in other e. g., frontal areas (for details, see Chapter 5.2). The
observations in the current study could lead to the assumption that the STG bilaterally and
the temporal pole bilaterally are crucial for pitch processing in music, which is in line
with the literature. Regions in anterior and posterior STG (from Heschl’s gyrus; HG) were
found to be involved in the analysis of simple pitch sequences - instead of single pitches
(e. g., Griffiths et al., 1998; Krumhansl, 2004; Patterson et al., 2002; Zatorre, 1988). The
importance of the anterior temporal lobe (ATL) in music processing has also been shown
in other lesion studies (Ayotte et al., 2000; Peretz, 1990; Liégeois-Chauvel et al., 1998;
Schuppert et al., 2000). Music processing deficits have been shown after unilateral (S.
Samson & Zatorre, 1988; Zatorre, 1985) and bilateral ATL lesions (Satoh et al., 2005; for
details on music processing and the TL see Chapter 3; for details on acquired amusia see
Chapter 5.2). BA 38 was also found to be involved in music-related processes (but not
for speech or language; Brown et al., 2004, 2006; Schön et al., 2010), furthermore in the
improvisation and creation of novel melodies, which was interpreted as being related to an
even higher level of musical processing than BA 22 (Brown et al., 2006), corresponding to
Griffiths et al. (1998) who proposed BA 38 (temporal pole) to be involved in processing
complex musical patterns.

Most important for the current examination is a very recent finding by Tierney et al.
(2012) who found that the aSTG bilaterally was activated when speech was perceived as
song. Participants in an fMRI study were presented with naturally occurring ‘boundary
cases’ between song and speech (taken from audiobooks) where a spoken phrase sounded
as if it was sung when isolated and repeated. They conclude that song processing needs
an increased demand on pitch processing and audio-motor integration. Together with the
results from the current study, the aSTG seems not only to be important in music perception
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but to be especially important for song perception. Further evidence for the important role
of the aSTG in song processing came from song and speech perception studies (Callan et
al., 2006; Schön et al., 2010 and the current fMRI study, see Chapter 10 and 11).

Regarding the left hemisphere, Ayotte et al. (2000) demonstrated that left lesion patients
after middle cerebral artery infarct showed impaired musical long-term memory.

Unfortunately, controversial findings in lesion studies regarding the involvement of the
ATL in music/melody processing have been reported. S. Samson and Zatorre (1988), for
example, showed melodic processing deficits when (1) the right ATL is damaged, and also
when (2) the left ATL and the HG are damaged at the same time, but (3) not the left ATL
only. Also, the right ATL has been shown to have little impact on music discrimination and
memory (Liégeois-Chauvel et al., 1998). Ayotte et al. (2000) on the other hand reported
cases with music processing deficits and right temporal pole damage. One could argue that
the HG plays a crucial role and it undoubtedly does, but a lesion here is not mandatory to
exhibit music processing deficits, as some of the individual cases did show impairments
with intact HG (see Table 12.5). As a further explanation, the above mentioned findings
rely on MRI scans from the years of 1988 to 2000, when the resolution of the images was
very low. Further research with higher resolution images might help solving the divergence.

In Chapter 5.2, specific single cases of acquired amusia, previously reported in the lit-
erature, were discussed and it could be shown that the aSTG was damaged in all but one
case. Extending this observation by adding the above mentioned cases, the whole picture
of 12 patients with acquired amusia shows only one case with musical deficits and without
damage in the aSTG (H. V., Griffiths et al., 1997; see Figure 12.1 and Table 12.5, current
case studies are added). Despite patient G. Z., four patients from the current study displayed
an additional lesion in the temporal pole. To conclude, the current study provides further
evidence for the importance in musical melody and song processing of (1) the bilateral STG
and aSTG (BA 22) and (2) the temporal pole (BA 38) - here demonstrated unilateral in right
and also the left hemisphere (see Figure 12.6).

Figure 12.6: Overlay of the temporal lobe lesions of patients suffering from acquired amusia from
the current study. Lesions are color coded; left sided TL lesions in blue-purple, right sided TL
lesions in red-yellow. All patients show lesions in aSTG (BA 22) and all despite one in the temporal
pole (BA 38).
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12.4 Conclusion

Two groups were tested on their song and speech discrimination ability with a forced-choice
paradigm: one patient group with lesions in the temporal lobe (TL) from which half exhib-
ited music processing deficits as evaluated by the MBEA, and a second group with congen-
ital amusia; both in comparison with a matched control group.

Despite the lesions and the music processing deficits, none of the participants showed
difficulties in classifying distinct and unambiguous sung and spoken sentences. Either a
ceiling effect or different compensating processes could account for the almost perfect per-
formance.

Classifying ambiguous stimuli into song and speech categories though, exhibited a sur-
prising response bias: both, the TL and the amusics rated unclear and unusual vocal stimuli
as song, while the controls’ responses covered the whole rating spectrum – they rated AMB
stimuli as song or speech in an almost balanced manner.

Three assumptions can be made following these results: Firstly, rating AMB vocal stim-
uli is an intraindividual process as has been shown by the controls’ rating behavior. Sec-
ondly, TL lesions and music processing deficits lead participants to overcompensate their
ratings toward singing. Therefore, their response behavior does not reflect their actual pro-
cessing deficit, but rather a cognitive strategy to solve the task. Thirdly, TL and amusics
seem to need clear sung and spoken stimuli to identify them as song or speech. Their toler-
ance of what is speech might be smaller than of individuals with normal music perception
abilities.

Interestingly, the patients exhibiting music deficits revealed the aSTG and the temporal
pole as a lesion overlap. Together with single case studies in the literature and findings from
neuroimaging studies (also the current one), the aSTG bilaterally can be defined as a core
area in music and most probably – song processing.



Chapter 13

General Discussion

The relationship between language and music is a well investigated field and partially
overlapping networks for processing language and music have been suggested. The current
work investigated both domains where they are closest to each other - song and speech - and
aimed to map the neural underpinnings of our capacity to discriminate song from speech.
The current work took two main approaches to unravel and compare the neural networks
underlying the perception of sung and spoken stimuli: (1) the identification of relevant
brain areas by means of a passive listening paradigm applied to healthy participants in a
neuroimaging fMRI study, and (2) the specific assessment of temporal lobe involvement by
means of a behavioral classification of song and speech in temporal lobe lesion patients and
amusic individuals.

Experiment 1 aimed to gain further insights into the neural basis of song and speech per-
ception by means of a novel hierarchical stimulus paradigm. The experiment comprised a
behavioral pretest (1A) and an fMRI study (1B). The latter was analyzed with two different
goals: (Part 1) the direct comparison of sung and spoken stimuli without paying attention
to underlying parameters (i. e. words, melody and rhythm) and (Part 2) the perception of
words and pitch patterns in song and speech while parceling out the other parameters.

The stimuli used in Experiment 1 constitute six conditions and were organized in a
subtractive hierarchy with three levels: the first level comprised sung and spoken utterances
with (the same) text, the second level excluded the text and only contained the underlying
pitch-rhythm patterns (melodies) of the sung and spoken utterances, the third level further
excluded pitch information and merely contained the underlying rhythm patterns. The use
of stimuli which contained only the spoken prosody and the musical melody in a hummed
manner (second level) allowed for a comparison of melodic and prosodic pitch patterns
between both domains. The results of the pretest (Experiment 1A) confirmed the use of
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the stimuli in the fMRI experiment: the stimuli were rated as neutral and slightly arousing;
the rhythm stimuli were only used as a control condition; the task was suitable for the
scanner as evidenced by testing with background scanner noise. The rhythm condition
was implemented as a control condition to control for the differential temporal information
underlying musical melodies (regular beat) and prosody (less regular). This allowed for
the investigation of the pure pitch contour and interval processing during song and speech
perception.

Experiment 2 aimed at gaining further insights into the specific role of the temporal lobe
as well as the influence of music processing deficits on song and speech classification and
discrimination. In a behavioral experiment, patients and amusics were tested on their sub-
jective classification of sung and spoken stimuli, which exhibited unambiguous and ambigu-
ous characteristics. This experiment was conducted with patients displaying focal lesions in
the temporal lobe and a group of congenital amusics (music disability) as well as a control
group. The hypothesis was that ambiguous stimuli should lead to an indecisive classifi-
cation. Lesion patients and amusics might show a bias in classifying ambiguous stimuli
toward song or toward speech.

The stimuli used in Experiment 2 comprised (1) distinct and unambiguous spoken and
sung utterances (with text) and (2) stimuli that were manipulated to bridge the continuum of
acoustic parameters between song and speech (with text/lyrics). This special set of stimuli
was perceived as being ‘halfway between’ song and speech (validated by a rating study).
This circumstance allowed for the following approach: combining these ambiguous stimuli
with a forced choice paradigm required participants to cognitively choose to perceive the
stimuli as sung or spoken.

Perception of Song and Speech in the Healthy Brain
The findings of Experiment 1B Part 1 indicate that sung and spoken utterances involve
the superior temporal gyrus and sulcus (STG/STS) bilaterally, the right premotor cortex
(PMC) and the supplementary motor area (SMA). Song (with lyrics) engages these areas
somewhat stronger than speech – with the anterior STG (aSTG) bilaterally as a distinct area.
Prosodic and melodic pitch patterns recruit in addition to a bilateral STG/STS involvement
the anterior intraparietal sulcus (IPS), which distinguishes between both melodic stimuli.
These results lack the information about which parameter in song and speech the IPS and
the aSTG specifically code for (e. g., words, melody, rhythm). A further approach using the
hierarchy of the stimuli shed light on this issue.

The results of Experiment 1B Part 2 demonstrate that perceiving words and pitch pat-
terns in song and speech recruit shared and distinct areas in the brain: the left inferior frontal
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gyrus (IFG) codes for spoken words and shows predominance over the right IFG for pitch
in speech, whereas an opposite lateralization indicates word and pitch processing in song.
Regarding pitch in song and speech, the IPS responds more strongly to the pitch patterns in
song compared to speech. The STG and the PMC code for words and pitch independent of
song and speech. A distinct pattern for words and pitch patterns is observed in the temporal
lobe: activation for words extends more posteriorly and pitch more anteriorly to Heschl’s
gyrus (HG), most probably reflecting the complex pitch patterns in aSTG (Patterson et al.,
2002) and the spectro-temporal complexity (Griffiths & Warren, 2002).

Taken together, the results from Part 1 and 2 demonstrate that the perception of song
and speech involves temporo-frontal networks (see Figure 13.1), with the auditory cortices
and motor-related regions bilaterally demonstrating overlap and the aSTG, the IFG and the
IPS as areas that are differentially recruited during song and speech perception.

Figure 13.1: Model of the song (red) and speech (blue) networks. Legend below. Speech engages a
left-hemispheric temporo-frontal network with the IFG coding for words and pitch patterns and the
pSTS/MTG for prosody as core areas. Song engages a broader distributed bihemispheric network
with the right IFG coding for words and pitch patterns, the IPS for the musical pitch patterns,
and the aSTG coding for song in general (most likely due to its pitch pattern) as core areas. In
the STG/STS, the PMC bilaterally and the SMA, overlap was suggested by the univariate analyses
and a differential involvement by the multivariate analyses. SNG = sung; SPK = spoken; wpr =
words, pitch, rhythm; pr = pitch, rhythm; IFG = inferior frontal gyrus; aSTG = anterior superior
temporal gyrus; pSTS/MTG = posterior superior temporal sulcus/middle temporal gyrus; SMA =
supplementary motor area; PMC = premotor cortex; IPS = intraparietal sulcus.

These networks are differentially lateralized: for speech to the left and for song stronger
to the right. This is in line with the literature, where a lateralization of song to the right and
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speech to the left was found (Riecker et al., 2000; Jeffries et al., 2003; Callan et al., 2006)
and suggested (Perry et al., 1999; Brown et al., 2006; Schön et al., 2010). It is interest-
ing that authors speculate about a different lateralization of song and speech when (1) only
singing was tested without a speaking condition (Perry et al., 1999; Brown et al., 2004) or
(2) no lateralization effect between song and speech was tested (Schön et al., 2010; Brown
et al., 2006) and (3) the speech over song contrast did not yield significant results (Wildgru-
ber et al., 1996; Callan et al., 2006; Schön et al., 2010, in perception; Formby et al., 1989;
Özdemir et al., 2006; Gunji et al., 2007, in production). Looking closely at the stimulus
composition of song and speech it becomes obvious why a clear lateralization, especially
for song, might not be evident: song, as well as speech, contains linguistic information in
the form of lyrics, which is mostly expected to be processed in the left hemisphere. Fur-
thermore, speech, as well as song, has a pitch pattern (prosody), which was found to be
processed in the right hemisphere. However, prosodic pitch can be shifted to the left hemi-
sphere due to task demands or semantic information (e. g., in tone languages). Some studies
suggested that the ‘musical aspect’ (e. g., the spectral information) causes dominant process-
ing in the right hemisphere for song, and the linguistic aspect causes dominant processing in
the left hemisphere for speech. Only a few studies contrasted song with vocalized stimulus
material – with contradicting results: slightly stronger in the left in perception (Schön et al.,
2010) and bilaterally in production (Özdemir et al., 2006).

In the current dissertation, words in song are processed significantly stronger in the right
IFG than the left, while words in speech engage the left IFG. This result might reflect a dif-
ferent way of vocalizing sung words (i. e. lengthening of the vowels) as the right hemisphere
is known to process information at broader time scales than the left (Giraud et al., 2004;
Poeppel et al., 2004; Boemio et al., 2005). Interestingly, as a results of missing linguistic
segmental information, an area in the left posterior STS/middle temporal gyrus (MTG) was
found for prosody compared to melody, possibly reflecting the participants’ attempt to add
words in order to make out the meaning in the prosodic stimulus. This is supported by stud-
ies using sine-wave speech, demonstrating a similar effect (e. g., Davis & Johnsrude, 2007).
This process is not necessary in hummed melody as this is an independent stimulus.

Pitch patterns in song and speech also recruit areas in opposite hemispheres: pitch pro-
cessing in speech engages the left IFG, pitch in song the right IFG. The lateralization for
prosodic pitch is most probably determined by the function of pitch (and not its form, i. e.
being pitch modulations) as pitch in tone languages is processed in left-lateralized areas
when associated with semantics (Gandour et al., 2004).

Taken together, traditionally, song and speech are suggested to be processed in opposite
hemispheres, but so are linguistic and melodic information. In the context of song and
speech, these features are shown to involve the hemispheres according to the presumption
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about music and language distribution in the brain: speech in the left and song more in the
right hemisphere.

In contrast to a clear lateralization in the IFG, the STG/STS and the PMC (as well as the
medial SMA) are involved bilaterally in song and speech. While speech does not engage
further areas in the right hemisphere, song engages additional areas bilaterally: the aSTG
(in direct contrast with speech) and the IPS as well as the cerebellum for sung pitch patterns.
Therefore, the findings in the current dissertation confirm a bihemispheric network for song
(Brown et al., 2004; Özdemir et al., 2006; Gunji et al., 2007).

It is of note that the observation of song engaging a larger, more bihemispheric net-
work than speech poses an obstacle for defining a complete speech network based on the
difference to song. An observation of the speech network in contrast to song is overtaken
by a usually stronger and bihemsipheric activation for song. The direct comparison of spo-
ken over sung phrases has not yet revealed meaningful results in perception (Callan et al.,
2006; Schön et al., 2010, and the current study). One can assume that song is the richer
stimulus (acoustically and cognitively) and engages the brain more than speech. There-
fore, the reduction of stimulus complexity achieved with the current paradigm is a first step
in observing areas for speech over song, such as the left IFG for word and pitch pattern
processing in speech.

An unexpected finding is that the IPS specifically responds to the pitch patterns in song
and might therefore represent one of the core areas in song classification. The current dis-
sertation discussed possible influences on working memory demands and selective attention
processes which might have driven the activation. Speaking against WM demands is firstly
that task trials were excluded from the analysis and secondly that the sung melodies were
the easiest condition to match with other stimuli, revealed by a pilot testing. Therefore, a
higher working memory load due to task difficulty was not obvious. On the other hand, par-
ticipants might have paid selective attention to certain stimulus features in order to perform
the upcoming task; in this case, it might be easier to pay attention to the discrete pitch in
the sung stimulus than the gliding pitch in speech where no IPS involvement is observed.
In conclusion, the IPS is only engaged in melodic pitch patterns – irrespective of whether
the activation is driven by working memory demands or selective attention.

A novel, but intriguing interpretation for the IPS involvement was suggested by studies
on musical pitch processing (e. g., Zatorre et al., 1994, 2009, 2010; Foster & Zatorre, 2010;
Klein & Zatorre, 2011). The idea from visual studies of the role of the IPS in the systematic
transformation of “any stimulus representation depending upon precise relationships among
its elements” (Foster & Zatorre, 2010, p. 1357) was suggested, as the IPS is involved in per-
ceiving transposed melodies (Foster & Zatorre, 2010), the categorical perception of major
and minor chords (Klein & Zatorre, 2011) and currently discrete pitch relations – all re-
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quiring relative pitch encoding which is a fundamental element in music perception. More
specifically, the IPS might be sensitive to the relationship between discrete pitches in music
and not the gliding pitch in speech.

The specific involvement of parts of the temporal lobe remains open from the current
analyses, which reveal overlap as well as a distinct pattern for song and speech. Overlap is
suggested on a macroscopic level, but it remains unclear to what extent on a microscopic
level the STG/STS (and the PMC) are involved in song and speech perception.

To conclude, a song and a speech network are proposed with overlap in the bilateral
STG/STS, PMC, SMA and cerebellum, suggesting a shared sensorimotor network (see also
Özdemir et al., 2006). Song involves a bihemispheric network with a right-hemispheric
weighting, whereas speech involves a left-hemispheric network. This reflects the music-
relatedness of song and the language-relatedness of speech on all levels: word and pitch
processing. The left IFG (which detects words and prosodic pitch patterns in speech), the
right IFG (which detects the lyrics and the melodies in song) and the IPS (which detects the
musical pitch patterns) are responsible for the discrimination.

As it remains unclear from the current fMRI study how exactly the temporal lobe is
involved in song and speech perception, the following study tested if lesions in the temporal
lobe disrupt song and speech processing. Furthermore, the influence on musical ability was
of interest as the left and right IFG involvement seemed to be caused by the function (being
song or speech related) of the specific stimulus.

Perception of Song and Speech in the Musical Deficient Brain
In Experiment 2, the subjective classification of song and speech stimuli was tested behav-
iorally in patients with different etiologies: Two groups with either lesions in the temporal
lobe (TL) or congenital amusia (amusics; without lesions) were tested. Patients with focal
lesions in the temporal lobe were selected to further explore the function of the temporal
lobe in song and speech processing. Individuals with music disabilities were selected based
on their performance in the Montreal Battery of Evaluation of Amusia (MBEA; Peretz et
al., 2003) in order to further investigate the ‘musical’ influence on song and speech dis-
crimination. Both groups exhibited music perception deficits: all congenital amusics and
half of the TL patients with left and right-hemispheric lesions in mainly the STG (acquired
amusics). This proved the importance of the temporal lobe in music processing – but how
it influences song and speech perception needed to be shown.

Both groups, TL and amusics, have no problems in classifying distinct and unambiguous
stimuli as song or speech but show a response bias to classifying ambiguous stimuli as song.
In contrast, healthy controls exhibit ratings in a balanced manner for speech and song. This
probably reflects the use of a cognitive strategy that is indirectly related to their actual
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music processing deficit. Moreover, the acquired amusics (in line with cases reported in the
literature, e. g., Peretz et al., 1994; Ayotte et al., 2000) revealed that the aSTG as well as the
temporal pole (BA 38) was impaired in most of the cases and can therefore be taken as a
crucial area in song processing (as also evident by the fMRI study, Experiment 1B Part 1).

The TL patients, with lesions in either the left or the right hemisphere, show a song-
response bias. Despite their intact music perception (although at the lowest limit of the
normal range), their perception of song and speech is different to healthy controls. This
means that the lesion in the temporal lobe (regardless of the exact location) changes the
perception of song and speech – in which direction though needs to be clarified. Therefore
it is interesting that a music perception impairment (without lesions in the temporal lobe)
leads to the same response pattern – toward song. This was the case in the acquired and the
congenital amusics.

A lesion in the left or right temporal lobe and amusic symptoms altered the participants’
perception of song and speech. Since previous studies with amusics have suggested amusia
to be an impairment of the music domain only and speech to be unaffected (e. g., Peretz
et al., 2012), a two-step mechanism might be assumed: the impaired music perception af-
fects the amusics’ song perception, possibly lowering their tolerance for what is considered
speech in comparison to song perception in individuals with unimpaired music perception
abilities. As a consequence, as soon as stimuli show a slight discrepancy from their mental
model of speech in an utterance, the forced-choice task would lead amusics to classify these
stimuli as ‘non-speech’, i. e. song. From the current experiment, this can only be specu-
lated, as no complete speech-song continuum was used, where degrees of song and speech
likeliness would be observed. A follow-up study could use a parametrical design. Such a
design would probably also prevent the ceiling effect shown in the unambiguous stimulus
rating. These results, combined with the results from Experiment 1, provide further insights
in the neuroanatomical underpinnings of song and speech perception.

In the fMRI study it was assumed that the STG/STS was engaged differently in song and
speech processing with the aSTG as a distinct area, coding for song (confirmed by Callan et
al., 2006; Schön et al., 2010, and when speech was perceived as song, Tierney et al., 2012).
Furthermore, song engaged the brain more strongly than speech (involving a bihemispheric
network). Therefore, the differential patterns in the STG/STS bilaterally were accounted
for by song processing. The acquired amusics exhibited a lesion overlap in the aSTG,
which can be associated with the music processing deficit (confirmed by previous single
case studies, also showing a consistent lesion in the aSTG). Additionally, the activation
was found bilaterally and the aSTG lesion was found in the right and the left hemisphere,
therefore it is confirmed by lesion studies that song is represented in the aSTG bilaterally –
compared to speech.
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The congenital amusics in this study were not tested for lesions, but in previous studies,
congenital amusic exhibited gray and white matter anomalies in the right auditory and infe-
rior frontal cortices and a reduced white matter connection between these regions (Hyde et
al., 2006, 2007, 2011). This is in line with the finding in the current fMRI study where the
right IFG has been found coding for song.

Taken together, TL and amusics are known to exhibit anomalies in brain areas which
coded in the fMRI study for song: the aSTG bilaterally and the right IFG. As the TL and
amusics’ classification of ambiguous song and speech stimuli exhibited a different response
bias toward song, this might reflect their disturbed song perception – in a way that they
made their decision based on an over-compensatory strategy.

13.1 Summary

This dissertation exceeds the state-of-the-art research in song and speech by investi-
gating song and speech perception on the levels of words, pitch patterns and rhythm,
which lead to the following picture of song and speech networks: song engages a right-
hemispheric temporo-frontal and bihemispheric temporo-parietal network, speech engages
a left-hemispheric temporo-frontal network. Three regions code specifically for song: the
bilateral aSTG, the IPS and the right IFG, while the left IFG specifically codes for speech.
Right and left temporal lobe lesions as well as impaired music perception lead to a disturbed
perception of song and speech, underlining the crucial role of an intact STG, specifically
the aSTG, in song and speech perception.

13.2 Future Perspectives

Following the discussion on the data from the experiments presented in this dissertation,
some further ideas resulting from the studies will now be reported.

Words in song. The major difference between song and speech on the linguistic level is
the vowel length. In song, vowels carry the sound (discrete pitch) and remain longer in
a stable position. In speech, sounds move more continuously. The fMRI study revealed
a distinct neural pattern for words in speech compared to song in the left IFG – but not
for words in song compared to speech. The lyrics in song showed predominance in the
right IFG over the left, but did not become significant in contrast to speech – challenging
the hypothesis that lyrics in song would also engage the left over the right IFG, reflecting
segmental information processing. This issue remains unresolved – one explanation is that it
was due to the specific way words in song are vocalized, i. e. characterized by a lengthening
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of the vowels. As the right hemisphere processes information at broader time scales (Giraud
et al., 2004; Poeppel et al., 2004; Boemio et al., 2005), an fMRI-experiment with vocalized
words where the vowels are stretched to different degrees, might yield more fine-grained
insights. This would also be informative with respect to the Melodic Intonation Therapy,
which treats non-fluent aphasics in their speaking ability – in one training step, words are
articulated more slowly and therefore vowels remain in a stable position longer. An fMRI
study would give further insights on this matter, especially regarding the lateralization of
vowels in different articulation tempos. Once detected at which time point (which vowel
length) the right hemisphere (STG and IFG) comes into play, the tempo of articulation in
the MIT could be used more exactly and would treat most efficiently.

Furthermore, as a bihemisheric network for song was shown in production and percep-
tion, before a treatment with the MIT, a patient needs to be tested on his discrimination
ability between song and speech first to test for unimpaired perception of song and speech
– if impaired, the treatment might not be successful, which has been shown in some cases
searching for explanations.

A patients study could also be informative regarding the relations between words and
pitch patterns in song an speech. Patients with right IFG lesions could be tested on their
song and speech perception, with special regard to the underlying words and pitch patterns.

Gliding and discrete pitch. These two pitch features constitute a main difference between
song and speech and have been shown to be differentiated by the IPS. Amusics have often
been tested with the comparison of pitch glides and discrete pitch – only two tones that
varied in their transition to the next (e. g., Foxton et al., 2004; Liu, Xub, et al., 2012). An
fMRI study with healthy participants on these simple tone relations would be informative,
not only to investigate the fine-grained involvement of the IPS. A task could be included
asking for the direction (was the second tone higher/lower). Furthermore, statements and
questions could be included as they only differ in the pitch direction of the last tone/syllable
(see also amusic studies, e. g., Patel et al., 2008; Liu, Jiang, et al., 2012). Also, glides
and discrete pitches could be presented in comparison with the above mentioned syllables
(‘Words in song’) – pitch contour in comparison with vowel length would comprise main
acoustic differences between song and speech. These parameters varied step by step and
presented in a parametric design, or with four conditions, presented in a 2×2 design with
factors vowel (short/long) and pitch (discrete/glide) should give further insights into these
fundamental constituents of music and language.

Anterior Superior Temporal Gyrus and Sulcus. The STG/STS is neither language nor
music specific but may rather be involved in the processing of complex auditory features
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common to linguistic and musical sounds. Nonetheless, studies found the temporal pole
(BA 38) to be active for song/music, but not for speech (Schön et al., 2010; Griffiths et
al., 1998; Brown et al., 2004, and the current study). Presumably, different parts of the
STG/STS respond differently to song and speech (so far only the aSTG has been defined
as song-specific). Reducing the stimuli’s complexity down to shorter and more precise
sequences, for example using the above suggested stimuli on pitch type (glide and discrete)
and vowel duration (to test for articulatory differences), might reveal a more fine-grained
insight into the processes within the STG/STS.

A song and speech continuum. Different experimental opportunities derive from a song-
speech continuum: For example, (1) the intelligibility decreases and the prosody ‘increases’
(becomes more important), (2) the vocal sound turns into an instrumental sound (see also
Specht et al., 2009, who morphed stimuli from white noise to either music or speech sounds)
and (3) the pitch tier (F0 frequency of a pitch pattern) of a spoken sentence becomes discrete
when only pitch maxima, minima and averaged pitches are used. This would lead to a
parametric design.

For example, Patel et al. (1998) used a technique for converting intonation patterns to
tone analogs through extracting the median F0 (pitch tier) of each syllable (for detailed
instructions see Patel et al., 1998; Liu et al., 2010). This approach could be widened by
directing this more toward the music or speech domain: having longer (discrete) pitches
for music and shorter and gliding pitches for speech. To bring speech closer to the music
domain, these melodies could be sung on a syllable, hummed or replaced with an instru-
mental sound (strings or woods). This would lead to the idea of a song-speech continuum
or music-speech continuum - this depends if vocal or instrumental sounds are used. One
problem might be that the extracted pitch tier becomes such an abstract quality that it is no
longer associated with speech. Therefore, the syllable/tone onset has to be quite clear in
combination with dynamic variability to allow segmentation and grouping of the sounds.

Amusics and song and speech perception. As a follow-up study, amusics could be tested
on their song and speech perception on a lower stimulus level: using syllables and test-
ing syllable length, pitch height and interval distance with the categorical question of song
or speech. Preliminary data from our group (Felber, 2009, diploma thesis) compared the
perceptual behavior of non-musicians and singers. While non-musicians rated syllables as
speech when they had a length between 200-400 ms, singers rated them toward speech only
in between 100-200 ms – everything longer than that was rated as song. Both groups exhib-
ited that with increasing interval distance syllables were rated less and less as speaking; up
to a major second they were more likely considered as spoken and an interval-distance of a
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fourth turned out to be a good demarcation point for the differentiation of song and speech.
This was also rated differently between the groups, up to a minor third, non-musicians re-
vealed a rating response behavior more toward speaking than the singers. Taking these
differences between non-musicians and singers as a baseline of musical expertise, it would
be interesting to see how amusics would rate syllable length and pitch height regarding song
and speech.





Appendix A

Appendix

A.1 Stimulus Material

Figure A.1 shows the sheet music of the 6 melodies with lyrics (Figure A.1A) used in the
fMRI study (Experiment 1B, Part 1 and 2). Two additional melodies with lyrics (Figure
A.1B) were used for training purposes in the behavioral (Experiment 1A) and the fMRI
study (Experiment 1B).

A.2 CD Index

Track 1 Experiment 1. SNGwpr (sung sentence)
Track 2 Experiment 1. SNGpr (song melody)
Track 3 Experiment 1. SNGr (song rhythm)
Track 4 Experiment 1. SPKwpr (spoken sentence)
Track 5 Experiment 1. SPKpr (speech prosody)
Track 6 Experiment 1. SPKr (speech rhythm)

Track 7 Experiment 2. SPK (speech)
Track 8 Experiment 2. SNG, melody 1 (song)
Track 9 Experiment 2. SNG, melody 2 (song)
Track 10 Experiment 2. AMB, MT (ambiguous, monotonous)
Track 11 Experiment 2. AMB, MP (ambiguous, mimicked prosody
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Figure A.1: Stimuli used in Experiment 1.
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Summary

The interrelationship of music and language has been of scholarly interest for years. Singing
is where both domains meet – song and speech are both vocal, bear linguistic and lexical
content and carry pitch contour to convey meaning. Despite sharing similarities, apparently
there are equally salient differences between song and speech; otherwise it would not be
so easy to instantaneously differentiate whether someone is singing or speaking. In this
context, the general research question of the present dissertation is: How does our brain
code for differences in song and speech? This question will be tackled in more detail by
systematically utilizing approaches covering (i) functional imaging in healthy adults, (ii)
systemic perception alterations in lesion patients, and (iii) considerations along a theoretical
framework of musical disorder.

Given the aforementioned degree of feature-similarity in song and speech, it is no sur-
prise that the brain activity associated with the perception of song and speech demonstrated
some overlap. Previous research, however, provides evidence for hemispheric specializa-
tion, reflecting the traditional view of music processing being predominantly lateralized to
the right and language lateralized to the left hemisphere (Riecker et al., 2000; Jeffries et
al., 2003; Callan et al., 2006). The specifics of a putative left/right separation remain unre-
solved as both sung and spoken sentences (i) express meaning through words thus bearing
linguistic information, (ii) contain melodic information and (iii) have underlying rhythm
patterns. Phenomenologically, song relies on melodies with discrete pitch relations and
typically shows discrete rhythmic onsets at integer multiples of the underlying metric beat
or its subdivisions. Speech, by contrast, does not show these discrete relations, neither in
pitch pattern (which shows continuous transition or ‘gliding’ pitch) nor in the periodicity of
rhythmic/metric timing. However, spectral and temporal features are known to be processed
differently, with spectral information being processed in the right and temporal information
in the left hemisphere (e.g., Zatorre et al., 2002). The possibility that different spectral and
temporal aspects of song and speech lead to different lateralization patterns calls for an ex-
periment that carefully dissects these aspects in order to draw a conclusive picture on the
neural distinction of song and speech perception.



Under normal conditions it is easy to differentiate between song and speech. Yet, when
the auditory perception is distorted, discrimination performance may show a notable drop.
Distortion of the sensory percept can be a result of one of two changes: (i) modification of
the acoustical input, which can be manipulated systematically in order to artificially induce
a performance drop in discrimination tasks; (ii) impairments of the perception system itself,
as a result of brain lesions or congenital amusia (i.e. a music perception disability). Both
options will be exploited in the current dissertation. Introducing stimuli that are manipulated
in ways to bridge the continuum of acoustic parameters between song and speech (being
perceived as ‘halfway between’) in a forced choice paradigm allows investigating to what
extent people show a bias in classifying those stimuli as song or speech. By testing patients
with focal lesions, the specific role of the temporal lobe in speech and song perception (for
which imaging studies suggested overlap) may be investigated. Moreover, individuals with
congenital amusia can help to understand the influence of music processing on song and
speech discrimination.

Experiments and Discussion

This dissertation sets out to investigate song and speech perception on the level of their
underlying constituents, words and pitch patterns (Experiment 1) and the special role of
the temporal lobe and music processing abilities on the discrimination of song and speech
(Experiment 2).

Experiment 1 aimed to gain further insights into the neural basis of song and speech
perception by means of a novel hierarchical stimulus paradigm in a functional magnetic
resonance imaging (fMRI) study. The stimuli constitute six conditions and were organized
in a subtractive hierarchy with three levels: The first level comprised sung and spoken
utterances with identical text, the second level excluded the text and only contained the
underlying pitch-rhythm patterns (hummed melodies) of the sung and spoken utterances, the
third level further excluded pitch information and merely contained the underlying rhythm
patterns (hummed without pitch variation). The stimulus constellation allowed for (i) direct
comparisons of sung and spoken sentences as well as the pitch patterns of both (melodic
vs. prosodic) and (ii) investigation of ‘word’ processing by parceling out the influence of
pitch and rhythms, and the investigation of pitch processing by parceling out the influence
of rhythm.

The combined results suggest that the perception of song and speech engages areas
in the auditory cortices and motor-related regions, such as premotor cortices, supplemen-
tary motor area and cerebellum, suggesting a shared sensorimotor network engaged in sub-
vocalic rehearsal and auditory-to-motor mapping.



Speech processing engages a left-lateralized fronto-temporal network, including areas
typically associated with linguistic processing such as the superior temporal gyrus (STG)
and sulcus (STS; bilaterally engaged), the posterior STS/middle temporal gyrus (MTG) and
the inferior frontal gyrus (IFG). The left IFG was found for processing words in speech,
most likely reflecting the focused processing of segmental linguistic information, such as
lexical semantics and syntax (for a review see Bookheimer, 2002; Friederici, 2002, 2011), in
order to decode the message of the perceived sentence. Furthermore, the left IFG coded for
pitch patterns in speech. The lateralization for pitch patterns in speech to the left hemisphere
is most probably determined by the ‘speech-relatedness’ of the stimulus, i.e. the function of
pitch in contrasts to its form (i.e. pitch modulations in speech; Gandour et al., 2000). The
posterior STS/MTG was activated for hummed prosody contrasted with hummed musical
melody. The MTG, a region supporting the sound-to-meaning mapping (e.g., Hickok &
Poeppel, 2007), might reflect the participants’ attempt to add words in order to make out
the meaning in the prosodic stimulus. This process was obviously not necessary in hummed
musical melody as it is independent from words (i.e. instrumental music).

Song on the other hand engages a bihemispheric network with a right hemispheric
weighting. Areas involved in the song network were the STG/STS bilaterally, the ante-
rior STG (aSTG) bilaterally, the anterior intraparietal sulcus (IPS) bilaterally (stronger on
the right) and the right IFG. A direct comparison of sung and spoken sentences yielded a
bilateral activation in the aSTG coding for song. In the STG a pitch processing hierarchy
toward the anterior portion has been suggested (e.g., Patterson et al., 2002). Hence, the ac-
tivation can be interpreted as representing the musical aspects in song compared to speech.
In anticipation of Experiment 2, this interpretation fits with song and speech processing
deficits correlating with lesions in the aSTG.

The IPS responded specifically to the discrete pitch relations in song. It was found in
the direct comparison of musical melody and prosody, i.e. discrete pitch vs. gliding pitch,
and for musical melody corrected for the underlying rhythm pattern, i.e. discrete pitch vs.
monotonous pitch. This finding is in line with a number of studies on musical pitch pro-
cessing (e.g., Zatorre et al., 1994, 2009, 2010), thus supporting the idea originating from
visual studies concerning the role of the IPS in the systematic transformation of stimulus
representations, dependent upon precise relationships among its elements (Foster & Za-
torre, 2010). Correspondingly, the IPS was found to be involved in perceiving transposed
melodies (Foster & Zatorre, 2010), the categorical perception of major and minor chords
(Klein & Zatorre, 2011) and currently discrete pitch relations – all requiring relative pitch
encoding which is a fundamental element in music perception.

The right IFG has been shown to play a crucial role in music processing (e.g., Zatorre et
al., 1994; Koelsch & Siebel, 2005; Schmithorst, 2005; Tillmann et al., 2006), supporting the



current finding of involvement in pitch pattern processing in song. Interestingly, the right
IFG was also found for word processing in song. This might be due to the specific way sung
words are vocalized – as for example characterized by a lengthening of vowels. The right
hemisphere processes information at broader time scales than the left (e.g., Poeppel et al.,
2004), which might explain why the right IFG showed specific sensitivity to sung words.

Taken together, the current dissertation provides evidence for a left-lateralized network
for speech and a more bihemispheric network for song processing. Language-related ar-
eas coded for speech, such as the STG/STS, the left MTG and the left IFG. Song on the
other hand was found to recruit pitch-related areas, such as the aSTG due to pitch/melody-
complexity, the IPS due to pitch-relations, and the right IFG due to melodic structure pro-
cessing. Despite the aSTG coding for song, the STG/STS was involved in both song and
speech processing, not showing a more fine-grained discriminating picture. Therefore, Ex-
periment 2 tested to what extent lesions in the temporal lobe disrupt song and speech pro-
cessing. Furthermore, the influence on musical ability was of interest as the left and right
IFG involvement seemed to be caused by the function (being song- or speech-related) of the
specific stimulus.

Experiment 2 aimed at gaining further insight into the specific role of the temporal lobe
as well as the influence of music processing deficits on song and speech classification and
discrimination. In a behavioral pilot experiment, participants were tested on their subjective
classification of sung and spoken stimuli, which exhibited unambiguous, i.e. clear sung and
spoken sentences, and ambiguous characteristics, i.e. stimuli ‘halfway between’ song and
speech. This experiment was conducted with patients exhibiting focal lesions in the tem-
poral lobe (TL), a group of congenital amusics (music disability, ‘amusics’ hereafter) and
a control group. Crucially, half of the TL group also exhibited impaired music processing
(‘acquired amusics’).

Both the TL patients and amusics had no problems in classifying distinct and unambigu-
ous stimuli as song or speech but showed a response bias to classifying ambiguous stimuli
as song. In contrast, healthy controls exhibited ratings in a balanced manner for song and
speech. This probably reflects the use of a cognitive strategy that is indirectly related to
their actual music processing deficit leading to their disturbed song perception – in this re-
spect they made their decision based on an over-compensatory strategy. More specifically,
a lesion in the left or right temporal lobe and amusic symptoms altered the participants’ per-
ception of song and speech. Since previous studies with amusics have suggested amusia to
be an impairment of the music domain only and speech to be unaffected (e.g., Peretz et al.,
2012), a two-step mechanism may be assumed: the impaired music perception affects the
amusics’ song perception, possibly lowering their tolerance of what is considered speech in
comparison to song perception in individuals with unimpaired music perception abilities.



As a consequence, as soon as stimuli show a slight discrepancy from their mental model of
speech in an utterance, the forced-choice task would lead amusics to classify these stimuli
as ‘non-speech’, i.e. song. Moreover, the acquired amusics (from the TL group), together
with cases reported in the literature (e.g., Peretz et al., 1994; Ayotte et al., 2000), exhib-
ited a lesion overlap in the aSTG and the temporal pole, which can therefore be associated
with the music processing deficit. Interestingly, the aSTG was the only distinct area in the
temporal lobe found in the fMRI study for song and speech discrimination reflecting song
processing. Additionally, the activation was found to be bilateral and the aSTG lesion was
found in the right and the left hemisphere. Therefore it is confirmed by lesion studies that
song is represented in the aSTG bilaterally – compared to speech.

Conclusion

This dissertation exceeded the state-of-the-art research in song and speech by investigating
song and speech perception on the levels of words, pitch patterns and rhythm, which lead
to the following picture of song and speech networks: song engages a right hemispheric
temporo-frontal and bihemispheric temporo-parietal network. Speech engages a left hemi-
spheric temporo-frontal network. Three regions code specifically for song: the bilateral
aSTG, the IPS and the right IFG, while the left IFG specifically codes for speech. Right
and left temporal lobe lesions as well as impaired music perception lead to a disturbed per-
ception of song and speech, underlining the crucial role of an intact STG, specifically the
aSTG, in song and speech perception.
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