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Abstract

This work investigates a heat integrated reactor concept based on unsteady state opera-
tion of several adiabatic catalytic fixed-bed reactors. Exothermic reaction fronts are guided
through such a cascade in the gas flow direction, while cold reactor segments are switched
to the end for efficient thermal regeneration. This inherently periodic operation attempts
to trap a self-sustained exothermic front allowing an autothermal operation. As such, the
switching policy simulates a countercurrent of the solid compared to the fluid phase and is
therefore denoted as a simulated moving bed reactor (SMBR). Potential applications are seen
in catalytic total oxidation of volatile organic compounds (VOC) in diluted off-gases or in
performing equilibrium limited exothermic reactions. This work contains a comprehensive
theoretical analysis and an experimental proof-of-concept of the adiabatic simulated moving
bed reactor.

Thermal and reaction fronts occurring in a SMBR were characterized regarding their
constant pattern behavior, required ignition temperatures, dynamics and spatio-temporal
patterns. Stable ignited operation can be maintained, when switching times are adjusted to
the velocity of the fronts. Within a specific windows of switching times complete conversion
without slip of unconverted reactants can be achieved.

In order to avoid expensive dynamic simulations, a true moving bed reactor model was
derived, which retains all relevant properties of the periodic reactor needed for reactor
analysis and design. This does not only allow a direct approximation of temperature and
concentration profiles, but provides an efficient numerical nonlinear analysis essential to
understand and control ignition-extinction phenomena. Diverse reactor multiple steady
states were encountered and structured with the help of higher order singularities. In this way,
reactor control and the identification of feasible reactions are available. Three discrete-time
control concepts were investigated to maintain the reactor in the limited range of switchting
times. Already a simple temperature control was shown to be appropriate.

The model-system experimentally investigated is the total oxidation of propene and ethene
on a CuCrOy/Al, O3 catalyst in air. Systematic experiments confirmed the applicable range of
switching times as well as the control characteristic. Step experiments altering flow rates and
concentrations demonstrated the proper disturbance rejection.

As long as rates of the oxidation reactions are similar, mixtures can be well processed.
Otherwise, incomplete conversion of the less oxidizable component can occur. Due to
sufficiently high start-up temperatures and an excess of this component the total oxidation
of such mixtures can be assured.
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Kurzfassung

In der vorliegenden Arbeit wird ein warmeintegriertes Reaktorkonzept untersucht, dass auf
einer instationdren Prozessfiihrung mit mehreren adiabaten Festbettreaktoren beruht. Dabei
werden exotherme Reaktionsfronten in Stromungsrichtung durch die Reaktorkaskade gefiihrt
und erkaltete Segmente zur thermischen Regeneration wieder an das Ende geschaltet. Der
periodische Betrieb stabilisiert die exothermen selbsterhaltenden Fronten und gestattet einen
effizienten autothermen Betrieb. Mit der periodischen Betriebsweise wird ein Gegenstrom
der festen Phase im Vergleich zur fluiden Phase technisch simuliert, weshalb vom simulierten
Gegenstromprozess (simulated moving bed, SMB) gesprochen wird. Vorzugsweise wird der
Einsatz im Bereich von katalytischen Totaloxidationen von VOC (volatile organic compounds)
belasteten industriellen Abluftstromen gesehen. In dieser Arbeit wird der adiabate Simulated
Moving Bed Reaktor (SMBR) zunichst durch eine detaillierte theoretische Analyse charakter-
isiert und anschlieBend das Prinzip mit experimentellen Arbeiten tiberpriift.

Zunichst wurden die Fronten hinsichtlich ihres formstabilen Verhaltens (engl., constant
pattern), der erforderlichen Ziindtemperaturen, der Dynamik sowie Raum-zeitlicher Muster
untersucht. Ein stabil geziindeter Reaktorbetrieb ist méglich, wenn die Schaltzeiten auf die
Geschwindigkeiten der Reaktionsfronten abgestimmt werden. Innerhalb eines bestimmten
Schaltzeitbereichs ldsst sich dann nahezu Vollumsatz bei minimalem Schlupf erzielen.

Ein reduziertes stationdres Reaktormodell, das so genannte TMBR (true moving bed re-
actor) Modell hergeleitet, das alle wesentlichen Aussagen eine komplexeren dynamischen
Simulationsmodells bewahrt. Neben der direkten Approximation von Temperatur- und
Konzentrationsprofilen gestattet das Modell eine effiziente nichtlineare Analyse des Reak-
tors. Uber die Quantifizierung einfacher Ziind-Lésch Phinomene hinausgehend wurde
durch die Analyse von Singularitdten hoherer Ordnung eine strukturiere Beschreibung des
nichtlinearen Verhalten beziiglich mehrerer Parameter untersucht. Die Ergebnisse gestatten
sowohl die Bewertung von Systemparametern auf das Ziindverhalten als auch eine Auswahl
moglicher Reaktionen fiir den SMBR. Um den geziindeten Reaktorbetrieb sicherzustellen,
wurden drei Regelungskonzepte charakterisiert. Bereits eine einfache Temperaturregelung
kann erfolgreich eingesetzt werden.

Die Totaloxidationen von Propen und Ethen an einem CuCrOy/Al,O3 Katalysator wurde
experimentell untersucht. Durch systematische Versuche wurde der Schaltzeitbereich veri-
fiziert und die Reglerkennlinie experimentell bestédtigt. Antworten auf aufgeprégte Spriinge
in Flussraten und Eingangskonzentrationen zeigten ein gutes Stoérverhalten.

Solange die Reaktionsraten von Totaloxidationen in dhnlichen Gré8enordnung liegen,
konnen Gemische zuverldssig umgesetzt werden. Andernfalls kann es zu einer unvollstindi-
gen Umsetzung der schwer oxidierbaren Komponente kommen. Durch ausreichend hohe
Anfahrtemperaturen in Verbindung mit einem Uberschuss dieser Komponente kann die
Totaloxidation von Gemischen sichergestellt werden.
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1. Introduction

1.1. Developments in Chemical Reaction Engineering

Advances in Chemical Industries Conventional processes in the chemical industries
are based on interconnected unit operations to fulfill the task of reactant pretreatment,
chemical conversion and separation of the desired products. A careful design and control
of material and energy streams is required to synthesize products with well defined proper-
ties [1, 2]. Significant improvements for chemical manufacturing sites can be achieved by
coupling process units in an integrative manner. A properly designed process integration
allows for significant enhancements in e.g. productivity, selectivities, energy efficiency, safety
and consumption of auxiliary chemicals [3]. Process integration can also lead to increased
complexity regarding apparatuses, design and control. Consequently, research is required to
gain sufficient understanding of new concepts which is also a prerequisite for acceptance in
the industry.

Process integration can be considered as a subclass of process intensification, which con-
tains equipments and methods replacing the classical unit operations to bring a substantial
increase in the processes efficiency. In particularly, such improvements address equipment
size, energy consumption and waste production, which should further lead to cheaper and
more eco-friendly process technologies [4].

Several examples for integrated processes can be found in the recent history of chemical
reaction engineering. One of the first work dealt with improvements of heat exchange in
chemical reactors, which is the so called reverse-flow reactor. Heat exchange and reaction are
carried out in a single fixed-bed imposing periodic flow reversal to trap the reaction zone [5].
Agar et al. [6] exploited selective reactant adsorption in a fixed-bed to improve stack gas
denitrification and suggested the terminology "multifunctional reactors”, which generalized
the integrated concepts to various phenomenological features [7, 8]. Since that time, research
activities focused for instance on reactor-separator family designed to overcome chemical
equilibrium limitations e.g. by removing products from the reaction volume. Reactive
distillation is a prominent example, which is being applied in industry today [8, 9].

Adsorption equilibria were exploited in different ways. In chromatographic reactors, either
a multi-bed cyclic operation or periodic operation of a single fixed-bed can be applied to
enhance selectivities of equilibrium limited reactions. One of the oldest and most prominent
example is the glucose isomerization performed in a simulated moving bed countercurrent
process [10, 11]. An example for batch operation, a single fixed-bed process, is the hydrolysis
of methyl formate in methanol and formic acid via acid ion exchange resins. Thereby the
resin simultaneously acts as a solid catalyst and a selective adsorbent [12].

Another example for of process integration is the application of membrane reactors [13].
Membranes can be used either for (selective/non-selective) extraction of products or for
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dosing of reactants, which can improve the selectivities of equilibrium limited reactions or
complex parallel reaction networks. Examples are oxidative dehydrogenation of alkanes to
alkenes, oxidative coupling of methane, oxidation of butane, hydrogenation of acrolein [14,
15].

Other examples evolved within the research communities, however, with a limited accep-
tance in the industry so far. Although benefits compared to the conventional unit operations
have been achieved, cost factors decide in the end and might prohibit the application of
integrated processes [11].

Heat Integrated Concepts An active area of process integration is concerned with im-
provements in the energy efficiency, so called heat integrated reactor concepts [16]. Compre-
hensive reviews on conventional technologies, phenomenological aspects and recent trends
can be found in Eigenberger et al. [17] and Kolios et al. [18]. In principle, the heat released by
exothermic reactions carried out at a certain high reaction temperature should be recovered
most efficiently. The recovered thermal energy is spend for heat sinks, either for preheating
of reactants or for endothermic reactions. Coupling heat exchange and reaction in a clever
way allows for improved heat recovery, thermal efficiency and hence for a more compact
process design possibly being more cost effective. Often an adiabatic operation is realized
to achieve an autothermal process. In most of the cases it is meant a self sustained reaction
at temperatures above ambient without additional external heat supply, whereby inlet and
outlet temperatures are almost at ambient conditions [19].

Among the various concepts investigated, the periodically operated reversed-flow reactor
has received much attention in the history of chemical engineering. As mention before,
the idea is based flow reversal employed to a single catalytic fixed-bed reactor stabilizing
a moving high temperature front which has formed due to an exothermic reaction. The
fixed-bed serves as a regenerative heat exchanger. Although the first realization is attributed
to Cottrell [20] dating back to 1938, Matros and coworkers are responsible for spreading the
idea [5, 21].

The concept was widely studied for various exothermic reactions, such as total catalytic
oxidation of volatile organic compounds (VOC), the sulfur dioxide oxidation [22-24] and
catalytic NO, reduction by N H3 [25]. According to Matros [26] these applications have gained
commercial realization. Research efforts concentrated on several potential reactions, such
as the methanol synthesis [27] and for also on coupling of exothermic and endothermic
reaction. Kulkarni et al. [28] [29] investigated a bidirectional fixed-bed reactor process cou-
pling endothermic steam reforming and the exothermic partial combustion of methane.
Another example is the styrene synthesis via dehydrogenation of ethylbenzene [30]. Styrene
is generated in an endothermic production cycle, and hydrogen, as a byproduct, is oxidized
for sufficient heat supply in the regeneration cycle. Improved reverse-flow operation was
investigated for the non-oxidative propane dehydrogenation to propene on platinum catalyst
combined with coke combustion [31]. The challenges identified are the differences in the
velocities of exothermic and endothermic reaction fronts, thus semi-cycles, and unwanted
backward reactions due to thermodynamic limitations. The larger velocities of endothermic
reaction fronts is well described in Gléckler et al. [32]. Solutions are seen for instance in
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asymmetric operation combined with additional heat supply [33, 34].

Another interesting application for reverse-flow operation is the realizing of reduction-
oxidation cycles based on the iron ore process [35]. First, the iron is reduced by a lean gas
or reformat gas (CO, H>) in the reduction cycle and in a subsequent regeneration step, the
oxidation via water yields highly purified hydrogen, which might be of use for applying in
fuel cells [36]. Such a chemical looping is also used for efficient fuel combustion for power
generation which becomes attractive due to its intrinsic CO, capture [37].

One of the main challenges are instruments for a reasonable fast assessment of such
novel reactors for implementation in industry. Exploiting the newly created degrees of
freedom efficiently requires research on appropriate tools for reactor design and control.
Moreover, experiments with periodic reactors often require nonstandard equipment and
time-consuming operation in order to assess periodic settled states. Therefore, to evaluate
the potentials of periodic reactors many aspects remain to be investigated, thereby exploiting
modern theoretical concepts as well as conducting experiments for proof of concept and
validation of appropriate models.

Periodic Operation and Wave Phenomena Unsteady operation is inherently con-
nected with altering reactor states [11, 26, 38], which intuitively makes periodic operation a
reasonable process mode. Periodicity is the consequence, if one employs unsteady condi-
tions to the same equipment. It is instructive to classify periodic operation in two instances,
periodic input modulation and periodic operation of single or multiple fixed-beds.

Periodic modulation of reactor inputs has shown to improve the conversion and selectivity.
Renken [39] and Silveston et al. [40] explored this field considering typical inputs, such
as concentration, pressure and temperature. Typically, the inputs are either continuous
periodic or employed by so call bang-bang switches between constant values. Recently, a fast
method for efficient evaluation of continuous periodic input modulation for ideal reactors
was published [41].

Otherwise, periodic operation of fixed-beds exhibits different properties, particularly in
multi-bed configurations. Discrete-time switching operations can be seen as immediate
changes imposed to the boundaries of the distributed parameter system representing the
fixed-beds. Periodicity applies, because the original configuration is always recovered after a
certain switching policy. An inherent property are wave phenomena responsible for spatio-
temporal transport of heat and mass [42]. Such front phenomena can become considerably
complex due to nonlinear coupling introduced by reactions and/or phase equilibria.

Traveling concentration fronts are typically exploited in chromatographic processes, in
which components travel with different velocities due to the underlying adsorption equilibria.
A multi-bed variant is the simulated moving bed process exploiting a countercurrent switch-
ing policy. In this way, accumulation of certain species at withdrawal ports offers an efficient
continuous separation process. Applications are found in the petrochemical [43, 44], in the
food, and in the pharmaceutical industries [45, 46]. A comprehensive theory for transport in
these adsorbers is available [47-49]. It exploits equilibrium theory which allows a simplified
description of the nonlinear transport [50].

Concerning heat integration concepts, nonlinear temperature fronts in catalytic fixed-
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Figure 1.1.: Principle of a periodically operated cascade of Nseg catalytic fixed-bed reactors connected in
series, whereby feed and product ports are periodically switched by one segment in the flow direction after
the switching time #sy. The operation is based on the principle of a simulated moving bed countercurrent
process. In this work it is denoted as SMBR (simulated moving bed reactor).

bed reactors were widely studied [51-53]. In particularly, exothermic reaction fronts can
show temperature excursions under transient conditions. This is also well known as the
wrong-way behavior [42, 54]. To pick up the reversed-flow principle mentioned above, these
accumulation effects in unsteady operation bring an important advantage, as they offer larger
temperatures in the same fixed-bed volume compared to steady state operation. The reverse-
flow reactor has shown to be an efficient accumulator, however, the slip of unconverted
reactants at switching events is a drawback which requires additional measures. An alterna-
tive is the circulation loop reactor, which is based on coupling heat exchanger and fixed-bed
reactor. It attempts to stabilize autonomously traveling temperature fronts to establish an
autothermal process [55]. However, the heat transfer in such heat exchanges is often poor
which limits the overall efficiency and may require external energy supply.

In this work it is suggested to exploit the simulated moving bed principle to efficiently
accumulate thermal energy for as a heat integration reactor concept. Therefore, in the next
section the formation of exothermic reaction fronts and nonlinear accumulation effects in an
adiabatic simulated moving bed reactor (SMBR) are considered.

1.2. Adiabatic Simulated Moving Bed Reactor

1.2.1. Reactor Principle

The reactor principle was introduced in theoretical works of Haynes et al. [56], Brinkmann
et al. [57] and Sheintuch et al. [58]. Again, the catalytic VOC destruction of larger amounts
of diluted waste gases was seen as a possible field of application. Also equilibrium limited
reactions, such as the SO, oxidation, or the methanol synthesis are seen as potential targets
[59-63].

The concept of a periodically operated reactor cascade can be explained supported by
figure 1.1. Initially a certain small number of catalytic fixed-beds is assumed (e.g. 2-4),
preheated above the ignition temperature. After introducing cold feed a reaction front travels
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Figure 1.2.: Temperature and conversion profiles in a three bed SMBR unit. The snapshot corresponds to
the feed position in front of the first fixed-bed segment at half of the switching period. A fast leading thermal
front with a velocity ur precedes the reaction front traveling with a velocity ug. The ignition temperature,
Tig, indicates the temperatures required for start-up of the reactor.

through the first reactor segment with a characteristic velocity cooling down this segment.
After a specific time tg, a switching shifts feed and product ports by one segment in the
gas flow direction. Thereby the cold bed is shifted to the end of the cascade and where it is
regenerated.

To maintain successful operation it needs to be assured that the specific ignition tempera-
ture is reached again. After several switching events two characteristic fronts have formed,
the slower reaction front and a leading thermal front. The periodic switching of ports between
the fixed-beds corresponds to the well-known simulated moving bed (SMB) operation [43],
because this switching mimics the discrete-time countercurrent movement of the two phases
involved. Thus, such an arrangement of several segments resembles a characteristic zone of
a chromatographic SMB process, as frequently studied in separation science [45].

The reactor concept will be denoted in this work as an adiabatic simulated moving bed
reactor, or in short SMBR, following the notation usually used for simulated moving bed
processes [11]. Other research groups use the term "network of reactors” [57] or "loop reactor”
[58], which will not be applied in this thesis.

1.2.2. Traveling Fronts and Accumulation of Thermal Energy

A typical snapshot of the temperature and conversion profiles occurring in an adiabatic SMBR
are illustrated in figure 1.2.

Typically, two distinct fronts propagate along the fixed-beds in a SMBR, a leading thermal
front with a velocity ur and trailing reaction front with a velocity ur. Due to the heat accumu-
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lation effect, a much larger temperature can be achieved compared to a steady state fixed-bed
operation. As a measure of this possible temperature increase the following amplification
factor AF can be defined:

T-T1" unsteady state adiabatic temperature rise

AF = = 1.1
AT,q steady state adiabatic temperature rise (D

This factor relates the observed temperature increase under unsteady conditions to the
corresponding adiabatic temperature rise AT,q4 valid for steady state operation, which is
usually defined as [64, 65]:

ATpyg= —— (1.2)

Equation (1.2) describes the temperature rise in an adiabatic system in which a single reactant
is completely converted. A Hp is the heat of reaction, (pcp)g the gas phase volumetric heat
capacity and ¢™ the inlet or feed concentration of the reactant.

An amplification factor AF of one corresponds to the temperature rise in a steady state
fixed-bed reactor. By contrast, periodic reactor operation offers a thermal energy accumula-
tion with amplification factors much larger than one.

1.2.3. Autothermal Operation and Reactor Multiplicities

Autothermal reactor operation is characterized by low, best to say ambient inlet temperatures
and a self sustained reaction maintained at much higher temperatures. The conventional
solution to this problem is the coupling between the hot effluent stream of an adiabatic
fixed-bed reactor and the cold inlet stream via a heat exchanger [66].

T T T

SMBR

— max _ —in
AF = (T' T*)/ATad

Inlet temperature T", K

- =
AT" K

Figure 1.3.: Temperature amplification in steady-state FBR and SMBR. An ignition-extinction hysteresis is
generated in the SMBR. The left limit point determines potential for heat integration, as it allows to reduce
the inlet temperature T'™ far below one required to operate the fixed-bed reactor(FBR). The limit points
(squares) indicate the domain of multiple reactor states.
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It is well known that such a thermal coupling leads to significant parameter sensitivities
and reactor multiplicities [67]. Less surprising is the fact, that these phenomena appear in
adiabatic simulated moving bed reactors as well. Figure 1.3 explains these reactor multiplici-
ties with a typical ignition-extinction hysteresis, comparing steady state fixed-bed reactor
(FBR) with simulated moving bed reactor (SMBR).

The temperature amplification of both reactors is given with respect to the inlet tempera-
ture T'™™. A typical result of the conventional adiabatic FBR is the increase of the maximum
reactor temperature according to the adiabatic temperature rise possible (AF = 1); in case
of an ideal adiabatic FBR the temperature increase is in one-to-one correspondence to the
conversion.

In contrast, an ignition-extinction hysteresis appears for the SMBR. Such a hysteresis is an
S-shape parameterized solution curve with two turning points framing the region of multiple
reactor states (fig. 1.3). High temperature states correspond to ignifed reactor operation and
complete conversion, low temperature (extinguished) states show typically no conversion.
Thereby an unstable intermediate state separates the stable ones. Consequently, the distance
between the limit points determines the range of the multiplicities with respect to the inlet
temperature. Regarding the potential for heat integration, the left limit point represents the
boundary for a decrease of the inlet temperature to achieve energy savings and to establish
an autothermal operation.

Evaluation and process design of an SMBR require a detailed understanding of the multi-
plicities, as they are key information about achievable heat integration efficiency, design and
control of the reactor.

1.3. Motivation and Outline

This work examines the principle of periodic operation using several thermally coupled fixed-
bed reactors. Based on the conceptual description above, several problems were identified
and investigated. This includes the detailed description of the reactor principle, the develop-
ment of methods for analysis, reactor control and finally the experimental demonstration.
The main part of this work presents results of a theoretical and experimental study for a single
irreversible exothermic reaction. As an example the oxidation of a VOC is considered. In addi-
tion, the reactor behavior for a mixture of two reactants which are oxidized simultaneously is
investigated.

The work is organized as follows. The main properties of the periodic reactor operation are
introduced in chapter 2. The individual fronts occurring in SMBR are characterized making
use of constant pattern solutions and dynamic simulations. An explicit approximation of the
ignition temperature is derived from a simplified isothermal balance. Internal profiles and
spatio-temporal pattern are used to explain the SMBR operation. In addition, a comparisons
with the competing reverse-flow concept regarding heat integration efficiency and reduction
of slip is addressed.

A reduced model to describe the SMBR is derived in chapter 3, namely the hypothetical
true moving bed reactor (TMBR) model. This model provides a direct approximation of SMBR
reactor states. Convergence of the approximate model is investigated and first parametric
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studies are discussed.

Reactor multiplicities are treated in chapter 4. An introduction to nonlinear analysis with
basics of the singularity theory are given. It is shown that SMBR and TMBR models describe
comparable bifurcation diagrams. A detailed analysis of ignition-extinction phenomena with
respect to several parameters is presented and parametric maps for faster assessment of the
reactor concept are discussed.

Suitable switching times for the SMBR are limited to a specific range. Therefore, reactor
control is required to permanently adjust this control parameter and to maintain ignited
states reactor states. In chapter 5 simulation studies for three control concepts are compared
and finally evaluated with selected step input experiments. A suitable discrete-time set-point
controller is identified and guidelines for its successful parametrization are presented.

The experimental part of this work covers reaction system, SMBR- setup and operation,
and control (chapter 6). First, the reaction system is characterized regarding kinetics of
the model reactions, i.e. propene/ethene total oxidation in air on a metal oxide catalyst.
Thereafter, systematic experiments with a two-bed SMBR unit are presented. The results of
the periodic reactor operation are compared with predictions of the parameterized model.
Operation in open-loop (prescribing the switching times) as well as in closed-loop control are
investigated. The control concept identified in chapter 5 is studied in systematic experiments.
Disturbance rejection is evaluated and the oxidation of mixtures present in the SMBR feed is
experimentally studied.

Chapter 7 generalizes the reactor operation for cases if feed mixtures of two different VOC
with different oxidation rates are applied. The analysis makes particularly use of nonlinear
analysis which offers insight into conversion and temperature regimes. These can signifi-
cantly differ from the single component system. Essential measures for the reactor operation
are deduced.

Several appendices provide detailed information regarding important aspects not dis-
cussed in depth in the main part of this thesis.



2. Traveling Fronts in Single Fixed-Beds
and Simulated Moving Bed Reactors

A phenomenological description of front propagating in catalytic fixed-bed reactors is re-
quired to understand control of patterns in simulated moving bed reactors. For this reason,
this chapter starts with the characterization of exothermic fronts and corresponding sen-
sitivity towards selected process parameters. The simultaneous movement of two fronts,
an exothermic and a thermal front is examined as an introduction to the SMBR concept.
This is followed by a detailed characterization of the reactor principle regarding profiles,
reactor outlets and spatio-temporal pattern. Finally the SMBR and is compared with the
classical reverse-flow reactor based on dynamic simulations. Documentation of the models
introduced and the numerical solution methods applied is given in appendix B.

2.1. Characterization of Fronts

2.1.1. Simple Thermal Fronts

The propagation of a temperature disturbance in a fixed-bed can be approximated by a
pseudo-homogeneous energy balance (2.1) (see appendix D.1 for the derivation of a one-
dimensional pseudo-homogeneous continuum models):

oT L0T

(e(ocp)g + X —€)(pcy)s) 57 = ~EPeplgiig—— 2.1)
oT L0T

or (pcp)ma—t = —s(pcp)guga (2.2)

In equation (2.2) the individual heat capacities of solid and fluid phase are collected in a
mixed capacity (ocp) . Thereby € denotes the void fraction as the ratio between fluid to total
volume ¢ = Vg / (Vg + Vy) and ug an interstitial gas phase velocity assumed to be constant. The
hyperbolic transport problem can be solved for given initial condition (IC) and boundary
condition (BC) [68, 69]:

IC: T(z,0)=T™  BC: T, =T" (2.3)
. e(pcy)
Tz =T (z—upt)  with up = —0 P28 » (2.4)
(pcp)m

This means, that temperature disturbances are propagating with the constant front velocity
ur. A comprehensive theory of such hyperbolic problems is available [47]. Another illustrative
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way to derive the thermal front velocity, ur, is given with the following manipulations,

0T/0t €(pcplg

o 0z elpeplg
- = lding: - —| =ur=—2+5=%
T 0z (pcp)m Ug yielaing u u

ot'r = (PCp)m

(2.5)

which is the same as (2.3) just derived from the energy balance. In this work a Lewis-number,
Ley, relating the heat capacity of the solid phase to that of the gas phase according to equa-
tion (2.6) is suggested. Since (pcp)g < (0Cp)m, it holds that:

_ lpep)m _ (A=8)(pcp)s

L= ~ (2.6)
g(pCp)g E(Pcp)g
Consequently, the thermal front velocity u7 can be defined as:
—_— 1 *
ur = L_el ug 2.7)

A thermal non-reactive front propagates with a reduced velocity compared to the gas velocity
with the proportionality of 1/ Le;. Generally, the volumetric heat capacity of the gas phase is
by orders of magnitude smaller than that of the solid catalyst phase, thus Lewis numbers of
500 to above 1000 are common values for catalytic fixed-beds. As a consequence, thermal
fronts are remarkably slow compared to the transport of concentration disturbances, which
are carried along with the gas phase velocity if adsorption can be neglected. This picture
changes in liquid-solid fixed-beds significantly, in which a much larger density of the liquid
phase leads to similar velocities of the concentration fronts compared to thermal fronts.

Dispersive Thermal Fronts Additional consideration of the fixed-bed heat conduction,
A, in the energy balances yields a dispersive model for the energy transport:

0°T
A_

2 + 322 (2.8)

oT .

(pep)m—7— = —€lpcplgiy

Such dispersive fronts are characterized by a permanent reduction of the maximum tempera-

ture due to the smearing of temperature profiles, albeit the mean velocity corresponds to that

of the thermal front (eq. (2.7)) presuming typical values of fixed-bed heat conduction. An

analytical solution is available for an open-open system analogous to the axial dispersion
model [65].

2.1.2. Exothermic Reaction Fronts

The problem becomes more complex in case of exothermic reaction fronts traveling under
adiabatic conditions. This is due to the strong coupling between the mass and energy balances
via the exponential Arrhenius temperature dependence of the reaction rate. Fundamental
work on heat transfer and traveling reaction fronts was done by several Russian researchers
[53, 70] , and at the same time in Germany by Wicke et al. [51].

Here, two approaches are presented for the derivation of the relation between maximum
temperature and front velocity. The starting point is the energy balance in temperature

10
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form and a pseudo-homogeneous mass balance thereby neglecting mass accumulation.
The presence of an exothermic reaction with the reaction rate r(c;, T) and a stoichiometric
coefficients of v; = —1 is assumed.

oT ,OT
(pcp)ma +£(pcp)guga—z =(=AHR)r(c;, T) (2.9)
*ac,- _
£uga =v;r(c;, T) (2.10)

In equation (2.10) the accumulation of mass is omitted, which is justified due to the dominant
capacity term of the thermal energy balance. The mass hold-up is small due to the gas phase
density.

Elimination of the reaction rate via substitution yields the following balance:

,0T (-AHgp) ,dc
= ——

orT
(pcp)ma +€(pcp)gug£ R §3, (2.11)

By expansion with 8z/0T it is possible to derive an equation describing wave phenomena
with a characteristic velocity of the reaction front up:

o0T/ot dz 2.12)
— = —_—— =Uu .
0T/oz  dtlr *
Which yields:
dz «_(=AHg) , dc;
_(pcp)mE ’ +e(peplglg = —Eugﬁ (2.13)

Integration along the reaction front assuming total conversion, thus between c™...c%% =0
and T, Tmax gives:

ATaq
—Ley-Uup+us=us—-2 2.14
LURF Ug = Ug— (2.14)
and for the reaction front velocity ug:
ATad)
up=|1- u 2.15
R ( AT YT (2.15)

AT,q is the adiabatic temperature rise and AT is the temperature difference between the base
point, the inlet temperature, and the maximum temperature of the front (AT = T™# — Timy,

An alternative derivation can be based on a transformation into coordinates moving with
the reaction front velocity ug. The new variables are:

t=f and (=z-upt (2.16)

11



2. Traveling Fronts in Single Fixed-Beds and Simulated Moving Bed Reactors

with the following coordinate transformations applied [47]:

oT 6T6t+6T6(_ orT 2.17)
or oror ocor  “Far '

0T 0T or 0T ol oT

+— 2.18
0z 0rdz Ol dz o @18
one obtains the following system of ordinary differential equations:
dT
—ur(pcp)m—+ e +£(pcp)gug a =(=AHR)r(c;, T) (2.19)
Ldei
sugd—( =v;r(c;, T) (2.20)

Again, by substitution one arrives at an equation describing energy transport on the left hand
side and the source of thermal energy on the right hand side:

dT (-AHp)eug dc;

(ugetoep)g — urtpey)m) = AT (2.21)

By integration over the front in the limits between 7™ and ™2, and ¢™ and ¢, one obtains:

(eug(0ep)g — ur(pe)m) AT = (-AHpeuyc™ (2.22)
(euz, - uRLel) AT = ATadeug (2.23)
(ur —up) AT = AT,qur (2.24)

Hence equation (2.15) is recovered and the front velocity depends on the maximum tempera-
ture and vice versa according to [17]:
ur

ATaq
up=|{1- ur or AT=ATyg—— (2.25)
Ur — ugr

Equation (2.25) is valid for an ideal moving exothermic reaction front. Any disturbance at the
reactor inlet, for instance in the inlet temperature, the inlet concentration or total flow rate,
can result in transient response of the reaction front in accordance with (2.25).

Figure 2.1 illustrates equation (2.25) for the range of interest in this work by relating the
temperature amplification AF to the velocity ratio ug/ur.

In steady state, up = 0, the temperature equals that of the adiabatic temperature rise
(AF =1). The reaction front is pushed for instance towards the reactor outlet with a positive
velocity ug > 0, when the flow rate is increased (gas velocity u;,). As a result, the front
temperature rises above the adiabatic temperature rise (AF > 1). Note, that the front does
not necessarily leave the reactor, but can reach a new steady state still located inside the
adiabatic fixed-bed. In case of such an downstream moving front, the temporal increase of
the temperature can be explained with the larger amounts of reactants transported to the
front, while convective energy transport is not yet adjusted to the increased amount of heat
liberated. For that reason, the heat liberated can only accumulate within a smaller portion of

12
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the fixed bed resulting in larger maximum temperatures.

Conversely, lower transient front temperatures
are possible as well. For instance, after lowering 5
the inlet flow rate the reaction front moves to
the reactor entrance (#g < 0). This time, the heat
liberated is distributed over alarger portion of the
fixed bed resulting in lower transient maximum
temperatures (AF < 1).

_ in:
(T-T)Hia Tad
w >

N

AF

A singular solution of equation (2.25) exists 1
for ug = ur. In this situation convective energy o
transport equals that of the reaction front veloc- 04 00 08
R T

ity, which ultimately leads to an infinite increase
of the maximum temperature (ur/ur = 1). How-
ever, other factors not considered in the idealized
picture, such as heat conduction and heat losses,
will become prevalent and limit the maximum temperature to realistic values.

Figure 2.1.: Temperature amplification of an ideal
exothermic reaction front.

A similar analysis is available for gas-solid reaction being relevant for e.g. coke combus-
tion [17]. Typically, these approximate solution are a good starting point for the evaluation of
process condition regarding safety and the magnitude of temperature excursions.

2.1.3. The Constant Pattern of an Exothermic Reaction Front

The problem with the estimation of the maximum temperature with equation (2.25) is the
implicit form - either one observes a temperature peak and derive the front velocity, or
conversely, the front velocity is known and the temperature maximum can be predicted.
Typically up is not available directly and one has to solve the dynamic reactor model, i.e.
equations (2.9) and (2.10). An alternative description is the constant pattern solution of a
reaction front.

A constant pattern state of a front can emerge in a sufficiently long spatial domain, in
which the front travels self-preserving without loosing shape. With this assumption, a disper-
sive front alone (eq. (2.8)) cannot exhibit a constant pattern state, unless a self-sharpening
behavior is introduced. In the present case, the heat liberated by the exothermic reaction
represents such an effect, which counteracts heat dispersion in the catalytic fixed-bed. The
self-sharpening of fronts is also well known phenomena in fixed-bed adsorber [48, 71].

Table 2.1.: Parameter for the constant pattern example representing a typical total oxidation system.

E, 1.3-10°J/mol ko 1.4-100s71
AHgr —2000kJ/mol (pcp)g  1K/kgK

Ug 1m/s (pcp)m 1400kJ/kgK

™ 300K

The description of the constant pattern solution presumes a reaction front propagating
with a constant velocity ug on an infinitely large spatial domain. As a starting point the

13
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pseudo-homogeneous reactor model incorporating axial heat conduction is considered.

oT LO0T  0°T
(Pcp)ma + €(Pcp)gug£ = Aﬁ +(-AHR)r(c;, T) (2.26)
c:
euga—zl =v;r(c;, T) (2.27)

With following boundary (BC) and initial conditions (IC):

oT

BC: z=0: 0=£(pcp)gu§(T0—Tin)—A&|Z:O )= (2.28)
oT
z=L: 0=— (2.29)
0z
IC:  c¢i(zt=0)=c"(2) T(zt=0)=T""(2) (2.30)

A single first order reaction and the Arrhenius temperature dependence is assumed [66].

Eq

r(c;, T) = koexp (ﬁ
8

)ci v=-1 (2.31)
By transformation into a moving coordinate system propagating with the velocity of the
reaction front, the system of partial differential equations is reduced to a system of ordinary
equations of second order [72, 73]:

B . dr  d*T
0= (e(ocy)guf - ur(pey)n) o P H ARG T) (2.32)
_ * dc;
0——£ugd—c+v,~r(ci,T) (2.33)
( — —00 T—T™m Ci — C;—n; (—’ +00 d_( =0 (2.34)

The front velocity, up, is still unknown and the problem can be solved using the shooting
method [74]. Another approach is used in this work in accordance to the suggestion made by
Mangold [72]: up, is treated as a variable and therefore implemented in the equation system
using an additional equation, c({ = 0) = 0.5¢'", fixing the front in the origin. Additionally,
a large but finite spatial domain, ¢, must be provided to find a numerical solution. After
discretization of the spatial coordinate the large nonlinear system of equation can be solved
with standard Newton-type solvers [75-77]. Still the problem is lacking an easy numerical
treatment due to the large sensitivity towards the initial values, in particular to the unknown
front velocity ug. A good approach is to generate initial values based on the solution of the
corresponding dynamic problem. Then, by starting from a single constant pattern solution it
is strait forward to study ranges of the parameters of interest.

This includes the gas velocity ug, the inlet temperature T'", the fixed-bed heat conduc-
tion, A, pre-exponential factor, ky, and the inlet concentration ¢™. Below, the impact on the
reaction front is illustrated with the help of the temperature front along ¢, the maximum tem-
perature T™® and the front velocity ug along the respective parameter. Table 2.1 summarizes
the standard parameters used. Unless otherwise noted, a constant low inlet temperature of
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300 K was assumed.

Gas Phase Velocity The influence of the gas velocity is illustrated in figure 2.2. Maximum
temperature and shape of the front are largely affected. With increasing flow rates the front
becomes much steeper and faster. Pushing forward the front results in a substantial increase
in the temperature, thereby velocities of gas and reaction front are in almost linear relation.

max _3
T ") <10 > u
1000 1000 1.5
N4 Y
" S
900 3 900 -
N4 if_ 30:
— 800 @ 800 2
e 2 g !
=] had —_
g 700 ] 700 o
féi 600 £ 600 g
£ 500 E 500 c 03
E 5
400 X400 g
= x
300 300 0
0.0 0.5 1.0 0 2 3 0 2 3
Reactor coordinate Gas velocity Uy m/s Gas velocity Uy m/s

Figure 2.2.: Influence of the gas velocity ug on the exothermic reaction front. Temperature and front velocity
increase with ug (Constant pattern model with parameters listed in table 2.1).

The maximum temperature is not limited to a certain high value, because transporting
larger amounts of the reactant to the front can only result in a further temperature increase.
However, the pressure drop would be a limiting factor in real fixed-beds, neglected in the
present analysis though. Very small flow rates do not provide a constant pattern solution at
all.
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Figure 2.3.: Influence of the inlet temperature T on the exothermic reaction front. Temperature and
velocity decrease with T (Constant pattern model with parameters listed in table 2.1).
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Inlet Temperature Increasing the inlet temperature has no significant effect on the max-
imum front temperature, until the difference between maximum temperature and inlet
temperature equals that of the adiabatic temperature rise (fig. 2.3). This result is important
to understand, because it explains the low sensitivity of the reaction fronts w.r.t the inlet
temperature over a wide range.

As shown in the figure right, the reaction front velocity decreases even below unity, which
means a backward movement of the reaction front. However, the constant pattern solution
does not exists any longer for larger inlet temperatures. In fact, the boundary conditions of
the constant pattern implemented in the finite domain is violated in this case.

Heat Conduction In figure 2.4 is presented the influence of the bed heat conductivity on
the constant pattern solution. Lowering the bed heat conductivity significantly increases

-4
T©) M) x 10 Ug
1000 1000
N2 £
. £ 48
v £ 900 e
- 800 o s 4
= =
g & 800 8 44
= k) [
S 600 2 > 42
s § 700 5
= 2 £ 4
P 400 g S
E 600 5 3.8
= IS
g d 36
200 500
0.0 0.5 1.0 0.00 0.08 0.15 0.00 0.08 0.15
Reactor coordinate ¢ Heat conduction A, KW/mK Heat conduction A, kW/mK

Figure 2.4.: Influence of the fixed-bed heat conductivity on the exothermic reaction front. Temperature and
velocity decrease with A (Constant pattern model with parameters listed in table 2.1).

the front maximum temperature, the steepness and the reaction front velocity. The ideal
situation of a dispersive free constant pattern front cannot be represented by the numerical
scheme used and very low, as well as lager value cause numerical problems, which can be
attributed to the violation of the inlet boundary condition.

Reaction Rate The next example deals with the reaction rate constant, which was studied
by changing the pre-exponential factor kj at a constant activation energy (fig. 2.5). As the
rate increases, the reaction front slows down and the reactor temperature decrease. The
sensitivity with respect to the maximum temperature decreases significantly. However, a
minimal reactor temperature could not be determined and front velocity as well as maximum
temperature decrease in a logarithmic manner.

By contrast, the front temperature increases if the pre-exponential factor is lowered and at
a specific limit the exothermic front collapses. This fact will be explained thoroughly as part
of reactor multiplicity in chapter 4.

Inlet Concentration Increasing the inlet concentration sharpens the front and leads to a
moderate increase in the maximum temperature (fig. 2.6). At larger feed concentrations, the
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Figure 2.5.: Influence of the pre-exponential factor on the exothermic reaction front. Temperature and
velocity decrease with kg (Constant pattern model with parameters listed in table 2.1)
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Figure 2.6.: Influence of the inlet concentration on the exothermic reaction front. Temperature increase
with ¢ and front velocity decreases. Even negative velocities are possible meaning backward moving
reaction fronts (Constant pattern model with parameters listed in table 2.1).

front velocity decreases below zero. This is why a standing reaction front or even backward
moving fronts can form. Remind the relation of the ideal front velocity in figure 2.1, for the
case ur/ur <0, then AF < 1. This is achieved for very large inlet concentrations, at which
the adiabatic temperature rise (AT,q) exceeds the maximum temperature difference (AT)
for a specific inlet temperature. Thus, the backward movement sets in for concentrations
corresponding to temperature rises above 600 K in the present example.

The analysis of the constant pattern solution has shown the self-sharpening character
of the exothermic reaction front. Shape, maximum temperature and front velocity differ
significantly as parameters are altered. Though existence of the constant pattern is not
guaranteed for all parameter sets. The representation of the front properties is also restricted
to isolated fronts without interaction with boundaries. As such, the approach can only be
applied for qualitative analysis of reaction fronts, but alternatives are needed to describe
all features of the SMBR process. This can be achieved with the representation of the front
dynamics offering of comprehensive picture of the switched SMBR.
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2.2. Ignition Conditions and Dynamics of Fronts

This section deals with the dynamics of the two fronts involved, namely the reaction and the
thermal front. A special focus is set on the temperature level which is required to initiate
exothermic reaction fronts. In particular, this level should exceed a specific ignition tempera-
ture. An estimation for this ignition temperature is derived, which will be picked up in the
following chapters. The dynamics of the reaction and thermal fronts are introduced with
illustrative examples, the wrong-way behavior and the transport of temperature pulses.

2.2.1. Estimation of Ignition Temperatures

The ignition temperature is often discussed in connection with autoignition of chemicals,
which above a certain temperature ignite and decompose without external heat supply. These
aspects are treated in comprehensive works on combustion [78-80] and on process safety the
work by Stoessel [81] can be recommended. The fundamentals of the problem were grounded
by Semenov and later extended by Frank-Kamenetzki [70]. They developed the explosion
theory which can be applied to assess safety criteria in batch reactors and chemical storage
systems.

In this work it is shown that an estimate for the ignition temperature in fixed-bed reactors
can be derived from a simplified isothermal reactor balance. In addition, an alternative
non-isothermal approach based on the explosion theory is discussed in the appendix A.

Isothermal Approach with Zeroth Order Reaction In contrast to the classical ap-
proach for a first approximation isothermal behavior is assumed. The reactor balance reads
for a zeroth order reaction:

dc
g == —k(1) (2.35)

with k@ (T) the reaction rate constant of the zeroth order reaction in mol/m?3s. Integration
over the reactor length L and in the concentration limits between the inlet and a specific

outlet concentration ¢ yields:

LR 1

R _ out _ .in 2.36
Ug k(o)(T) (C ¢ ) ( )

To derive an explicit expression for the ignition temperature, the following modifications are
considered. The reaction rate constant k¥’(T) is replaced by an initial reaction rate of a first
order reaction by including the inlet concentration c™™:

. E )
KO(T) = k(T)c™ = kyexp (——“) cn (2.37)
RgT

The first order rate is defined in 1/s and ky is the corresponding pre-exponential factor of the
Arrhenius equation. If complete conversion for a specific ignition temperature is presumed,
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the concentration ¢°" can be eliminated and one arrives at the following expression:

Lr 1

U, E,
g kpex (— )
0P R T,

(2.38)

In this way, two characteristic time scales have been obtained, a residence time of the gas
phase, 74, and a characteristic reaction time, 7g:

Lg 1
Tg=— TR

Matching these characteristic times, 7g = Tg, provides an explicit equation to estimate the

ignition temperature:

B Lko
Rgln (—)

Ug

Tig (2.40)

Figure 2.7 left illustrates the relation between the ignition temperature and the pre-exponen-
tial factor. A decrease in the rate constant leads to much larger ignition temperatures presum-
ing a constant activation energy.
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Figure 2.7.: Left: Ignition temperature proportionality to 1/log(kp), and the case investigated (vertical line).
Right: A family of curves relating maximum temperatures to the inlet temperature in a steady state FBR for
increasing feed concentrations in the range AT,q4 =1, 20, 40...220 K.

Figure 2.7 right illustrates the reduced maximum temperatures (conversion, respectively)
of a steady state non-isothermal adiabatic fixed-bed reactor with a first order kinetic for a
range of inlet temperatures (eq. (A.32), (A.32)). Such a curve has already been introduced
in figure 1.3 and is given in terms of the amplification factor (eq. (1.1)). Several curves for
different feed concentrations are presented. A typical effect of steady state adiabatic fixed-bed
reactors is, that larger sensitivities with respect to inlet temperature occur with increasing feed
concentrations. As a consequence, complete conversion is already achieved at significantly
lower inlet temperatures than estimated with the ignition temperature (Tig — vertical line,
fig. 2.7).
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In case that for the isothermal system the inlet temperature equals the ignition temperature,
the conversion can also be given explicitly for the isothermal reactor. The analytical solution
reads:

c z
—— =exp (——k(T)) (2.41)
cn Ug

In (2.41), z is the reactor coordinate and k(T) the rate constant for a first order reaction. At
z = L the argument of the exponential becomes one and the conversion, defined as:

in

X=1-— (2.42)
c
, assumes a specific value of 0.6322:
1 1 exp—1 "
X=1- =1- = =e =0.63212 (2.43)
exp (Tg/TR) exp(l)  exp

This result means, that in case of a first order reaction an ideal adiabatic fixed-bed reactor
has a at least a conversion of 0.6322, if the inlet temperature is set to the ignition temperature
defined by equation (2.40). This statement is more applicable for diluted feed, ¢c™ — 0,
because the reactor performs isothermal with minimal liberation of thermal energy of the
exothermic reaction. With increasing inlet concentrations, the conversion increases as well in
the adiabatic system. This means, that the ignition temperature estimated with the isothermal
approach gives a lower limit required to start the reaction. It should be noted that the minimal
conversion, e*, corresponds to the first moment of the concentration profile. This results can
be obtained when applying the method of moments [65].

In order to take into account non-isothermal effects another approach is investigated in
appendix A. The analysis is based on the energy balance and simplifications originating from
explosion theory. It is shown that a similar estimate for the ignition temperature applies,
though augmented to include the sensitivity with respect to the inlet concentration.

2.2.2. Wrong-Way Behavior

One of the most prominent dynamic phenomena is the so called wrong-way behavior in
adiabatic catalytic fixed-bed reactors [54, 82]. An example is presented in figure 2.8. After a
sudden reduction in the inlet temperature a reaction front may form propagating downstream
with a temperature peak larger than that in steady state. This certainly led to the name.
Unfortunately, such high temperatures can cause catalyst deactivation, which as a result can
lead to even higher temperatures and thermal runaway situations. This can be effectively
counteracted by switching to inert gas, although the main problem seems to be the lack of
enough sensors distributed in the fixed-bed detecting such temperature fronts.

The initial steady state in figure 2.8 right shows complete conversion which is typically
found for inlet temperatures close to the ignition temperature. As a response to a small
reduction in the inlet temperature, a traveling front characterized by much larger maximum
temperatures forms. The high temperature front leaves the reactor and a new steady state
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Figure 2.8.: Wrong-Way behavior after immediate reduction of the inlet temperature in the vicinity of the
ignition temperature. Left shows the temperature fronts evolving from a high temperature steady-state
profile with significant temperature excursions to a state at a lower temperature. Right figure shows the
corresponding concentration profiles (parameters in table 2.1).

at still high conversion is attained. Of course, if the inlet temperature is set to much smaller
values, the reaction front would leave the reactor which as a consequence extinguishes. Such
transient temperature responses with moving hot spots are nowadays well understood and
described in the literature [54, 82-87].

2.2.3. The Propagating Temperature Pulse

The ideas closely related to the SMBR concept can be illustrated by assuming a small portion
of the catalytic fixed-bed heated up to a certain initial temperature. This situation can be
approximated by a rectangular temperature pulse. In figure 2.9 the propagation of such a
pulse is investigated for three examples:

m an initial temperature below the ignition temperature T™it < Tig,
® an initial temperature above the ignition temperature T > Tjg,

m an initial temperature above the maximum temperature under transient conditions
Tinit > Tmax

The figure shows snapshots of the temperature and concentration profiles. In the first case
the initial temperature is not high enough to initiate the reaction and the pulse is dispersed
away with a significant decline in the maximum temperature and a velocities according to a
thermal front (ur, eq. (2.7)).

If the initial temperature pulse has a sufficient height to generate conversion and heat
release, case (2), a slow moving reaction front emerges with a velocity ur and the leading
thermal front with ur, thereby ugr < ur. Note, that total conversion is not achieved in the
initial time step, but when the reaction front has gained height and constant pattern behavior.

The last example shows the relaxation of the pulse into the moving ignited pulse in case of
an even higher initial temperature, which shows maximum temperature similar to case (2).

It must be stressed, that the width of the initial pulse has an effect on the formation and
existence of the exothermic reaction front. For a certain small width of the rectangular initial
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Figure 2.9.: Propagation of a temperature pulse with different initial temperatures. Left, below the ignition
temperature the pulse disperses away at zero conversion. Middle, above the ignition temperature a develop-
ing reaction front with complete conversion evolves and right, above the maximum temperature complete
conversion is achieved from the start on (The horizontal lines correspond to the ignition temperature Tig).
Stabilizing such a pulse in an SMBR is illustrated in figures 1.2 and 2.10.

pulse it becomes increasingly difficult to ignite the front and the pulse disperses away. To
a certain extend this can be compensated by selecting higher initial temperatures. One
reason for this dependency is the dispersive transport, which is scale dependent and thus
increasingly important for small pulse widths.

In the example above, the moving hot zone shows a leading thermal front and a trailing
reaction front. On an unbounded domain a permanent broadening of the pulse would be
observed, which is certainly an unrealistic scenario. Trapping such a pulse in a real cascade
of fixed-bed is investigated in the next section.

2.3. Fronts in Simulated Moving Bed Reactors (SMBR)

2.3.1. A Classification

The concept of an SMBR attempts to trap the temperature pulse by an adaption of feed and
product port to the position of the moving fronts of pulse. Turning this idea into practice
requires a finite domain or reactor length, a certain number of segments and discrete-time
shifts of the ports in the direction of the moving pulse. Hence, feed and product ports are
periodically switched in the flow direction enclosing the temperature pulse.

From the preceding analysis, three possible dynamic regimes are conceivable:

Constant-pattern regime: The first regime resembles a switching of the feed port to po-
sitions in the cold section right in front of the traveling hot zone. Consequently, the
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reaction front remains undisturbed and a constant pattern regime of the reaction front
would prevail.

Relaxation: Shifting the feed port in the front or directly in the moving pulse can also be
considered. This leads to a disturbance of the constant pattern of the reaction front.
After a certain time, the front should relax on a constant pattern state again.

Permanent disturbance: As a third regime, a periodic switching, e.g. fast with short seg-
ments, relaxation on the constant pattern of an exothermic front may not be achieved.
Thus, the profiles in a switched reactor undergo permanent adjustments.

It can be thought of different classifications, though in this work the present form is used.
In this way, the results obtained from experiments and simulations can be classified and
compared.

2.3.2. Definition of Switching Times

In order to trap the temperature pulse in a switched SMBR it is required to determine switch-
ing times which can be aligned to the front velocities. This section introduces a relation which
is also suitable for comparison with the TMBR model, which is introduced later in chapter 3.

In order to derive reasonable switching times it is advisable to choose a specific basis.
This will be the thermal front velocity ur defined by eq. (2.7). The switching velocity, ugy, is
defined with the length of a segment, Lseg, and the switching time fy:

@_L—R (2.44)

Usw = =
Lsw tszSeg

In (2.44) is also given the number of segments Nseg and the total reactor length Lg. Next, a
reduced switching time, v, relates the thermal front velocity to the switching velocity:

ur
= (2.45)
Y Usw
Expansion of equation (2.45) with the thermal front velocity (eq. (2.7)) yields:
Nseglsw Ug
— M _8 (2.46)

LR L81

In (2.46) is used the Lewis number defined previously by equation (2.6). Now, a second
Lewis-number, Le,, based on the pure heat capacity ratio is introduced. It can be derived by
a correction of the first Lewis-number, Le;, with the phase ratio F, which describes the void
fraction of the packing:

1-¢

Le .
Ley = — with F=—— (2.47)
F €
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Replacing (2.47) in (2.46) the form used for the SMBR throughout this work is obtained:

_ lswiNseg Ug

Y= A-olg Les (2.48)

In equation (2.48), ug is the superficial gas phase velocity (ug = €uy). If y = 1, the switching
time is adjusted to the thermal front velocity. In case y > 1, the switching time increases
or the corresponding switching velocities, ug,, becomes smaller. Otherwise, if y < 1, a fast
switching regime at decreased switching times is selected.

Throughout this work, two characteristic times scales of the periodic process are distin-
guished. A switching period refers to the timespan of the switching time, while the cycle time
means the timespan, after which the initial reactor configuration, regardless of the number
of segments, is restored. Thus, after three switching periods of a three bed unit a cycle is
completed.

2.3.3. Characterization of Reactor Operation

In this section the front dynamics in the SMBR are examined assuming a cyclic steady state
has been attained. This means, that the reactor has settled and the initial reactor state repeats
after a switching cycle. A detailed discussion on this aspect is given in the appendix B.4.2 and
the SMBR model used is given in section B.1 together with the parameters in table B.1.
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Figure 2.10.: Temperature and conversions profiles of a SMBR, highlighting the profiles at (a) the initial, (b)
the middle and (c) the end of a switching period (y = 1.0, AT,4q = 120 K). The reactor model is documented
in section B.1 with parameters from table B.1.

Profiles of Temperature and Conversion Figure 2.10 illustrates the snapshots of the
temperature and conversion profiles within one period in cyclic steady state, which was
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needed in the introduction before (fig. 1.2). A reduced switching time of y = 1 was selected
and the situation corresponds to a feed position in front of the first segment, while prod-
uct withdrawal is located after the third segment. In addition to figure 1.2, snapshots of
several intermediate profiles are shown, initial (a), final (c) and half-period (b) profiles are
highlighted.

The initial profile (a) is disrupted at the outlet position of the second segment. A hot
portion at the end of the third segment is a leftover from the previous switching period,
in which the feed position was right before the third segment (the first segment of in the
preceding switching period). Initially a plug of unconverted reactant is present in the last
segment (profiles (a), lower figure 2.10).

The temperature profiles at half of a switching period shows a typical bell shape explained
already in figure 1.2, the reaction front is located in the first and the leading thermal front in
the last segment.

Before subsequent switching period, in the last profile part of the leading thermal front has
already left the reactor, while the reaction front is still in the first segment. In the following
switching period, the feed position would be in front of the second segment dosing the cold
feed directly on top of the high temperature pulse - this corresponds to the second (relaxed)
regime suggested in 2.3.1.

Temperature and Conversion Pattern Another perspective on the reactor dynamics are
spatio-temporal patterns providing an overview on the cyclic process and the front formation
(fig. 2.11). The temperature pattern is characterized by band like structured high temperature

Temperature pattern Conversion pattern

N
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(62} [<2]

Reduced time t/t_,
Reduced time t/t_ ,

=

0 1/3 2/3 1
Reactor coordinate z/LR, - Reactor coordinate z/LR, -

1/3 2/3 1

Figure 2.11.: Spatio-temporal pattern for temperature and conversion, with dark areas indicating low values
(y = 1.0, AT,q = 120K). Temperature pattern shows a band-like structure and conversion staircase-like
patterns. Model given in section B.1, parameters in table B.1.

waves. It should be noted that the spatial coordinate is fixed, but left and right boundaries are
coupled in case the feed position is in front of the second and the third segment. According to
this, the profiles in figure 2.10 correspond to the pattern in the reduced times between 0 to 1,
3 and 4, 6 to 7 and so forth, thus only in case the feed position is in front of the first segment.
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The conversion pattern shows stair case like structures due to the concentration fronts
which are in accord to the reaction front position. In downstream sections complete conver-
sion is achieved.

Reactor Outlets The periodic operation of the SMBR generates sawtooth-like temperature
outlet signals as illustrated in figure 2.12. Furthermore, the plug of unconverted reactants will
be flushed in the beginning of a switching period leading to a sudden increase in the outlet
concentration.
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Figure 2.12.: Reactor outlets, temperature and reduced mass fraction. Top right for the temperature in
a single period, below the zoom of unconverted slip (y = 1.0, AT,q = 120 K). Model given in section B.1,
parameters in table B.1.

It is also interesting to investigated the integral energy balance of the reactor, which should
show that conservation law applies regardless of the unsteady operation. The energy liberated
by the reaction leads to an increase of the temperature of the adiabatic system beyond in-
and outlet temperatures. Because it is an open system, a certain amount of energy gets lost
with the effluent, which explains the sawtooth like temperature signals in the reactor outlet.

As a starting point, first the adiabatic temperature rise (AT,q) is considered, which results
from the temperature increase due to exothermic reactions in a closed system with a volume
V. The heat released by the reaction, Qg, is defined with the extent of reaction ¢; and the
heat of reaction A Hg; assuming Ny participating reactions.

Ng
Qr=)_ (-AHgj)¢; (2.49)
j=1
The heat responsible for the temperature change of the volume, Qv, is defined by:

Qv = Vr(pcp)gAT (2.50)

Thereby the extent of the reaction can be specified with the change of the mole number of a
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species i in a reaction volume, Vf, in which Ng participating reactions occur [65]:

> Ldm st 145 (2.51)
Viili=———=) Vijj——— .
j=1 e Vg dt j=1 H Vi dt
Thus, for a single reaction a single species needs to be observed to obtain { = An;/v;. Pre-
suming a constant volume reaction, ¢ = Ac; Vg /v;, thereby Ac; = c;?“t - c}“ and v =-1, one
arrives at the adiabatic temperature rise already given by equation (1.2).

The analysis is now applied to an open system to analyze the product temperature T°"(¢)

of the SMB reactor. The integral constant pressure energy balance reads:

ar . ; Nz
Vr(peplg g = MgCpg (T™ = T°") + Vg Zl(—AHRj)rj (2.52)
]:

1 d§;

with T°"" = T. Since the reaction rate can be defined as r; = V2 ar the expansion by d¢ yields.

VR(pcp)gdT = Mgcp,o (T™ = T (1)) dt + Y (~AHg j)d¢ (2.53)
J
After division by the capacity term one obtains:
_ Mygcp,g
VR (P Cp)g

; 2. j(-AHRj)dgj
(T - 1O () dr+ =L —— 1 (2.54)
VR (P Cp) g
By integration assuming a single reaction running to completion it is possible to calculate the
integral energy balance within a switching period (¢, £ + fsw).
I+ tow .
1 (-AHR)c™

ATyee=— f (T™ - T () dt + ———— (2.55)
Isw (pcp)g

t
In equation (2.55) the first term on the right hand side represents the difference between
inlet and mean outlet temperature and the second term is the adiabatic temperature rise (eq.
(1.2)). The temperature difference on the left hand side stems from the accumulation term
and represents an integral value, which should assume zero in cyclic steady state. In such a
case the temperature difference between in and outlet of the reactor matches the adiabatic
temperature rise according to:

T+ Loy

1 .
ATpg = — f T (H)de— ™ (2.56)

SW

Thereby the window of analysis should cover a characteristic timespan of the reactor, e.g. a
single switching period.

In figure 2.12 right a single period is shown together with the mean outlet temperature. The
mean temperature value is 120 K which satisfies equation (2.56). Thus, the temperature rise
between inlet and time averaged outlet of an SMBR corresponds to the adiabatic temperature
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rise of the steady state system (eq. (1.2)).

2.3.4. Influence of the Switching Time

The aim of this section is to elucidate the influence of the switching time on the fronts. This
is illustrated with temperature profiles and spatio-temporal pattern. Further, limitations for
the switching times to maintain an ignited state are addressed.

Cyclic Steady State Profiles Figure 2.13 illustrates different temperature profiles based
on half-period snapshots for several switching times.
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Figure 2.13.: Influence of the switching time on the profiles compare at half of the switching period in cyclic
steady state. Model given in section B.1, parameters in table B.1.

Different effects regarding the thermal or the reaction front can be observed. The reaction
front is slightly shifted to the entrance of the reactor in case of smaller switching times, but
steepness is preserved. On the other hand, the switching time has a much larger impact on
the leading thermal front. Smaller switching times flatten out the fronts and larger values
provide steeper thermal fronts. In such a case the temperature base point is shifted to the
reactor outlet and the high temperature zone is broadened.

Spatio-Temporal Pattern Two examples, y = 0.98 and 1.10, are considered to illustrate
the influence on spatio-temporal pattern (fig. 2.14).

In case of a fast switching regime, y = 0.98, the temperature band is narrow as expected
from the previous analysis (fig. 2.13). Also comparison with the y = 1.0 in figure 2.11 is
recommended. The conversion patter indicate a disruption, thus the zones of incomplete
conversion are isolated. This is due to the fact, that the reaction front does not leave the
active first segment of the cascade in the event of switching. Concerning the classification
suggested in section 2.3.1, this regime corresponds to the second case, where the feed position
is switched in the temperature pulse.

The second example, y = 1.10, represents a slower switching regime. Now a larger portion
of leading thermal front has left the reactor product causing the serration in the spatio-
temporal fronts. The reaction front has almost left the active segment at the switching event,
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Figure 2.14.: Spatio-temporal pattern for temperature and conversion, with dark areas indicating low
values for two different reduced switching times y of 0.98 (left) and 1.10 (right). Model given in section B.1,
parameters in table B.1.

thereby only minor serration is obtained. The conversion pattern shows almost contact of
areas with conversion of nil.

Comparison of Reactor Outlets The reactor outlets are significantly affected by the
choice for a certain switching time. The result for the faster switching with y = 0.98 is shown
in 2.15. In the initial phase directly after the switch, the outlet temperature remains high and
falls to the inlet temperature. This corresponds to the reaction front which is shifted to the
end on the reactor cascade and being flushed out slowly. Concerning the slip of the reactant,
meaning the portion being flushed, only a very small fraction at the scales of the numerical
precision is released. Thus, no slip would occur and complete conversion can be achieved.
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Figure 2.15.: Reactor outlets, temperature and reduced mass fraction, for y = 0.98. Model given in sec-
tion B.1, parameters in table B.1.

The slip is much larger in case of the slower switching regime (figure 2.16). Initially the
outlet concentration attains values of the inlet, being flushed out in a very small time frame
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Figure 2.16.: Reactor outlets, temperature and reduced mass fraction, for y = 1.1. Model given in section B.1,
parameters in table B.1.

however. Also the outlet temperatures signals are different. In the beginning of the switching
period the outlet remains cold. The increase later stems from the leading thermal front
reaching the reactor outlet, or to pick up the previous analysis, heating up the last segment.
Despite the differences in the temperatures outlet, either parts of the former reaction front,
or the leading thermal front leaving the reactor, the integral energy balance (eq. (2.56)) is
valid. Conversion pattern differ and are responsible for the slip of the reactant, which will be
detailed in section 2.4.2.

Ignition Limits of the SMBR Ignited reactor operation is restricted to a certain range of
switching times. As a first approach the ignited states available were systematically investi-
gated with dynamic simulations to obtain the cyclic steady states in this range. In addition,
the number of cycles needed to reach the cyclic steady states were recorded. An error bound
of 1078 was selected and compared with the norm of the reactor states to make this decision.
The result is shown in the left figure 2.17.

Two maxima in respect to the number of cycles, N¢yc, appear, which bound the region of
ignited periodic reactor operation (0.93 5 y 5 1.25). Outside this range reactor extinction
sets in. A maximum number of 102 cycles, right maximum, and a minimal number of 17
cycles have been found for this example. The relaxation on the cyclic steady state significantly
changes inside the domain of ignited states. An dip is observed at y = 1, which was verified
by multiple simulation runs. If one considers the cyclic relaxation time as an indicator for
the underlying dynamic reactor operation, it can be assumed that a change in the reactor
behavior occurs below the reduced switching time of one.

Another important result obtained from this analysis is the problem to identify the exact
limits for ignition based on such time consuming direct dynamic calculations. Even if the
tolerance for identification is reduced further, this would only result in even larger calculation
times. In addition, numerical problems arise, an issue which was also found for other cyclic
processes [88, 89]. As depicted in the right side of figure 2.17, slightly different switching
times can decide whether an ignited or extinguished state is attained. Unfortunately, a very
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Figure 2.17.: Left: Influence of the switching time on the number of cycles needed to reach a cyclic steady
state of the SMBR. Right: Maximum cyclic temperatures from start-up along the cycles for reduced switching
times at the left ignition bound at y = 0.925. Model given in section B.1, parameters in table B.1.

high number of cycles can be required to make this decision (see e.g. the example y = 0.9255
represented by the solid line). The reason for this slow asymptotic behavior is known as
the occurrence of creeping fronts, which means, that marginal differences in the energy
accumulation within subsequent periods strongly prolongs the time to finally reach the cyclic
steady state.

It appears questionable, if parametric studies based on the direct dynamic simulation
provide valid information near critical parameters, in particular if a maximum number of
cycles or course tolerances are set as a default truncation criterion. For this reason, in this
work also alternative approaches are applied to determine the critical parameters, which
may cause an unexpected and rather late extinction of the reactor. This is treated in section 4
making use of nonlinear analysis tools.

2.4. Comparison Between SMBR and Reverse-Flow Reactor
Concepts

In this section a comparison between SMBR and reverse-flow reactor is discussed with a
focus on fronts and the slip phenomena. Reverse-flow operation is considered for a single
catalytic fixed-bed with compatible properties to the SMBR. This means, that an identical one
dimensional pseudo-homogeneous models, but different boundary conditions were applied
as detailed in appendix B.2.

2.4.1. Reactor Dynamics

Analysis of Process Pattern Reverse-flow reactor operation have been well explored by
many researchers, e.g. Matros [26], Nieken et al. [74] to name important works. As a foreword,
it should be stressed that the reverse-flow reactor has a much larger range of set-points to
sustain ignited states. Even very fast switching would trap the temperature inside the bed,
which is however not attractive as it means excessive valve operation. At a certain larger
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switching time a limit is found at which the reactor goes to extinction.

10 10 '
1 8 | 8
= =
4—-‘” 4—4[”
S S
£ g
= 5 = 5
el kel
[0 Q
o o
> >
el kel
[0 Q
14 14
3 3
0 0
0 1 0 1/3 2/3 1
Reactor length z/L, - Reactor length z/L, —

Figure 2.18.: Spatio-temporal temperature pattern of reverse-flow reactor (left) and SMBR (right), explained
in section 2.4. Models are given in sections B.1 and B.2, parameters are listed in table B.1.

Figure 2.18 compares spatio-temporal temperature pattern, reverse-flow left and SMBR
right. Typical staggered temperature fronts evolve for the former type of operation. Reaction
front and thermal front are pushed in one direction and interchange their properties after
flow reversal, this means, that the previous reaction front becomes a thermal front and vice
versa. Thus, the dynamics are different to SMBR operation regarding front propagation. The
SMBR is always based on an unidirectional propagation leading to band structures of high
temperatures (fig. 2.18 right).

The in- and outlet section of the reverse-flow seem to be less used and remain cooler
compared to the center. This temperature distribution strongly depends on the switching time
of the reverse-flow operation. As the switching time is increased, the reaction front travels a
longer distance cooling the boundary section. Faster switching, on the other hand, should
yield a better exploitation of the section at the boundaries. In addition to this qualitative
analysis several temperature profiles and process limits were studied as detailed below.

Analysis of Temperature Profiles In figure 2.19 are compared the temperature profiles
of the reverse-flow reactor with the cyclic steady state profiles of the SMBR. Different feed con-
centration corresponding to adiabatic temperature rises of 30, 60,90 K have been investigated.
The fronts of the reverse-flow are shown in the middle of the first semi-cycle for a positive
gas flow direction. For the cases investigated, the maximum temperature of the reverse-flow
exceeds those of the SMBR. The difference becomes less, as the feed concentration is reduced
and in the limit of lean feed concentration, the reverse-flow reactor performs better. This was
checked with systematic simulations. An explanation is the more effective heat regeneration
due to the reshaping of the thermal fronts.! This means, that the fast and dispersive thermal
front is exposed to self sharpening effects when applying cold feed after flow reversal. For this
reason, less thermal energy is lost in reverse-flow operation compared to the SMBR concept.

1Communication with Prof. Eigenberger
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Figure 2.19.: SMBR (black) and reverse-flow reactor (red) temperature profiles at half of the switching period
for different feed concentrations corresponding to AT,q = 30,60,90 K. Models are given in sections B.1 and
B.2, parameters are listed in table B.1.

Therefore, the SMBR is less efficient for very lean feeds, though, differences are in the range
of AT,q = 5—10K. If a lower reactor temperature is desired, e.g. to avoid thermal catalyst
degradation, then the SMBR should be considered offering lower reactor temperatures for
larger feed concentrations.

2.4.2. Analysis of the Slip of Unconverted Reactants

The undesired release of unconverted reactant, which can immediately occur after switching
events, is called slip. This effect can hardly be minimized in a reverse-flow reactor unless
special strategies, e.g. guard beds or recycle streams are considered [90]. This section is
dedicated to evaluate the potential of the simulated moving bed reactor to reduce the slip of
unconverted species. A quantitative comparison with the reverse-flow reactor will be also
presented.

A calculation of the amount of unconverted reactant in the outlet has to be conveyed with
care for the convergence problems mentioned in the previous section. Because of the fact that
the slip takes place within a relative short period of time, a switching period has to be resolved
with a high time resolution in the cyclic steady state. The average outlet concentration of the
reactant which should be converted can be calculated with the following equation:

78]

c;?“t:p—i f w;(Hdt (2.57)

tswM; ;
This expression, valid for any component was applied for the reactant propane. For a direct
comparison with the reverse-flow reactor the dynamic model was applied to study a large
region of relevant switching times (10 s ... 1300 s, other parameters according to table B.1) and
to calculate the corresponding average propane outlet concentration. Typically the ignited
states of the SMBR are located within a narrower region of switching times. The following
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Figure 2.20.: Comparison of the slip of unconverted reactants in reverse-flow and SMB reactors (left), and
respective fronts of the SMBR right. Models are given in sections B.1 and B.2, parameters are listed in
table B.1.

scaling helps to illustrate the differences of these concepts using the covered range of flow

rate ratios of an SMBR:
min max min Lsw,RFR —~ t?v;,rll?FR
YRFR (tsw,RFR) =7YsmBr T (YSMBR - YSMBR) —tmax _ /min
sw,RFR ~ “sw,RFR

(2.58)

Selected results obtained are shown in figure 2.20 (left). The average outlet concentrations
of the SMBR reactor cascade shows a sharp decline and a minimum at y approximately
0.98 and a further increase for y > 1. The reverse-flow reactor outlet concentrations show a
slight increase with rising the switching times (higher yrpr values) until values resulting in an
extinguished state are reached (y-RFR > 1.24). In this case the average outlet concentration
equals the inlet concentration. Obviously the SMBR system has the potential to reach an
enhanced average conversion. An explanation for this observation is based on the specific
propagation of the characteristic temperature fronts.

The reverse-flow reactor causes a slip of unconverted species which can be explained with
the position of the temperature fronts at the switching events. Depending on the switching
time, smaller or larger sections of the fixed-bed are filled at this moment with unconverted
reactant, which will leak after flow reversal. Hereby the portion of unconverted reactant
released is increasing for higher switching times and fast switching would lower the slip.

Due to the multi-bed operation of the SMBR a slip reduction can be achieved, which is due
to the positioning of the temperature fronts as indicated in figure 2.20, right. At the beginning
of one switching period, the profiles reveal a temperature front at the end of segment III,
which remains from the previous period where the feed position was active at this segment.
A plug of unconverted reactant is located right before the reaction front. Obviously, this plug
will overtake the slow moving temperature front and is partially or completely converted,
thus lowering the slip. This property of the simulated moving bed reactor depends on the
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switching time in the following manner: for y smaller than one, the fronts are shifted towards
the feed position. The maximum temperature is also lowered, which is accompanied by
increased outlet concentration. A too fast switching is consequently not a desired strategy to
minimize the slip of an SMBR.

Characteristic flow rate ratios y above one will cause an increase of the average outlet
concentration, though still below the reverse-flow reactor. Since for a late switching (higher
switching times, e.g. for y = 1.1 and 1.2) the temperature front almost leaves the active feed
segment, there is only a little part of the front left to convert the plug of unconverted material.
This influence is rather of continuous nature and vanishes when the switching time becomes
to slow to maintain an autothermal operation. The minimal slip is obtained for the example
for flow rate ratios of approximately 1.0. It should be noted that for different feed conditions,
e.g. very low inlet concentrations, it will be more difficult to exploit the narrow temperature
front responsible for the slip reduction. However, the potential is an attractive property of the
SMBR, providing advantages compared to the reverse-flow reactor.

2.5. Summary

This chapter introduced the SMBR concept and provided a characterization of the underlying
phenomenas determining the reactor principle. A special focus was set on analyzing front
dynamics and on a comparison with the reverse-flow concept.

Basically two types of fronts have to be considered in fixed-bed reactors. A non-reactive
thermal front and an exothermic reaction front, which exhibits a self-sharpening behav-
ior. The constant pattern solution of the reaction front was investigated for various process
parameters. Maximum temperatures and front velocities are largely affected by the chang-
ing these parameters. Backward moving reaction fronts can also occur at increased inlet
concentrations.

Front dynamics were illustrated based on extensive numerical simulations, first for the
example of the wrong-way behavior and then for a moving temperature pulse. Together with
an estimate for the ignition temperature, a reasonable picture of stabilized fronts has been
developed forming the basis for the simulated moving bed reactor concept studied later.

The reactor principle was characterized regarding internal temperature and conversion
profiles, spatio-temporal pattern and outlet signals. Only a limited range of switching times
is available to ensure ignited reactor states. The timespan for relaxation on a cyclic steady
state revealed significant parameter sensitivities of the reactor.

The comparison of the SMBR with the reverse-flow reactor revealed a slightly better heat
integration for very lean feeds for the conventional reverse-flow. On the other hand, a much
better reduction of the slip of reactants can be achieved with the SMBR.

The need for very time consuming calculations for solving the periodic dynamic models
exceeds acceptable values for systematic parametric studies. Efficient design and analysis of
the SMBR concept requires much faster solutions. Therefore a reduced model was developed
which is introduced in the next chapter.
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3. Model Reduction

The time consuming simulation of the switched SMBR, even for the simple pseudo-homoge-
neous case, cannot be conceived as the optimal model depth to perform systematic parameter
studies. Model reduction is needed and should allow for a fast approximation of the steady
state of the reactor, while preserving essential information and significance required for
reactor design and scale-up.

Among the model reduction techniques available for periodic systems, an efficient ap-
proach is the transformation in the frequency domain [91]. Recently Markovic et al. [41]
reported that for reactors with periodic input modulation only the second order frequency
response function needs to be calculated in order to decide whether periodic operation is
attractive or not.

Periodic operation of multi-bed processes on the other hand is represented by hybrid
models incorporating discrete jumps, which cannot be treated that easily by a transformation
into the frequency domain. Nevertheless, several concepts for an efficient reduction have
appeared. Often it is desired to at least approximate mean values as representatives of the
cyclic periodic process, such as mean internal concentration and temperature profiles. A
suitable approximation for a periodically operated fixed-bed can be based on fast switching
asymptotes, which may result in a so called frozen solution. This was demonstrated for
the reverse-flow reactor by Nieken et al. [74], where the fast switching asymptote is repre-
sented by a true countercurrent process. Gorbach et al. [89] considered model reduction
for pressure swing adsorption process exploited analogy to membrane processes. Also an
approximate solution of the SMBR was suggested by Sheintuch et al. [58]. Transformation of
the port switching into a moving coordinate system was suggested and a convergence into an
increased number of ports demonstrated.

In this work an approach originating from separation science is developed. The periodic
switching of ports between the fixed-beds corresponds to the well-known simulated moving
bed (SMB) operation [43, 45]. Hereby the port switching mimics the time-discrete coun-
tercurrent movement of the two phases involved. The simulated moving bed process was
mainly applied for the adsorption from gaseous phase, sugar separation and later, in the 90th,
established in the pharmaceutical industries. Since the underlying separation principle, the
adsorption equilibrium, is often a nonlinear, steep concentration fronts evolve whose precise
calculation becomes numerically demanding. Even though special numerical algorithms
have been developed [92], the direct dynamic simulation of a cyclic multi-bed process re-
mains to be a challenge. Approximate solutions of the periodic process are highly demanded,
in particular when it comes to the conceptual process design phase.

A suitable approximation is the true moving bed countercurrent process [44, 47, 49]. This
so call true moving bed process (TMB) has found widespread acceptance particularly in
the chromatography community [49, 93-95], however, the origins are found in the classical
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TMBR

Product Feed

Figure 3.1.: Left: original SMBR scheme based on switching of feed and product ports in the flow direction.
Right: the limiting case of a true moving bed reactor (TMBR) for infinite number of fixed-beds employed.

equilibrium stage models for distillation and countercurrent extraction.

The principle is explained with the help of figure 3.1. In the left figure is shown the
simulated moving bed process drafting two switching operation in the gas flow direction. In
the limit case of an infinite segmented reactor, the discrete switching operation is transformed
to a continuous movement of the solid phase ("Cat. us”) in countercurrent to the gas phase
(3.1 right) — the true moving bed reactor (TMBR).

This chapter explains in detail the derivation of the TMBR model, the boundary conditions
and discusses numerical features. The approximated profiles are compared with the SMBR
model and finally the influence of process parameters using the TMBR model is illustrated.

3.1. The True Moving Bed Reactor Model (TMBR)

In this section two modeling approaches are presented. At first, a simple stage model is
discussed briefly and then a general continuum model is introduced.

3.1.1. Stage Model

In adsorption processes the coupling between solid and fluid phase is typically established
by adsorption equilibria. These equilibria relate the concentration in the fluid phase to the
loading in the solid phase, typically in a nonlinear manner. Often a stage model is used to
calculate the concentration fronts emerging in a fixed-bed adsorber. The stages can be related
to a space position along the adsorber bed and the total number of stages of theoretical plates,
NTB is adjusted to represent a specific apparent dispersion of the species. In order to simulate
a true moving bed adsorption process, an additional solid phase flux is included in the model.
Stage models are also common for fixed-bed reactors (fixed-bed dispersive model [65, 96]).
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3. Model Reduction

In contrast to adsorption processes, below an additional reaction term is included in the
mass and energy balances, while the adsorption equilibrium is omitted. At first it is instructive
to consider a heterogeneous material balance and to introduce the solid phase countercurrent
flux in a mole balance for the solid phase. Coupling of the phases is implemented by a linear
driving force term (conventional mass transfer resistance). The energy balance is written in
it'’s pseudo-homogeneous form, equipped with an additional solid phase flux:

k
£%=i(c{f;—c§g)+ﬁav (cf,g—c;fs) 3.1)

k
(1 —E)% = Tls (cf,:l - cllfs) - Bay (cfg - c{fs) + ;vijrj(cf,s, Tk (3.2)
(pCp)md—Tk _ s (51 - 1)+ {Pep)s (75 =T+ X -aHR prj(ck, TH  3.3)

dr Tg Ts 7 ’

stage index: k=1,... N (3.4)
IC:  cf t=0=¢"k) cf(t=0=c"k) TFE=0)=T""K) (3.5)

vk i=1,...,N,

In the balances (3.1)-(3.3), the transport of the phases is determined by residence times of the
gas and the solid phase, 7 and 7, which relate the respective flow rates to the stage volume,
V1V, kis the stage index (eq. (3.4)) and a solid phase heat capacity (pcp)s is introduced in
energy balance (3.3).

As illustrated in figure 3.1, the solid phase circulates in a closed loop. For that reason,
coupling between the first and the last stage needs to be considered:

chtl=cly  i=1,..,N, and TN'=T' (3.6)

Two important simplifications for the scheme are suggested in the following. At first, the
countercurrent flux in the mole balance (eq. (3.2)) is disregarded, which is justified since
75 > Tg. Hence, the countercurrent is considered only in the energy balance (eq. (3.3)) and
the coefficients of the difference terms have the same order of magnitude assuming a high
volumetric heat capacity of the solid phase, (pcy)s, and a large residence time of the solid,
7. Note, that if this simplification is not considered, the coupling of feed and product stage
molar balances would automatically lead to a permanent discharge of a small portion of
unconverted reactants via the short bypass, feed to product. This can be regarded as an
analogy to the slip phenomena in the SMBR as discussed in section 2.3.3.

If the mass transfer resistance between the gas and the catalyst phase is neglected, one
obtains a pseudo-homogeneous mole balance (eq. (3.1)+ eq. (3.2)):

dc—llc’g+(1— )dic’s—i(k‘l— )+ Tvijritef, ™ i=1. N @G
D = (Cig ~Cig j ij7j(C g i=1,...,N, )

The mass accumulation in the solid phase on left hand side of equation (3.7) is neglected,
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which is justified for a first principle approach and typically assumed for catalytic fixed-bed
reactor models. The stage model of the TMBR finally reads:

Edd_c;’.‘ 1 (cf‘l - clk) +Zvijrj(cf, ) (3.8)

Tg 7
(pCp)mdd—Ttk = % (1%t - 1)+ (pj—f)s (7%t - 7¥) +;(—AHR'j)rj(c,’F, ™)  (3.9)
stage index: k=1,....N (3.10)
IC: cfe=0 =" TFe=0)=T"' vk i=1,N, (3.11)

This model represents a system of ordinary differential equations which can be solved with
the corresponding initial conditions. Another option is the direct calculation of the steady
state profiles solving the resulting system of nonlinear equations (setting left hand side to
zero and solve right hand side (3.8)-(3.10)).

Since the difference approximation is also employed to the countercurrent solid phase
flow, the solid phase transport appears to be convective and an dispersive simultaneously.
However, this additional dispersion or backmixing of the solid is not physically meaning-
ful. The objective of the model reduction was to transfer only the simulated discrete-time
transport into a true countercurrent convective transport of the solid phase. Dispersive solid
phase transport was not part of the transformation, but seems to be part of the solution of the
stage model. For this reason, special requirements have to be considered for the numerical
solution of the stage model (examined in section 3.2).

3.1.2. Continuous Model

The stage model above has also the disadvantage that the dispersion is determined by a
certain large stage number. Thus, representation of small dispersion effects requires the
solution of very large system of equations. To avoid scaling of the equation system with physi-
cal dispersion, a continuous model is suggested accounting for convective and dispersive
transport separately:

ow; ow; azw,-
ep— =~ UgPg—7—+ D= +2 virj(ci, T) (3.12)
J

oT oT oT
(ocp) ar “g(PCp)ga + us(PCp)sa

aZT (3.13)
Ao +Y (~AHR)Tj(ci, T) = 2hyy/ Ry (T = Ty)
V4 >
J
IC: wi(t=0,2)=w(z2) T(t=02=T""2) (3.14)

(boundary conditions given in sec. 3.1.3)

Equation (3.13) also accounts for the heat transfer through the wall using a linear driving force
with respect to an ambient temperature T,. It is important to understand that dispersive and
convective transport are represented by different terms in energy balance ((3.13)).
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When investigating the limiting case for a large number of segments in the SMBR with the
stage model (eq. (3.8)- (3.10)), discrepancies to the SMBR will occur due to the artificial solid
phase dispersion. However, also in the continuous model the solid convection can be subject
to dispersion, which is usually introduced by numerical approximation errors. Therefore it is
suggested to investigate a rather simple numerical scheme for the continuous model and to
derive rules for the evaluation of such numerical errors. These rules will then apply to the
stage model as well as to the discretized form of the continuous model.

Before turning to a further analysis of the boundary conditions and to the details of disper-
sion effects, the features of the TMBR model are summarized:

m The countercurrent solid flow was omitted in the molar (and material) balance, since
ug > us, and is only implemented in the energy balance.

m Mass accumulation in the solid phase is assumed to be negligible as well as transport
limitations between gas and catalyst phases.

m In the TMBR continuous model the solid countercurrent is a true convective flux, in
the stage model this solid flux is inherently subject to backmixing.

3.1.3. Boundary Conditions of the Continuous TMBR Model

For the partial differential equations, eq. (3.12) and (3.13), appropriate boundary conditions
need to be specified. An arbitrary true moving bed models may contain several zones with
different velocities as typically found in separation technology [11, 97]. For that reason, node
balances with boundary conditions (BC)! of the third kind are sometimes suggested [11].
However, they can be replaced by BC of first kind in many cases. In particularly, it was shown
for mass dispersion that differences between the first and third kind are marginal [99].

The significance of third kind version is restricted to processes with larger dispersion effects.
For the sake of completeness the derivation with mixed BC of third kind are first introduced
and simplifications suggested to end up with a simpler form. The notion , mixed BC“ is
generally used for problems with different kinds of BC’s of a specific domain. Since the left
and the right boundary conditions differ, this terminology is also used here [98].

In figure 3.2 are illustrated the fluxes connected to the boundaries of an TMBR. The scheme
on top represents the case of a balance of a heterogeneous model, below is shown the
corresponding schema for a pseudo-homogeneous model. The boundaries are denoted as
0~/0* and L™/L" for the left and right sides, and the signs discriminate between inner and
outer values of the solution domain. This illustration helps to derive accurate BCs step by
step as being derived for the energy balance in the following.

For a heterogeneous case backmixing is assumed to be present for the gas phase balance

1Boundary conditions BC: a constant value corresponds to a BC of first kind (Dirichlet), for constant flux of
second kind (Neumann) and in case of a linear combination of these here a BC of third kind (Cauchy) is
considered [98].
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Figure 3.2.: Domain boundaries and flux relations in TMBR models, in the scheme on top for a heteroge-
neous model and below for the reduced pseudo-homogeneous model used in this work.

at the left BC (0™):

0T,
0z o+

(_us(pcp)sTs) - = (_us(PCp)sTs) + (3.16)
0 0

(ugpep)g Tg)o- = | ug(ocp)g Tg = A (3.15)

Eq. (3.15) correspond the known BC according to Danckwerts [100], Wehner et al. [101]. By
eq. (3.16) a constant flux of the solid phase without backmixing is assumed. Adding (3.15)
and (3.16) yields for the corresponding pseudo-homogeneous case:

0T,
AE o ug(pcp)g (Tglor — Tglo-) — us(pcp)s (Tslor — Tslo-) (3.17)
Furthermore, in the pseudo-homogeneous model are assumed identical temperatures of the
distinct phases for the variables within the domain (0%, L~). Additionally, a separate notation
for the variables connecting from outside of the domain (in, out) is introduced. This helps to
distinguish solid and gas specific variables and allows a comparison with the conventions of
the standard fixed-bed reactor model. Equation (3.17) is now given by:

oT

A
0z lo

= tg(peylg Tlor = Ti) - us(pey)s (Tlor - TO) (3.18)

At the right boundary (z = L) the following balance can be defined:
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oT .
/1£|L7 =ug(pcplg (T'L* - Tgm) —us(pcp)s (Tl — T (3.19)

To describe the coupling of the circulating solid flow outside the solution domain it holds
that:

(us(pep)s T3 - = (us(pep)sTEM),- (3.20)

These equations, (3.18) and (3.19), represent the general case of the boundary conditions
for the energy balance of the pseudo-homogeneous model and they can also be applied to
arrangements with several different zones similar to the common TMB models in separation
science. Finally, the closed loop of the TMBR is established by equation (3.20). Further
simplifications for the one-zone TMBR are suggested:

1. At the outlet backmixing can be omitted and it holds:

a—T =0 (3.21)
0z lr- '

This is an appropriate assumption similar to classical fixed-bed, where backmixing
from the pipe outlet is neglected [65].

2. The solid phase flux at z = 0 adopts to the temperature inside the domain: T"* = To+
3. The outlet temperature is equal to the conditions inside of the domain: Tgm =TI~

4. The BC of third kind is negligible for the entrance section, so that the gradient is

assumed to be zero: %—g = 0. This is justified for small fixed-bed heat conduction.
0+

Applying assumption (1) and (2), the following boundary conditions are obtained:

T .
A&|0* = ug(peylg (Tlo: - T2 (3.22)
0= ug(pep)g Tl = Tg™) = us(pep)s (Tli- - T) (3.23)

The left boundary condition is of third kind and that for the outlet is a simple algebraic
expression. Using the coupling condition eq. (3.20) and assumption (2) yields T\ = T4t =
T|o+ and instead of eq. (3.23) the following condition holds:

0= uglpep)g(Tle- = Tg™) = us(pey)s (Tl = TI) (3.24)

Considering assumption (3), eq. (3.24) reduces to T|; = TI(J)r , which means that the tempera-
tures at the inner domain boundaries are identical.

But as long as equation (3.22) is valid, it should be noted that still Tfi,n # (Ts"“t = Tla’ ) This
means, that only under the assumption of a boundary condition of first kind for the reactor
entrance, as it is required by assumption (4), the following conditions apply:

I =T = 17" = TIi- = Tlo: (3.25)
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This is the trivial coupling, because the temperature of the solid entering at z = L is identical
to the inlet temperature of the gas at z = 0.

Summary of Possible Boundary Conditions Concerning a general TMBR, possibly
using several zones of different velocities, the following relations can be used:

oT .

z=0: A&|0+ = ug(pcplg (T|o+ - Tgl) —us(pcy)s (Tlo- — TM) (3.26)

z=1L: Aa—T| =ug(pcy) (TILf—TO‘“)—u (ocp)s(TIr- - T (3.27)
o0z li- 8 p’g g $ p’s N

A further simplification for the one zone TMBR investigated in this work yields:

oT |
z=0: A&‘m = ug(pcy)g (Tlo - 1) (3.28)

z=L:  0=uglpeylg (Tl = Tg™) = us(pey)s (TIi- = Tlo) (3.29)

Only when neglecting mixed boundary conditions, the trivial solution in equation (3.25) is
obtained. Notice that for the material balance the BC are used:

—0- in _ . Dawi
awi
z=1L: 0= (3.31)
0z -

The analysis above offers meaningful simplifications of the boundary conditions for the
energy balance. Because the model is an approximation solution, the trivial version ((3.25))
can be considered as a reasonable approach.

3.1.4. Equivalence to SMBR Switching Times

In this section an equivalence relationship between SMBR and TMBR is derived in order to
transform switching times into solid flow rates.

Solid Flow Rate A solid flow rate V; can be considered, either based on an interstitial
velocity, ug, or on a superficial solid phase velocity, u; = (1 - €)ug. With A, being the cross
section of the reactor, one obtains:

Vs=(1-8ujA; or Vi=usA, (3.32)

Assuming that this solid phase flow rate corresponds to the solid volume of a single segment
((1 — €) Vseg) transported within a switching period in the SMBR, the following relation holds:

L (-6
ngﬁ (3.33)

tSW
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Considering Vseg = AgLseg, the solid phase velocity is defined as:

1-¢)L
Ug = m (3.34)

Lsw

or with the total reactor length, Lg = LsegNseg, as:

_(1-¢e)Lg

Us =

(3.35)
tszSeg

Hence, the solid phase velocity can be related to the switching time of an equivalent SMBR

unit.

Gas Flow Rate Regarding the gas flow rate in the SMBR, a correction is considered, which
is due to the gas volume transported in the segment at the switching event:

. : v,
VgSMBR — VgTMBR +-5 (3.36)
lsw

Since Vg = € Vseg, this yield with the definitions above:

€
gMBR —yMBR € (3.37)

u
g l1-¢

However, in the present work the solid phase velocity is much smaller than that of the gas
phase, u; < ug, and the last term in (3.37) can be omitted.

Scaling Solid Velocity by Matching Countercurrent Heat Fluxes If the heat capac-
ities fluxes of the two phases involved are balanced, the accumulation of thermal energy
should also be maximized. Then it holds:

ug(pcplg =Mmscps 0Or uUg(pcp)g=us(pcp)s (3.38)

In this work, a flow rate ratio, v, relating gas heat capacity flux to the solid heat capacity flux
is defined by:

_(peplgug _uglpcplg ug 1

- (3.39)
(PCp)s Us Us (pcp)s us Lep

Regarding the transformation into the SMBR, one may also use equation (3.35) to show that:

B lswlNseg Ug

=— "% A
Y (1 —E)LR L€2 (3.40)
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Assuming parity of the capacity fluxes, y = 1, and with (3.34) the following relationships
appear:

uglLey = Ug (3.42)

Considering the thermal front velocity ur = ug/Le, it can be found for the case of y = 1:

elLey
Lez

ur=01-¢gur (3.43)

us =
Again, one arrives at a switching velocity usy = Lseg/ fsw, after substitution of (3.34) in (3.43):

(1 —€)Lseg

SW

A-8ur= such that: ur = ugy (3.44)
Equation (3.44) is similar to the switching velocity defined by equation (2.45). It can be
concluded, that the flow rate ratio and reduced switching times represent the accurate
transformation equations to relate both models:

Ug 1 Lsw IN: u
TMBR: y=-S—  SMBR: y=— %t €

= (3.45)
us Ley (1-€)Lg Le

Moreover, for both reactor models it holds that for y = 1 the energy accumulation should be
maximized and the countercurrent transport, either simulated (SMBR) or true (TMBR), is
adjusted to the velocity of a thermal front, uz.

3.2. Evaluation of Numerically Induced Dispersion in SMBR
and TMBR Models

Similar to the SMBR model described in the appendix B.4, the solution of the TMBR continu-
ous model can be based on approximating the spatial gradients by finite differences. If the
boundary conditions are implemented by algebraic equations, the solution via integration
of the resulting differential algebraic equation system allows to calculate the steady-state
profiles.

In order to compare the TMBR with the SMBR it is essential to quantify numerical errors
of both schemes. Therefore, negligible errors of the integrator schemes are assumed and
methods to evaluate the numerical error of the spatial discretization scheme are derived.

At first, the energy balance of a dispersive model as used in the SMBR is evaluated followed
by the countercurrent model. Relations to quantify numerical dispersion for the transfor-
mation from SMBR to TMBR are finally derived. Since only errors induced by the transport
terms are of interest, the reaction term, heat losses and possible errors introduced by the
boundary conditions are not considered in the analysis below. It is noteworthy to mention
that boundary conditions can have a large influence on the solution of dispersive models, in
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particularly when dispersion becomes dominating.?

3.2.1. The Fixed-Bed Dispersive Model

The analysis is performed for the balance (3.46) using simple up-wind approximation for the
first order spatial gradients and central scheme for the dispersive transport. First, the spatial

domain is discretized in N, nodes with finite increments Az = Nﬁ’i 7 vielding (3.47).
oT _ oT . 0°T
(PCp)mE = —ug(PCp)g&‘*-/l@ (3.46)
orT Typ—Th Tp1—2Tp+ Ty
— = - +1 3.47
(pp)m ot Ug(pcplg Az AzZ? (3-47)

It is instructive to define a numerical or grid Peclet number Pej, as:

Us(pCy) oAz
Pe,, = gp% (3.48)

and expansion of (3.46) with ATZZ yields a differential equation, in which the left hand side is
abbreviated by fp in equation (3.49):

oT
fp=-PenAz—+Az"— (3.49)
z

And from difference equation (3.47) one obtains the difference equation (3.50) of the numeri-
cal scheme, abbreviated by f;:

fn=Th1+(—2-Pep) T+ (Pen + 1) Tp—; (3.50)

In the next step, the temperatures of the grid, T,,+; and T;,—1, are replaced by the correspond-
ing Taylor series defined as:

Tn+1:Tn+a—T ¥+62—T A—Zz+63—T A—Z3)+...+@’(Az4) (3.51)
az n 1! aZZ n 2! 0Z3 n 3!

Tn_lzTn—a—T bz O\ A _OT) Az +0(Az%) (3.52)
6Z n 1! 6Z2 n 2! 623 n 3! )

Below, a simplified notation is used, in which V represents the first order derivative in the
space, and V" for the n-th order derivatives with respect to the spatial coordinate.3

Replacing in the difference formula (3.50) the variables 7,4+ and T},—; by the corresponding

2Consult Westerterp et al. [65] regarding types of BCs and effects in the dispersion model.
3Notation used here:
v 0 - o"
"oz T 9z
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Taylor series (3.51, 3.52) yields the following expression (3.53):

5 AZ? 3. AZ3 1Az 5

fn =—-Pe,VITAz+(2+Pe,)V TT —Pe,V TT +(2+Pey)V Tﬂ +...+0(Az>) (3.53)

The higher order terms (€ (Az°)) have been skipped. Subtraction of the original differen-

tial equation (3.49) from the expanded difference equation (3.53) leads to the following
expression, in which the first order derivative has dropped out.

B Pe,Az?

2 AZ s Az' 5
fa—fp VAT = Pen—— VT + 2+ Pen)— -V T+...+0(A2") (3.54)
The numerical truncation error ®, can be specified in the original dimension, thus after
expansion by (AAZZ) and truncation of terms of the order of 4:

Az_ _, AZ? 3. Ay AZ_ 4
@n:ug(pcp)g7VT —? g(pcp)gV T_EV T +ug(pcp)g§VT +...+0(AzZ")

(3.55)

Apparently, the truncation error of up-winding combined with central difference scheme is
proportional to Az in the first instance, while higher order terms are of order 2 (¢ (Az?)) , or

in short:
Us(pcy)oAz
nzgp%vzﬁ..ﬁﬁ(mz) (3.56)

Finally the numerical error can be implemented in the original differential equation (3.46) to

obtain:

ug(pcp)ghz) 0*T
2 072

oT oT 2
(pcp)mE:—ug(pcp)g&+ A+ +...+0(Az°) (3.57)
This analysis reveals that the simulated heat conduction , Asim, is proportional to the space
increment Az and the physical convection of the gas phase with the velocity ug. Assuming
a uniform grid for the reactor domain, Az = %, the simulated heat conduction can be
expressed in the following way:

Az LR

/’l'sim:/l—'— Ug(pCp)g7 =1+ ug(pcp)gm (358)

Thereby a fraction of the numerical heat conduction defined by A, = ug(pcp) g% can be
considered. With the Peclet number for heat transport defined as:

_ UgPgCpglr

Pe
h A

(3.59)

arelation between numerical Peclet number and physical Peclet number can be specified
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according to:

L
Pep, = (N, — 1)Pe,, = A—Zpen (3.60)

It is further instructive to relate the simulated heat conduction (3.58) to the real physical heat
conduction A.
Asim Pe, Pey, Pen, Az

1+ 2 =1+ — =14
A 2 2(N,-1) 2 Ly

(3.61)

Physical and simulated heat conduction are identical if Az tends to zero. And, what is more
important, for a rather convective transport (large Pey), it becomes increasingly difficult
to represent realistic heat conduction with the uniform scheme used. For that reason, it is
known that convective dominated systems can only be well approximated with very small Az.
However, partial differential equations with a parabolic character on the other hand can be
efficiently and precisely calculated, if the numerical dispersion is adjusted to the physical
dispersion. As a first approximation, it is possible to define a maximum space increment
Az, or aminimum number of nodes N, respectively, for exactly the case where these two
sources of dispersion match. According to (3.61) assuming 1,, = A one obtains*:
2LR Pey,

or Nypy=—+1 (3.62)

Pe,=2 ANzpy =
" " Peh 2

For this specific case, the numerical Peclet number Pey, is 2, which corresponds to the stage
or cascade model for larger stage numbers. In the literature it is given for the stage model
% = N, — 1, see e.g. Westerterp et al. [65], which immediately results from equation (3.62).
Figure 3.3 illustrates these relationships.

Below the Peclet number Pe,, of 2, it is possible to exactly simulate any physical dispersion.
Thereby the physical dispersion A needs a correction by a portion 1* yielding a modified
value A4 to be implemented in the model. It holds for the correction Agiy, — A* = A and for
the modified value 1,04 = A — A*:

A Pey Amod _ Pe,

a1 — 7 or n =1- 7 (3.63)

Aslong as Pe,, < 2 is ensured. The main results of this approach are:

m The suggested scheme is first order accurate and the numerical dispersion is propor-
tional to the grid Peclet number Pey,.

m There exists a critical Peclet number Pe,, = 2, which corresponds to the conventional
cascade model (eq. (3.62)).

m Above Pej, = 2 the simulated dispersion is always composed of physical and numerical
dispersion.

m Below Pej, =2 it is possible to accurately simulate the physical dispersion using (3.63).

4 Asim =A+An =2Athus 2 =1+ 1/2Pey, yielding 4 = 2 + Pe,, which is Pep = 2.
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3.2.2. The Countercurrent Model

The preceding method is applied to the transport term in the TMBR countercurrent model.
Differential equation (3.64) and the difference equation (3.65) of the TMBR are given below.
The solid flow is approximated by downwind scheme and one obtains (3.65):

oT oT or  0°T
(pcp)mE——ug(pcp)g£+us(pcp)gg +A@ (3.64)
Th—Th Tpi1—Th Tpe1—2Tp+ Ty
~ —ug(pcp)gT +us(pcp)g s +A A2 (3.65)

Two numerical Peclet number, Pe,, and Peys, are defined to account for gas and solid phases
separately:

Pe, = ug(pcp)ghz e = us(pcp)ghz (3.66)
A A
Expansion by ATZZ yields for the differential equation (3.64):
fp =—Pe,VTAz+PenVTAz+AZ?V2T (3.67)
and for the difference equation (3.65)
fn=Pens+1) Tpy1 +(—2—Pep —Pepg) Ty, + (Pen +1) Ty—y (3.68)

After implementation of the Taylor series and some rearrangement the truncation error in its
compact form reads:

Az _, 2
Ops = (us(pcp)g+ug(pcp)g)7v T+...+0(Az°) (3.69)
The scheme is first order accurate, whereby the numerical dispersion is determined by the
velocity of both phases. For the simulated heat conduction A, it is defined:

Asim _1+Pen+Pens _1+Peh+Pehs _1+Peh+PehS¥

A 2 2(Np,-1) 2 Lg

(3.70)

In equation (3.70) the heat Peclet number of the solid phase Peyg relates the convective solid
transport to the apparent physical dispersion.

us(PCp)sLR _p Lg

/1 — enSA_Z (3.71)

Peps =

This is an artificial number only constructed for the analysis of numerical errors.

Again, one can identify a criterion which yields a dispersion corresponding to a stage or
cascade model:
2Lg _ Pey, + Pey

or Npyy=——+1 (3.72)

Pe, +Peps =2 Azp = ——
" ns m Pey, + Pey 2
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Similar to (3.63), a modified dispersion can be defined in order to simulate the physical
dispersion exactly.

A" Pep +Peps Amod _ ) Pe,, + Pepg

1 5 1 5 (3.73)

This is restricted to the situation Peg + Pey, < 2. Above this limit the simulated dispersion is
given by (3.70). Finally, the numerical induced dispersion of both models TMBR and SMBR

Countercurrent model TMBR according to equation
/ (3.70) for arbitrary flow rate ratios y

Cascade
Asim model (3.62)
A TMBR in the limit of y = 1. If Pe, = Peys then

Aim =1 4 e,

4
Dispersion model according to (3.61) as used for SMBR

3

2

1

-1 0 1 2 3 Pe,

Figure 3.3.: Evaluation of the numerical dispersion generated during solving the energy balance for SMBR
and TMBR models based on a finite difference schemes of first order accuracy. The reduced simulated
dispersion Agjpy, /A is given as a function of the numerical Peclet number Pey, with respect to the fluid phase
velocity. The cascade model represents a limiting case, below physical dispersion can be simulated exactly,
above the simulated dispersion is composed of a physical and a numerical part.

can be related by inspection of (3.72) and (3.62), respectively. In terms of space increments,
Az, or a total grid number, N, one obtains:

A Pen (3.74)
zZ = —N\Z .
TMBR = 5 e (A ASMBR
Pen + Pepg +2
Np,T™MBR = WN »,SMBR (3.75)

These relations between the dispersive model as the basis of SMBR dynamic calculations and
the countercurrent model of the TMBR model are valid for arbitrary solid phase velocities.
Note, that only if the Peclet number Peyy is nil, the numerical schemes match exactly.

Itis important to understand that the solid phase dispersion stems only from the numerical
error of the finite difference approximation and is completely unphysical. But with (3.74)
or (3.75) it is possible to match the numerical dispersion of both models. In principle, the
TMBR needs a finer numerical mesh in order to represent compatible dispersion effects of
the SMBR.

For simplification it is suggested to assume a flow rate ratio of one, in which the convective
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transport of gas and solid balance ( eq. (3.38)).
r=1 — us(pcp)s = ug(pcp)g — Pep, = Pepg (3.76)

In this case the Peclet numbers match and it can be defined for the space incrementation:

1
AzrmBR = EAZSMBR or  NpTMmBR =2NpsSMBR (3.77)

Thus, a factor of two between the space increment or the grid number, respectively, is an
appropriate value in order to establish compatible numerical dispersion in both models. This
result applies also for the stage model [102]. The main results obtained are:

m The continuous model of the countercurrent TMBR does not include a solid phase dis-
persion — the transport is solely convective. The numerical approximation introduces
an additional dispersion.

m Mesh refinement for the TMBR model is required to match the numerical dispersion of
both models. A factor of two between the uniform meshes is a reasonable value based
on the condition of a flow rate ratio of y = 1.

3.2.3. Evaluation of the Numerical Method

As long as the character of the equation remains parabolic, the suggested finite difference
scheme is appropriate for the representation of the physical dispersion. For convection
dominated problems either a very fine spatial grid resolution is required, or alternatives
numerical techniques need to be considered. E.g. adaptive grids, flux limiter finite volume
methods, essentially non-oscillating schemes and so forth [103-105].

The advantage of the simple scheme chosen is the good convergence and stability due
to the up-winding for arbitrary Peclet numbers Pey,, but on the cost of precision. With the
derived equations it is possible to calculate the apparent simulated dispersion correctly. Con-
cerning calculation times, the simple scheme often outperforms the various high resolution
methods, which operate with substantial numerical overhead in order to meet those high
precisions. Thus, the stability and speed of up-winding are essential advantages in respect to
the simulation of cyclic processes. Moreover, the numerical error is acceptable, since other
sources of errors can have a much larger impact on the solution, for instance:

m Errors in the model, because the radial resolution, the discrimination in different
phases and detailed chemistry are omitted (model depth).

m Errors in parameters, because of the uncertainties in correlations and in the estimated
parameters (parameter uncertainties).

In this work numerical errors of the simple scheme are accepted in order to speed up the
simulation of the SMBR, and with transformation equations, a comparison with the TMBR is
readily available. Finally, the calculation of the steady state using the TMBR model is by a
factors of 100 — 150 faster than the dynamic simulations to obtain the cyclic steady state of
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the SMBR model. This renders the TMBR model well suited to perform systematic parameter
studies.

3.3. Steady State Profiles of the TMBR Model

Figure 3.4 illustrates the steady state profiles for the TMBR model for different grid numbers,
Ny, ranging from 75 to 2400 nodes. The temperature profiles of the TMBR model shows an
asymmetric bell shape. The maximum temperature increases rapidly to the maximum value
at the reactor entrance and then declines towards the reactor outlet. Complete conversion is
already achieved close to the inlet.

1000 1.0
2400
900 r 0.8 1200
! .

- 800 ! 600
= < 300
Clh) = 0.6
S 700 5 150
E D 75
g 600 $ 0.4
E c
o 500 8
= 0.2

400
300 0.0
0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00
Reactor length z/L Reactor length z/L

Figure 3.4.: Steady State profiles of the TMBR model for a series of grid nodes Ny, left temperature profiles
and right conversion profiles (model B.3 for y = 1 according to eq. (3.77)).

The number of nodes adjusting the additional dispersion in the model has a large influence
on the temperature and conversion. Less nodes result in a significantly lower maximum
temperature and the maximum is shifted towards the center of the reactor domain, the
concentration front is shifted accordingly.

Figure 3.5 presents the relation between the number of nodes as a function of the nu-
merical Peclet number. For typical cases in this work, a numerical Peclet number Pe, of 2
would require 1200 nodes for the SMBR. With eq. (3.77) it is possible to reach the cascade
criterion (eq. (3.72)) at 2400 nodes for the TMBR. However, this large number is numerically
to expensive. Therefore a number of 300 was typically used for the TMBR and 150 for the
SMBR, respectively.

Another interesting situation arises in case of a flow rate ratio of one (eq. (3.77)). The
convective terms in the energy balance drop out and the remaining energy transport is
determined by heat conduction only (eq. (3.13)). From a theoretical point of view, it could
be thought of a complete absence of heat conduction. Then only the source term would
remain and the energy transport would be nil. As a result, one would observe an infinitely
large temperature increase, which is of course not a realistic picture, but indicates the main
parameters to adjust temperatures in the reactor (convection, conduction and heat release
by reaction).

Another difference to the SMBR model has to be addressed. The energy balance of the
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Figure 3.5.: Example for the required number of nodes as a function of the numerical Peclet number, based
on y =1 according to eq. (3.77).

TMBR (eq. (3.13)) is somewhat artificial in that the outlet temperature is assumed to coincide
with the inlet temperature. This, however, violates the integral energy balance, which has
already been applied to evaluate the outlet temperatures of the SMBR model (equation (2.52)).
It was shown in section 2.3.3, that time averaged temperatures are in accordance with the
adiabatic temperature rise valid for the corresponding steady state system, thus satisfying en-
ergy conservation. This condition is not fulfilled in the TMBR model when assuming identical
temperatures, which leads to an overestimation of the energy accumulation. As a correction,
the outlet boundary condition should account for the additional energy flux. A temperature
rise depending on the achieved conversion, e.g. (T(z =LR) =T+ AT,y -X(z= LR)), could
be implemented.

3.4. Evaluation of the TMBR Limit Case

In the limit of large number of segments in the SMBR the temperature and concentration
profiles should be represented by the TMBR model. This was investigated for an increased
number of segments of Nseg 0f 3, 5 and 10 for the SMBR as shown in figures 3.6 and 3.7. The
comparisons are based on the profiles at half of the switching period and when the feed
position is in front of the first segment.

With increased number of segments convergence in the TMBR limiting case is achieved.
For smaller number of segments, the switching time is larger and the fronts move along larger
distances until switching occurs. This means on the other hand, that for larger number of
segments the fronts move only short distances, and in the limiting case a standing wave
would have been established. This limit is represented by the TMBR accordingly.

This holds also for the second example with a larger switching time in figure 3.7. This
time, the leading thermal front is much steeper, which is also well represented by the TMBR
model. Deviations of about 5 — 10 °C between SMBR and TMBR differing according to process
conditions have been found throughout these investigations.
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Figure 3.6.: Comparison between TMBR limiting case (continuous line) and SMBR for different segmenta-
tions of 3, 5 and 10 segments (y = 1.0, with a feed concentration of AT,4 = 60 K, SMBR model section B.1,

TMBR section B.3).
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Figure 3.7.: Comparison between TMBR limiting case and SMBR model for different segmentations (y =
1.05, with a feed concentration of AT,4 = 60 K, SMBR model section B.1, TMBR section B.3).
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3.5. Effect of Flow Rate Ratio and Heat Losses

3.5.1. Flow Rate Ratio

According to equation (3.45) the impact of the countercurrent solid flow can be compared to
SMBR switching times. In figure 3.8 are presented temperature and conversion profiles for
different flow rates of the solid phase given in terms of flow rate ratios.

As explained already in section 2.3.3, only a certain window of switching times is accessible
to achieve ignited states. For the example considered, the window is between approximately
0.93 <y < 1.13, outside only extinguished solutions can be obtained. In this range, the solid
flow has a significant influence on the internal temperature and conversion profiles. With
increasing the solid flow rate, meaning a decrease in y, the temperature profiles lean to the
left towards the inlet boundary. This is accompanied with a decrease in the maximum reactor
temperature and a breakdown of the dispersive thermal front.
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Reactor length z/L Reactor length z/L

Figure 3.8.: Influence of the solid flow rate in terms of y on the temperature and conversion profiles using
the TMBR model (AT,q = 60 K, TMBR model in section B.3).

Contrary, if the solid phase velocity is reduced, the reaction and the dispersive thermal
front are shifted to the reactor outlet and complete conversion can be achieved even close to
the ignition limit.

Is is also important to stress that for y = 0.94 a stable ignited state of the reactor exists,
which is characterized by significantly lower conversion. This fact will be treated in the next
chapter in detail.

3.5.2. Heat Losses

Heat losses are interesting to analyze because of two reasons. First, in lab scale reactors
they often can not be avoided, and secondly, it is important to consider the option to cool
down the reactor for safety reason, e.g. to prevent catalyst deactivation and thermal runaway.
Another interesting option can be seen in heat generation.

The influence of distributed heat losses was studied by a systematic increase of the wall
heat transfer coefficient in the range of 0 < h,, <4 W/m?K. A constant wall temperature
at ambient conditions was assumed and two different flow ratios, y = 1 and y = 1.05, were
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Figure 3.9.: Influence of the heat transfer coefficient on the internal temperature and conversion profiles of
the TMBR model. In case of y = 1.0 (left) the range hy, = (0,1,2,3,4,6,10,14) - 10~ kW/m2K and in case of
¥ =1.05 (right) the range hy, = (0,1,2,3,4,6,10,14,20,30,40) - 10~% kW/m?K is considered.

compared (figure 3.9).

Clearly, heat losses have a significant influence on the temperature and conversion profiles.
Particularly the dispersive thermal fronts are flattened out and, beyond a certain heat transfer
coefficient, reactor extinction sets in. For the larger flow rate ratios (y = 1.05) higher heat
losses are allowed up to 4 W/m?K, while in case of y = 1.0 and already 0.14 W/m?K the reactor
extinguishes. Another important observation is, that close to the ignition limit the peak
temperature is shifted towards the center, the temperature profile shows another inflection
point and the corresponding conversion falls significantly below unity.

A deeper understanding of these effects is possible with the help of nonlinear analysis,
which is treated in the next chapter.

3.6. Summary

The advantage of the reduced TMBR model developed in this work is a much faster calculation
than for the periodic SMBR model, while losing some information about the process. The
idea of the model reduction is to approximate the simulated counter current process of the
SMBR by a hypothetical true counter current between the gas and the solid phase.

At first, the TMBR was developed as a stage model, which revealed that the solid phase
is inherently subject to unphysical backmixing. This aspect required a detailed evaluation,
since the artificial dispersion largely affects the result of the TMBR approximation when
comparing to the periodic SMBR model.
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Therefore, in order to study convective and dispersive transport separately, a continuous
TMBR model was derived. Either boundary conditions of third kind or the trivial boundary
conditions with equal inlet temperatures at both domain boundaries can be applied. Appro-
priate transformation equation for switching time into the solid phase velocity were derived
as well.

Even though this continuous TMBR model is equipped with a pure convective flux, ad-
ditional numerical dispersion due to the spatial discretization also leads to an artificial
numerical dispersion. Quantification of numerical errors of both discretized continuous
models, SMBR and TMBR, were considered to improve the precision of the approximation.
The truncation errors of the discretized models were analyzed and relations to match the
numerical dispersion in both models given. In principle, grid refinement of the TMBR model
is required to achieve compatibility to the SMBR model.

Larger number of segments in an SMBR were investigated with dynamical simulations and
the results compared with the TMBR model. Maximum temperatures and the qualitative
shape of the internal profiles are well represented by the TMBR model. This was demonstrated
for different flow rates.

Finally, parametric studies regarding to the effects of the solid phase velocity and heat
losses were presented. The TMBR model shows ignited states for a certain window of flow
rate ratios but also a decline of the conversion close to ignition limits. In particular, these
results motivated to carry out a thorough analysis of reactor multiplicities in order to reveal
parametric sensitivities and to identify suitable process conditions. The results obtained are
summarized in the next chapter.
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4. Nonlinear Analysis of Single Reaction
Systems

The identification of the ignition limits of the SMB reactor, specifically ignition-extinction
phenomena, is an essential step for understanding parameter sensitivity and the develop-
ment of suitable control concepts for a SMBR. The corresponding theoretical framework is
treated in the field of nonlinear analysis of dynamical systems making use of bifurcation and
singularity analysis tools. These methods help to reveal the complexity of dynamical systems,
which may exhibit multiple steady states, oscillations and also chaotic behavior.

In chemical systems divers complex behavior on different scales has been observed for
long time. For instance, the Belousov-Zhabotinsky reaction taking place in homogeneous
solution represents a famous example exhibiting chaotic oscillations [106]. Ertl [107] showed
remarkable results for the CO oxidation on platinum facets and many other works have
evolved in this field adding new insight into nonlinear phenomena, recently with a focus on
spatio-temporal patterns arising in distributed reactive systems [108, 109].

It is also well known that multiple steady states can occur at reactor scale with a significant
impact on conversion and temperatures attained, documented for instance by Bilous et al.
[110], Padberget al. [111], Uppal et al. [112] and Schmitz [113]. Further interesting contribu-
tions are Gilles et al. [114], Subramanian et al. [115] and others [116, 117] on coupled systems.
It is often desired to control and stabilize the reactor in specific states. Several studies in this
field also deal with controller tuning for chemical processes with multiplicities [118-120]
allowing operation near unstable states [121].

The reverse-flow reactor has been widely characterized regarding multiplicities [122, 123].
Ignited states are characterized mainly by complete conversion at high temperatures, while
in extinguished states there is no significant reactant conversion. Also several studies have
been carried out for SMBR like reactors, e.g. by Barresi’s group [61, 124-127] and by the group
of Sheintuch [58, 128]. Similar to the reverse-flow ignited and extinguished states occur, but
the effect of the switching time seems to be more complex.

This work will especially make use of the analysis of local bifurcations and higher order
singularity using numerical parameter continuation techniques exploiting mainly the TMBR
model. The investigation attempts to construct parameter windows framing regions of similar
qualitative reactor operation. While many studies are often concerned with only one or two
parameter maps, this work will go beyond these dimensions adding new insights to the
reactor operating limits.

As a prerequisite, the first part of this chapter is concerned with the description of the
methods and definitions. Then, multiplicities arising with respect to different process pa-
rameters are introduced. It is also shown that SMBR and TMBR exhibit similar bifurcation
phenomena. This motivated the examination of higher order singularities exploiting the
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TMBR model, which helps to identify process limits required for reactor design and control.

4.1. Introduction to Complex Systems and Numerical
Nonlinear Analysis

4.1.1. Preliminaries

Concerning the notion of a "system”, it may represent a variety of observations in biological,
physical, chemical or even ecological and behavioral context. Such real world systems have
shown complex behavior, for instance, sudden changes in the states, periodic and even
chaotic motions of the systems states. See for introductory books e.g. Epstein et al. [106],
Hilborn [129] and Aris [130]. The reason for the complex behavior can be attributed to the
nonlinearity of the systems. Two important phenomena are typically associated with the
behavior observed:

m A large sensitivity with respect to the initial state of the system!, meaning a strong
dependence on the system’s history, where small incidents in the beginning can lead to
very different outcomes.

m A large sensitivity with respect to control parameters, which may lead to sudden
changes in the qualitative and quantitative behavior of the system as the result of
small changes in these parameters.

Since nature provides us with an inherent nonlinearity, simple linear analysis often fails and
a deeper understanding of the underlying phenomena should be acquired using nonlinear
analysis tools. Some important names building the fundamentals are Thom [132] and Arnold
[133]. A vast literature is available with a predominantly mathematical treatment of this topic,
e.g. Golubitsky et al. [134], Kuznetsov [135], Seydel [136] and other [137-139].

The bifurcation phenomena is concerned with changes of the solution structure of the
nonlinear system as a result of changing a parameter. Of particular interest is the transition
behavior for specific control parameters. Typically the calculation of the solution is based
on parameter continuation, which is a numerical method for a measure of a variable along
a bifurcation parameter. As a result, one obtains bifurcation diagrams graphing a system
state, e.g. concentration or temperature, over the bifurcation parameter. A certain number of
solution branches may be found, which can show crossings or multiple solution, but even no
solution at all.

The stability of the solution branches is an important property which allows for an interpre-
tation of the system’s behavior in the neighborhood of the branches. If the branch is stable,
the system is mainly? attracted to the solution, otherwise for unstable branches the system is

Lwhich is often pictured as the “butterfly effect” going back to Lorenz, “Predictability: Does the flap of a butterfly’s
wings in Brazil set off a tornado in Texas?”. Lorenz was actually referring to the unpredictable effect of unknowns
and errors in the calculation of weather dynamics. This fact reveals the limitations of model predictability and
numerical accuracy in (unstable) complex systems ( ”...errors in finer structure, having attained appreciable
size, tend to induce errors in the coarser structure...” [131] ). After popularity peaked in the 80th and early 90th
accompanied by equivocal overstraining of the theory in various, more or less scientific fields, the methods are
now well incorporated in natural science and engineering coping with complex systems.

2Stability deserves a broader discussion, but here it is meant Lyapunov stability of a solution branch.
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repelled.

Remarks About the Bifurcation of Periodic Systems Many systems can be described
by a set of ordinary differential equations, e.g. the TMBR model, where the fixed points
represent unique temperature and conversion profiles. Even though this model is unforced
—autonomous due to the absence of an explicit time dependency, periodicity can also be
observed. An interesting example is the heat integrated circulation loop reactor [72, 140],
where the system exhibits periodic modes without external forcing. In such system the
transition from a stationary to periodic solution is characterized by Hopf-bifurcations.

In contrast, the forced SMBR is a non-autonomous periodic (discrete-time) system and the
fixed point can be associated with a point of a Poincaré section. See appendix B.4.2 for details.
The time dependence is explicitly introduced in the equations and the bifurcation analysis
can be regarded as on the one parameter continuation of a fixed point of an appropriate
Poincaré section. Such a numerical method is available in D1vA and allows for the calculation
of stable and unstable solution branches via a shooting technique. For details of the method
the work of Mangold [72] is recommended. This shooting method was used to compare the
bifurcation diagram for both models, SMBR and TMBR investigated in section 4.2.2.

The next section deals with autonomous systems corresponding to the steady state of
discretized form of the TMBR model (sec. B.3).

4.1.2. Concepts of Bifurcation and Singularity Theory

This section will briefly sketch the ideas of singularity analysis with the help of some intro-
ductory examples.

The first example explains the most simple type of
bifurcation, the saddle or limit point, as illustrated in b

figure 4.1. Along the bifurcation parameter A there i
exist either no solution or two solutions of the state ‘ )
x simultaneously. The point at which the transition 0

occurs and the number of solution changes is the v

limit point. Stable solutions are found for the contin- l
uous line and unstable solutions on the intercepted
line. This property originates from the analysis of the
linearized system and provides a local information, 0 1
whether a system tends to or away from a solution Figure 4.1.: Solution branches of the limit
branch [136]. Arrows indicate the systems tendency. Point.

Such a qualitative picture allows for predicting the

systems behavior in the neighborhood of the solution branches.

A useful element of the analysis are normal forms, which are the simplest representatives of
bifurcations. The normal form of the limit point is given by % = —x? + A with the fixed points
defined by a quadratic equation 0 = —x? + A with respect to x. Solving for A = 0 gives the limit
point in the origin. Generally, normal forms can be used for description and classification of
bifurcation phenomena.
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Since physical models are typically equipped with more than one parameter, it appears to
be interesting to extend the analysis to additional model parameters of interest. The system
may now be described by a scalar function (f, x scalar) in a general form [136]:

x=fxAay...ap) acRF (4.1)

with a distinguished or characteristic bifurcation parameter, A, and k additional parameters
a. The fixed points of eq. (4.1) are defined by:

flo A ar) =0, (4.2)

which is satisfied for the solution branches in figure 4.1. For a singular solution, e.g. the limit
point, the gradient is zero:

of e Aaw) _

P (4.3)

Both equations, (4.2) and (4.3), represent the singular set and their projection in the (1, a)-
parameter space is associated with the bifurcation or catastrophe set [136]. For higher order
singularities it is necessary to consider higher order derivatives, which is part of the software
used in this work [141, 142]. Here, the one-parameter bifurcation is associated with the
solution x = x(1). The singularity analysis on the other hand deals with description of a
particular singular point, in the first instance the limit point, in an enlarged parameter space
(A, ar). This means that the limit point is continued, e.g. in the plane (4, a;), which results
in parameterized curve. If in the course of continuation a singularity of higher order is
encountered, this particular point can be solved in (A, @1, a2) and so forth. In this work, often
families of such curves are illustrated as they provide a better understanding of the interplay
between parameters and the transition between qualitatively different solutions.

In what follows is a short survey of the approach described by Golubitsky et al. [134] using
the methods provided by Krasnyk [142] to deal in a systematic manner with the question of
identification and classification of singularities.

4.1.2.1. Reduction and Identification of Singularities

An important concept of the singularity analysis is the reduction of the a dynamical system of
equations to a scalar equation, say g(x, A, @), which possesses an equivalent bifurcation set
to the original system. The technique is the Lyapunov-Schmidt reduction described e.g. in
Golubitsky et al. [134, page 25][142]. It basically assumes a rank loss of Jacobian of the original
system which appears in case of a limit point. This condition is exploited to state that under
certain restrictions it is valid to analyze only the reduced scalar function g with respect to
the set of parameters (1, a) in order to describe singularities. Derivatives of g with respect
to x and the model parameters are required for the analysis. A sufficient precision for the
numerical approximation of these derivatives is essential for the method. This is provided by
the software D1ANA making use of symbolic differentiation. Moreover, it is possible to link
those derivatives to normal forms representing certain types of bifurcations.

Normal forms are the simplest representatives of a class of equivalent bifurcation problems.
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Table 4.1 lists the normal forms encountered in this work: the fold or limit point, the simple
bifurcation, the isola center, the hysteresis and the pitchfork bifurcation. These normal forms
are polynomials of a certain low order consisting of two monomials.

Table 4.1.: Classification of singularities, their normal forms and definitions.

Nomenclature Codimension Normal form Recognition
Limit point (LP) 0 +(x?+1)=0 g=8:=0
Simple bifurcation (Sp) 1 +(x2+1%)=0 g=8:=81=0
Isola center (I.) 1 +(x2+1%H) =0 g=8:=8,=0
Hysteresis (H) 1 +(x3+1)=0 §=8x=8x=0
Pitchfork (P) 2 +(x3+Ax)=0 €=8x=8ux=81=0

The bifurcation problem is solved by recognizing the vanishing of low order derivatives, gy,
g1 and gy, while maintaining non-zeros of (the known) intermediate order derivatives.

The normal forms are given in accordance to the numerical implementation [142], which
differs slightly from the definitions documented in Golubitsky et al. [134, page 196] consider-
ing the signs of the monomials. This is the reason why it cannot be distinguished between
the simple bifurcation and the isola center with this software. Solving this problem requires
the analysis of the local environment of the singular point.

4.1.2.2. Unfolding and Classification of Singularities

The identification of a singularity based on derivatives is not always sufficient for its unique
classification. For that purpose the codimension of a bifurcation as noted in table 4.1 is
defined. This work follows the idea, in which the codimension corresponds to minimal
number of so called unfolding parameters of the perturbed form of a specific singularity
based on the reduced equation g, so called imperfect bifurcations.

Here it is considered a function G with a characteristic bifurcation parameter A and a set of
unfolding parameters a:

G(x, A @) 4.4
The analysis is restricted to versal unfolding and following relation is assumed:
G(x,1,0) = g(x,A) (4.5)

In other words, a family of perturbations or deformations of the normal form of a bifurcation
is considered, and by equation (4.5) only perturbations by adding parameters in form of
monomials are assumed. A precise definition of the ”versal” character can be found in Arnold
[143]. Moreover, g may be perturbed, e.g. it holds that

gx,\)+px,A)=0 (4.6)

and p is small, yielding qualitatively different bifurcation diagrams. Further it is assumed
that there exist some unfolding parameters «, such that the family of functions (eq. (4.4)) is
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equivalent to a perturbed form of g (eq. (4.6)). The minimal number of unfolding parameters
required to describe all qualitatively different perturbations is equivalent to the codimension
of a particular singularity. In this case G is a universal unfolding.

4.1.2.3. Universal Unfolding and Perturbed Normal Forms

Preliminary Example In order to illustrate what is meant with universal unfolding, the
deformation of a normal form is investigated for the example of the hysteresis bifurcation.
The corresponding normal form is given in table 4.1 as a third order polynomial (x> — A = 0).
A versal unfolding can be generated by introducing lower order monomials, as for example in
equation (4.7):

x3+a2x2+a1x—/1=0 4.7

It is instructive to examine the qualitative solutions, the roots of the polynomial with respect
to A, as the a differ. The results are illustrated in figure 4.2 below. Left and right figure show

State x
State x
State x

A A A
Figure 4.2.: Perturbations of the hysteresis. Left for a1 <0 and a2 # 0 (blue lines) and a» = 0 (black line).

Right figure a; >0 and a, # 0 (blue lines) and a = 0 (black line). The middle figure presents the normal
form for @y = a; =0.

the cases with a # 0, the figure in the middle the normal form (aj = 0). The hysteresis is
characterized by two turning points and the typical S-shape, as shown left. On the other hand,
stretched solutions are possible as presented in the figure right.

Both perturbations, either by a; or a,, would independently result in a hysteresis. Since the
perturbation with @, does not add any new qualitative features to the solution, the universal
unfolding requires perturbation using only the monomial «; x.

BHax-1=0 (4.8)

Hence, the universal unfolding in the form (4.8) is of codimension one. This short example
should illustrate the problem of universal unfolding in contrast to a versal unfolding. Notice
that such perturbed forms are also referred to as persistent bifurcations, while the associated
unperturbed form is sometimes termed a transition variety. Further details on perturbations
of normal forms are discussed by Golubitsky et al. [134, page 203] and, for definitions, Arnold
[133] is recommended.

Codimension 1 — Elementary Bifurcations In figure 4.3 the three elementary bifur-
cations of codimension one are shown with the unperturbed bifurcation diagrams in the
middle column. The bifurcation diagrams are constructed for a certain value of the single
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Figure 4.3.: Universal unfolding of the singularities of codimension one according to Golubitsky et al. [134].
Transition varieties are given in the middle figures.

unfolding parameter a. The assignment of the stability already corresponds to the results
obtained for the reactor in this work, but could generally be interchanged by reversing the
sign of monomials.

The first type of bifurcation is the hysteresis similar to figure 4.2, which is characterized by
a typical S-shape for a < 0, providing two distinct turning points and an unstable solution in
the origin. A stretched solution without multiplicities is obtained for a > 0. In case a = 0 the
unique form of the transition between the qualitatively different perturbed forms is shown.
Put simply, the unperturbed form represents the special case where a hysteresis is born or
dies out.

The simple bifurcation, Sp, represents the melting and dissolution of branches. Fora <0 a
single stable and a single unstable branch below has formed. A sign change of a leads to the
configuration with two distinct limit points. The stability and the number of two branches
are maintained, only the connections have switched. Contact of the branches in the origin is
obtained for a = 0, the unperturbed simple bifurcation.

The isola center, I, describes the formation of a ringlike solution branch, which exists for
a < 0 characterized by two turning points dividing the branch into a stable and an unstable
region. If @ > 0, no real solution is possible. The transition between those forms is a point
solution.

These codimension one singularities share the fact, that their unfoldings are completely
described by a single perturbation parameter a.

Codimension 2 — Pitchfork The next example illustrates the unfolding of the pitchfork
which requires two parameter for its unique characterization. Figure 4.4 illustrates four persis-
tent bifurcation diagrams with @; and a» as perturbation parameters and the distinguished
bifurcation parameter A.
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Four qualitatively different diagrams are obtained. Note the number of turning points
is either one, as shown in the top row, or three, for the cases in the lower row. The form in
the left and in the right are mirror images — thus one obtains four perturbed forms of this
particular bifurcation.

universal unfolding of the pitchfork
x3—)\x+0(1+a2x2 =0

—'/ unperturbed bifurcation diagram of the pitchfork
\ X -Ax=0

State x
State x

State x

State x

n
:
State x
>

Figure 4.4.: Universal unfolding of the pitchfork bifurcation of codimension two according to Golubitsky
et al. [134]. A detailed graphical representation is available elsewhere [144].

The transition variety of the pitchfork, right figure, explains the origin of the name of this
particular bifurcation. The interested reader is referred for instance to Golubitsky et al. [134]
and Gilmore [145] to study other complex scenarios with even higher order singularities.

4.1.3. Methodology

Typically the analysis of the system proceeds via the step by step recognition of singularities
with increasing codimension starting from the identification of a single limit point. Determi-
nation of the locus of limit points in a two parameter plane is possible by solving the defining
condition, see table 4.1. The resulting curve is also referred to as a limit point curve (LPC).
In case a point of codimension one is identified by zeros of intermediate derivatives, this
point can also be solved as a continuation in a three dimensional parameter space, and so
forth (see [142]). This may finally result in a certain point in the parameter space, which
possesses the most singular behavior. If all, or at least many of the possible bifurcation
diagrams of the system are found in the neighborhood of this point, the so called organizing
center has been identified. In other words, the singularities are structured by the one with
the highest order [136]. The step back from higher order singularities to the ones with lower
order is essential for the description of the neighborhood of a particular singularities. For this
approach an unfolding in the next lower codimension is suitable or, what is often performed,
a one-parameter bifurcation of the investigated parameter set is calculated.

However, the analysis is still a matter of tedious work. Projections in different parameter
planes are required in order to reveal complex structures.
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Figure 4.5.: Bifurcation diagrams for the maximum temperature (left) and the conversion (middle) with
respect to the inlet temperature Tin, Right, state space in terms of the maximum temperature 7™ and
conversion at the outlet of the reactor, X(z = Lg). Symbols for limit point, stable branches as continuous
lines and unstable as dashed lines. Example for AT,4 = 60K, y = 1.07, TMBR model in sec. B.3, discussed in
sec. 4.2.1.

4.2. Ignition and Extinction Phenomena in TMBR and SMBR

4.2.1. One-parameter Bifurcation Diagrams

Inlet Temperature T™ Typical bifurcation diagrams in this work are discussed, at first
for the example of the inlet temperature. Figure 4.5 provides different views on the same
bifurcation diagram. The maximum temperature over the bifurcation parameter is presented
in the left figure, conversion at the reactor outlet in the middle and the corresponding state
space in terms of (T™¥, X (z = L)) relates the reactor temperature to the outlet conversion.
The lines for constant inlet temperature represents the desired low value of 300 K. The
bifurcation diagram shows a typical ignition-extinction hysteresis with multiple solutions for
a certain range of the inlet temperature. Two turning points indicate the change of the stability.
The solution branch at high reactor temperatures and low inlet temperatures is characterized
by complete conversion. The range available for the inlet temperature is determined by the
left limit point located far below ambient conditions. This particular feature is exploited
in this work and guarantees ignited reactor states to achieve an autothermal operation at
ambient inlet temperatures. The state space shows that the desired stable operation regime
to achieve complete conversion is obtained only at sufficiently high reactor temperatures.

Solid Phase Velocity in Terms of y as a Function of the Solid Phase Velocity u;
Another important process design parameter is the flow rate ratio, which was investigated
by continuation of the solid flow rate u; at a constant inlet temperature of 300 K. An isola
with two turning points framing unstable and a stable ignited branch are obtained (fig. 4.6).
Another branch exists representing stable extinguished states at reactor temperature corre-
sponding to the inlet temperature. Complete conversion can be achieved for a certain range
of solid phase velocities (middle fig. 4.6), however, for smaller y, the conversion falls to 80 %.
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Figure 4.6.: Bifurcation diagrams for the maximum temperature (left) and the conversion (middle) with
respect to the flow rate ratio (y(us)) as bifurcation parameter. Right, state space as 7™ and conversion
at the reactor outlet, X(z = Lg). Symbols for limit points, stable solutions as continuous lines, unstable as
dashed lines. Example based on AT, = 60 K, T'™ = 300 K, TMBR model in sec. B.3.

For the example considered, the conversion starts to decrease below y = 0.96 down to limit
point at y = 0.936 . Corresponding state space indicates unstable and stable solutions at high
reactor temperatures and a point solution representing the extinguished state at an inlet
temperature of 300 K and zero conversion.

The bifurcation diagrams, hysteresis and isola, are two important ignition-extinction
phenomena. It should be stressed that other bifurcation parameters can also produce similar
bifurcation diagrams. For example, the feed flow rate shows an isola similar to the solid phase
velocity. Therefore, when referring to y as a bifurcation parameter, it is actually meant the
solid phase velocity.

Additional Parameters To illustrate the variety of bifurcation diagrams and their qualita-
tive interpretation, three more examples are considered: Serving as bifurcation parameters
are the feed concentration given in terms of AT,q, the reactor length Lr and the wall heat
transfer coefficient f,,. The bifurcation diagrams are presented in figure 4.7 graphing the
reactor states in terms of maximum temperature and conversion along with the respective
parameter. For these investigations, y was set to 1.0 and ignited states were selected as a
starting points of the calculations.

At first the feed concentration (as AT,q) was studied showing an extinction for a certain
low concentration (left limit point). The unstable branch reaches up to unrealistic high
feed values beyond 6000 K yielding a second turning point and finally an extinguished, but
stable branch at very low reactor temperatures. On the other hand, an increase leads to
higher reactor temperatures, while the conversion remains complete. For the sake of clarity,
temperature values above 1000 K are omitted. Again, the bifurcation diagram resembles that
of an ignition-extinction hysteresis.

The reactor length Lg is considered in the middle column of figure 4.7. Decreasing this
parameter initially increases the reactor temperature until a critical value has been reached.
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Figure 4.7.: Bifurcation diagrams for the maximum temperature (top row) and conversion (bottom row)
with respect to the feed concentration in terms of AT, (left), the reactor length (middle) and the wall heat
transfer coefficient (right). (TMBR model sec. B.3).

Close to the limit point the conversion falls below unity (see the inset). To show that there
exist a second turning point and a stable extinguished branch, also unrealistic valued up to
600 m are illustrated. Note that a similar result can be obtained, when the pre-exponential
factor is used as the bifurcation parameter. Reactor length and the pre-exponential factor
show the same quality, though not identical bifurcation branches. This can be explained with
characteristic relation between residence time and reaction rate encountered in chemical
reactors and often described by Damkdéhler number [64]. Such limitations will be addressed
later in this chapter.

The last example is concerned with the wall heat transfer coefficient. Heat losses lead to a
reduced reactor temperatures until a critical value has been attained and an unstable solution
emerges. Extinguished reactor states exists at low inlet temperatures, which are not shown in
the figure. Note that a qualitatively similar result can be obtained in the case of the bed heat
conduction which leads to reactor extinction in case of large values as well.
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4.2.2. Comparison Between SMBR and TMBR

In this section the two reactor models are compared based on bifurcation diagrams. The
analysis for the SMBR was performed with the package D1va, while the TMBR was analyzed
with D1ANA software. Continuation of the periodic state of the SMBR was computationally
more demanding than the continuation of steady states of the TMBR model.

Three configurations of the SMBR, Nseg = 3, 5 and 10, and two different bifurcation param-
eters were examined: the inlet temperature T™ and the for the flow rate ratio vy, the switching
time 5 in the SMBR model and the solid phase velocity u; in case of the TMBR model is
used, respectively. The results are presented in figure 4.8, where, for the better comparison,
the stability of the solution branches is omitted.
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Figure 4.8.: Comparison between the SMBR and the TMBR for the example of the ignition-extinction
hysteresis (left) and the isola (right). Intercepted lines indicate the branches of the SMBR for different
segments, Ngeg of 3, 5 and 10. The solid line represents the TMBR model (the stability is omitted here). The
SMBR model (sec. B.1) was solved via shooting (D1va) and the TMBR model (sec. B.3) in DIANA.

In the left figure 4.8 is given a part of the hysteresis (values below 300 K are skipped). The
hysteresis shows the existence of an upper solution branch over a wide range of inlet tempera-
tures which can be attained when preheating the beds and initiating the switching operation
facilitating the desired autothermal operation with cold feeds. An increased segmentation
obviously shifts the solution branches towards the solution of the TMBR model. Deviations of
the SMBR model appear particularly for higher inlet temperatures (600 K), but the qualitative
behavior is already very well described by the TMBR model.

The continuation of the switching time (SMBR) and the solid phase velocity (TMBR) shows
the isola (fig. 4.8, right). The segmentation does not change the qualitative behavior, which
means that the flow rate ratio y (eq. (3.45)) provides an accurate basis for the analysis of
the SMBR, independent of its segmentation. The good agreement with the TMBR model

is of great value to identify suitable switching times instead of the computationally more
expensive SMBR model.
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Figure 4.9.: Solution shell illustrating the region of multiplicities in terms of the maximum reactor tempera-
ture in the parameter plane of the flow rate ratio and the inlet temperature (rim, 7). Stable high temperature
states and extinguished stable states are possible at low inlet temperatures (red lines). Unstable solution
branches (blue lines) separate the stable solutions in the finger like multiplicity region, whereby stability
exchange is located with the curve of limit points (black line). The projection (gray scaled) in the parameter
plane aty, Tin TMax — congt, indicates the region for multiple steady states. Discussion in sec. 4.3.1.

4.3. Operation Window and Process Limits Based on Higher
Order Singularities

This section shows the results of a step by step analysis of higher order singularities to provide
a deeper understanding of the interplay of parameters. The parameters investigated are the
aforementioned inlet temperature, the flow rate ratio, the feed concentration and finally
several secondary parameters (heat transfer coefficient, heat conduction, heat of reaction,
reactor length, pre-exponential factor).

4.3.1. Operation Window for the Inlet Temperature T™" and Flow Rate
Ratio y

The existence of limit points for two parameters, as explained in the previous section (fig. 4.5
and 4.6), raise the question of their interrelation in the parameter plane (Ti“, ¥). This was stud-
ied by calculating families of one-parameter continuations illustrated in figure 4.9. Typically,
stable reactor states can be found at low and high reactor temperatures separated by unstable
solutions, whereby stability exchange is given by the curve of limit points (LPC (y, T™) thick
line). The locus of the limit points in the parameter plane is also illustrated by a projection to
constant low reactor temperatures.

Multiple solutions are possible for a specific parameter combination. In brief, the region of
multiplicities resembles the shape of a finger. At a fixed low inlet temperature, the ,,chopped
finger” provides an isola solution of a certain dimension with respect to the switching time,
characterized by high reactor temperatures and high conversions. At larger inlet temperature
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unique ignited states can be achieved, similar to a conventional FBR in steady state.

Figure 4.10 provides a detailed perspective on the region of multiplicities (left part). This
limit point curve, LPC = LPC (y, Tin), encloses the region of three possible steady states (gray
area), two stable and one unstable. Values below T = 300 K are omitted.
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Figure 4.10.: Region of multiple steady states for high reactant conversion enclosed by the limit point curve
(LPC left figure) and selected bifurcation diagrams for the maximum reactor temperature with respect to
the parameter y (top row) and the inlet temperature T' in (hottom row). The feed concentration was set to a
corresponding adiabatic temperature rise of 120 K. Symbols represent limit points. Calculations based on
the TMBR model B.3.

Additional intercepted lines highlight the solution branches of several one parameter
bifurcation diagrams displayed in figures right (fig. 4.10). Four qualitatively different diagrams
according to specific constant inlet temperatures are shown in the top row. At an inlet
temperature of 440 K a unique solution is possible, below (420 K), a hysteresis appears. At
380 K a so called mushroom is detected, see Aris [130] for an illustrative example, and finally
the completely isolated solution appears.

Otherwise, if y is held constant, the bifurcation diagrams of the ignition-extinction hystere-
sis with respect to T™ are obtained (fig. 4.10, lower row). The case of y = 1.1 is representative
for an autothermal operation, since the left turning point is located far below the inlet tem-
perature at ambient condition.

The limit point curve represents the operation window in terms of the parameters 7™ and
Y. From the size of this window, in particular for the range of y at low inlet temperature (cold
feeds), one can deduce switching times required to maintain an ignited state for a specific
adiabatic temperature rise. One would expect this operation window to shrink for lower
feed concentrations. This behavior was studied by analyzing singularities of the next higher
codimension in the enlarged parameter space (Tin, ¥, ATyq)-

4.3.2. Influence of Feed Concentration

Three examples for reduced feed concentrations, corresponding to AT,q = 11.9,5.7 and 3.2K
are presented in figure 4.11 together with codimension one singularities as lines and the
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codimension two pitchfork with a square. Since three parameters are used for the analysis, the
left figure shows the results in the plane (T™,y) and the right figure in the plane (T, A T,q).

The solution branch connecting the cusps represents the codimension one hysteresis (red
line), which can be regarded as a parameterized curve H = H (7/, Tin A Tad). For the sake of a
clearer assignment, the branch is further distinguished into Hefc and Hyight.
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Figure 4.11.: Shrinking of operation window due to decreasing the feed concentration in terms of AT, for
three examples and higher order singularities. Hysteresis as red lines (Hjef and Hyjghy), the isola center, I,
the simple bifurcation, Sy, (blue lines) and the pitchfork point, P (square). Calculations based on the TMBR
model B.3.

Apparently, these cusps cumulate in a single point (P) when reducing A T,q4 further and the
limit point curve seems to vanish. This point can be classified as a pitchfork of codimension
two?, which will be considered in detail in the next section.

From that point on, the codimension one isola center, I, and a curve of simple bifurcations,
Sy, evolve, which connect the minima of the limit point curves LPC in terms of T™(y). The
minima intersecting the curve Sy, are highlighted with a triangle and the minimum intersect-
ing I, with a square. They can be regarded as parameterized curves* Sj, = Sp (7, T™n, AT,q)
and I, = I; (y, T™, A T,q).

For this particular example, two minima exists for a certain limit point curve and two
characteristic inlet temperatures are associated with these codimension-one varieties. The
one at higher inlet temperature is related to the locus of the simple bifurcation and the one at
lower inlet temperatures to the isola center. The latter, the curve connecting the isola center
singularities, I, is responsible for the long tongue like shape of the operating window and the
expansion towards very low inlet temperatures, which finally allows an ignited autothermal
reactor operation.

From this observation it can be deduced, that the isola center I, represents a theoretical
operation limit of the reactor. The solution curve I, is almost independent of the flow rate

3The pitchfork P is defined as a point in the parameter set P = P (y, Tin, ATad)

4H, I, and S, are singular points of codimension 1 in the parameter plane [y, Tin), which are solved in a third
parameter AT,q yielding a curve or variety of the respective singularity.
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ratio y. This result is important, because it means that the switching time should always be
adjusted to y = 1 when processing very lean feeds.

Another important result can be obtained from this analysis regarding the minimum
feed concentration. This is best explained with the projection in the parameter plane (7',
AT,q) in figure 4.11 right. At a constant low inlet temperature of 300 K, a feed concentration
corresponding to an adiabatic temperature rise of 5.7 K is required for the birth of an isolated
solution ensuring an reactor state at high temperatures and complete conversion. This limit,
however, represents only a single set of parameter required to fulfill this condition, which
means that even minor deviations, i.e. due to parameter uncertainties in real systems, will
lead to extinction. Therefore, larger feed concentrations are required providing a sufficient
range of possible flow rate ratios and respective switching times. After all, if the isola center
is compared for different reactions or compared within analogous processes, it provides a
valuable information about the process limits in a very condensed form.

It is also interesting to discuss the locus of the isola center I, at higher inlet temperatures
up to the pitchfork point P, which is the organizing center (see details later). The gradient
of the center I, (Tin) with respect to ATyq is quite large, such that the concentration effect is
small and only slightly lower concentrations down to 2.5 K are sufficient for an ignited state.
This result clearly shows that the sensitivity of the stability domain with respect to the feed
concentration is much larger than with respect to the inlet temperature.

On the other hand, the limit for a unique reactor state at higher feed concentrations is
defined by the simple bifurcation S;. Above that curve the reactor attains automatically an
ignited, which implies of course a specific flow rate ratio. This limit is much more sensitive
regarding the inlet temperature compared to the feed concentration. And finally, to add an
interpretation concerning the curves of the hysteresis varieties: selecting inlet temperatures
above those limits, above Hyjgh, will drive the reactor in an ignited state regardless of the flow
rate ratios y. Altogether:

» There exists an important operation limit, the isola center I, (y, AT,q) originating from
a pitchfork point at high inlet temperatures.

m The locus of the isola center I, with respect to 7™ shows that the process is more
sensitive regarding the feed concentration than the inlet temperature.

Consequently, autothermal operation at low inlet temperatures depends mainly on the
parameters (y, AT,q) defining the isola center bifurcation.

4.3.3. Identification of the Organizing Center

In the previous section it was stated that the organizing center is a pitchfork bifurcation, the
point denoted as P. This is explained in more detail with the help of figure 4.12.

When reducing the feed concentration, the operation window or window of multiple steady
states shrinks with respect to the inlet temperature and y. However, a total vanishing cannot
be observed, but a finite tiny region of the limit point curve (LPC) remains. Note the small
scales of the parameters and the reactor temperature. The LPC is shown together with
the codimension one curves, the hysteresis (Hieft, Hright red line) and the isola center, I,
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Figure 4.12.: Characterization of the organizing center, a pitchfork in point P, from which all lower order
singularities originate: the limit point curve, LPC, the hysteresis, H, isola center, I, and simple bifurcation,
Sy, (left). Right figure illustrates the results in the bifurcation diagram for the maximum temperature with
respect to flow rate ratio, y.

together with simple bifurcation, Sy, as blue curves in left figure of 4.12, and in the right figure,
the corresponding functions are given in terms of T'(y) (state variable over characteristic
bifurcation parameter).

From the pitchfork point P originate the hysteresis variety, H, the isola center, I, and
the simple bifurcation curves, S;. The point P also coincides with the left cusp of the limit
point curve, LPC. When performing a parameter continuation in vy, see T (y) right, meeting
this cusp, the pitchfork bifurcation is finally detected. Actually a loop with an additional
limit point (LP - gray square) located on the limit point curve LPC is observed. This second
limit point appears due to minimum of the limit point curve in terms of T™(y)°. Thus, the
pitchfork is found when directly approaching the tip of the cuspoid, while the second limit
point is rather a byproduct of the limit point curve.

Following remarks should elucidate the classification problem in the vicinity of the cusp.
Depending on the path of the bifurcation parameter (with y as the distinguished parameter)
approaching the cuspoid, different singularities can be identified [134]:

1. The simplest case is the codimension one hysteresis (fig. 4.3), which results if the cusp
is approached from one side (orthogonal). Here the inlet temperature was used as
the bifurcation parameter as shown in figure 4.10. In this case only one additional
parameter, for instance v, is required for a unique characterization of the corresponding
singularity (perturbation of hysteresis).

2. The pitchfork bifurcation appears only, if the tip of the cuspoid is approached upfront
or in a small angle, as shown in figure 4.12. Note also the normal form illustrated in

5 The inset in figure 4. 12 zooms in the organizing center. The lower branch of the LPC crosses the line at constant
inlet temperature (T'™), such that the gray marked limit point appears. The white square marks the origin of
the pitchfork.
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figure 4.4. The difference is, that two additional parameters are required for its unique
characterization. In the reactor model the bifurcation parameter A is determined by
the flow rate ratio y and the perturbations a correspond to the feed concentration
and the inlet temperature, respectively.

For a detailed discussion on path formulations in the vicinity of the cuspoid consult Golubit-
sky et al. [134, page 167]. In this work it should be noted, that by continuing the pitchfork in
an additional parameter, thus in a set of four parameters, no higher order singularity could be
detected. Therefore it is assumed, that the pitchfork represents the organizing center under
the restriction of the specific parameter ranges investigated.

In Zahn et al. [146] it is shown how to make use of a continuation of the pitchfork in a fourth
parameter with subsequent calculation of isola center curves to determine new process limits.
This is an interesting approach to investigate the influence of secondary effects on the reactor
performance. Below, a similar approach is considered with a simplified analysis considering
only the isola center.

4.3.4. Assessment of Process Limits Based on the Isola Center

If the information about the dependence of process limits, e.g. hysteresis, on the inlet
temperature is not required, the isola center can be investigated with regard to additional
parameters.

A constant inlet temperature of 300 K was assumed and the isola center calculated in the
prescribed way. Then, this point can also be investigated by continuation in a third parameter
fixing the defining condition g = g, = g1 = 0 (see table 4.1 for the isola center). Pictorially
speaking, only the finger tip of the solution shell at 300 K moving in a two dimensional
parameter space defined by (y,AT,q) is of interest. The results are shown in figure 4.13
together with several other process parameters explained below.

The first example is concerned with the heat transfer coefficient, /,,. In case of larger heat
losses, the flow rate ratio and the feed concentration need to be increased for compensation.
Note that the transfer coefficients are small for the example of an inner diameter of only
0.05 m.

The next example is the heat conduction, A, of the fixed-bed. In order to avoid a collapse
of the reaction front, also compensation with higher feed concentrations is required. This
is accompanied with adjustments in the flow rate ratio. First, an increase is required and
then the ratio decreases significantly. In section 4.2.1 it was stated that secondary effects,
such as heat losses and heat conduction show qualitatively similar bifurcation phenomena
for the TMBR model. This is, according to the analysis of the isola center, not true and the
underlying phenomena is more complex.

Third, the heat of reaction, A Hg, was studied showing no effect regarding the flow rate
ratio. But of course, reactions with smaller reaction enthalpies have to be compensated
by increased feed concentration. This relation is exponential, meaning also, that reactions
with smaller exothermicity would require very high inlet concentration in order to realize an
autothermal operation.

The reactor length, Lg, was investigated as the forth example in figure 4.13. This parameter
was already examined by means of one-parameter continuation in figure 4.7, in which a
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Figure 4.13.: Isola center I = I (y,AT,q) at a constant inlet temperature of T'" = 300K as a function of
secondary process parameter. From the top, heat transfer coefficient, heat conduction, heat of reaction,
reactor length and pre-exponential factor. Vertical dashed lines highlight the example for Lr and kp.

Calculations based on the TMBR model sec. B.3.
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certain low reactor length limited the ignited solution branch. The analysis reveals that
shorter reactor length can also be compensated by increased feed concentration. The relation
is almost exponential above 1 m, below however, the situation changes to an even stronger
increase when approaching unphysical small reactor scales. Below 0.5 m the required feed
concentration increases rigorously. The flow rate ratio y is almost constant, only at very
small length scales an increase followed by a drop below one is observed. Of course, an
engineering perspective demands reasonable parameter values, which would exclude very
short length scales®. On the other hand, if one considers much greater reactor length, the
feed concentration could even be reduced.

The last parameter is the pre-exponential factor, ky. Similar to the reactor length, a decrease
requires compensation by larger feed concentrations (AT,q). The flow rate ratio, however,
remains to be almost constant.

The results based on the continuation of the isola center have demonstrated the flexibility
of this particular stability limit, if compensation in y and A Tyq is allowed.

m Heat losses should not only be compensated by increased feed concentrations, but
require larger switching times.

= In most cases, compensation by increased feed concentration is always possible to
maintain an autothermal operation.

It is convenient to apply the suggested strategies to study other parameters. However, these
procedures do not always provide a complete picture of the behavior in intermediate or
extrapolated parameter ranges. In addition, the analysis presented deals only with steady
state solutions, but also dynamic phenomena like autonomous oscillations can occur. This
was found to happen at higher inlet temperature in the vicinity of the cusp at y < 1. However,
those parameter combinations are not considered for reactor operation. This work therefore
intends to identify the interplay of most reasonable parameters rather than to reveal all
possible complex features of the reactor. Concerning other phenomena, several works have
appeared [126, 147] and an interesting work dealing with the conventional reverse-flow
reactors is Khinast et al. [148].

4.4. Kinetic Limitations

Reactor design is basically concerned with the specification of the optimal reactor dimension
(i.e. length and diameter) for a particular set of reactions. Their kinetics determine the reactor
scale. In order to identify possible candidates, this section investigates parameter maps which
reveal kinetic limitations — thus offering a fast assessment of possible fields of application for
the SMBR reactor.

At first it is treated the Arrhenius term with activation energy E, and pre-exponential factor
ko as parameters, then the parameter set ky and the reactor length Lp.

In order to generate these parameter maps, a constant flow rate ratio of one and an inlet
temperature of 300 K were assumed. The limit point curves were calculated based on the

6Models accounting for radial coordinate would be required for a precise description at small length scales.
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Figure 4.14.: Ignition limits for the parameters of the Arrhenius equation in plane (ko, Eq) for several feed
concentrations (as AT,q). (Parameters y = 1.0, 7™ = 300 K, TMBR model sec. B.3). The square marks the
standard case used in previous investigations. Calculations based on the TMBR model (sec. B.3).

continuation of the limit point appearing for certain small reactor length or a small pre-
exponential factor, respectively, while demanding a conversion of 99.95 %. Note that this
limit is not identical to the isola center discussed previously, because it neglects the existence
of an optimally adjusted flow rate ratio. However, this method represents an meaningful
approach, since y was shown to be almost constant and close to unity, and the sensitivity
with respect to the inlet temperature is low as well. The loci for different feed concentrations
corresponding to adiabatic temperature rises in the range of 10 — 150 K were investigated.

4.4.1. Limitations due to the Arrhenius Temperature Dependence

The parameters, activation energy and pre-exponential factor, are highly correlated and a
certain combination decides about a sufficient reaction rate allowing ignited reactor states.

Limiting curves for several feed concentrations are illustrated in figure 4.14 together with
the standard case used throughout the analysis (square corresponds to standard case used
in previous investigations). The limits divide the parameter plane in an upper left corner
characterized by extinguished states and the lower right corner for ignited states.

The activatin energy can be perceived as barrier to be surmounted in oder to initiate the re-
action. This explains, that for a given pre-exponential factor, a certain large activation energy
represents an ignition limit, beyond which only extinguished reactor states exist. Conversely,
for a fixed activation energy also a sufficient high pre-exponential factor is required. As such,
the ignition limit depends on both parameter in an logarithmic manner with respect to k.

Another important result is connected with the inlet concentration and the corresponding
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release of thermal energy. For lean feeds, only fast reactions (large ko, small E,;) can be
processed, but with increased inlet concentrations also slower reactions are allowed. Two
major contributions to the shift in the ignition limits can be considered. First, the reaction
rate is increased with the concentration and secondly, larger amounts of heat are being
released thus increasing domains of ignition. Although the ignition limits can be shifted
by increased concentrations, a finite limit exits preventing reactions with arbitrary small
pre-exponential factors.

Despite the fact, that different length scales and Lewis numbers would change the given
stability map, the qualitative picture will remain similar and is therefore still meaningful for a
fast assessment of possible candidates for the SMBR.

Some further aspects need to be addressed. Kinetic limitations also affect the available
space time yields. About 12 mol/m3s with respect to the VOC loaded air can be achieved
with the SMBR, which fits well to the numbers of 0.1...10 mol/m3s typically reported for
heterogeneously catalyzed reactors [64, 149]. This means, that the SMBR reactor concepts fits
well in the conventional family of fixed-bed reactors. However, pre-exponential factors in
the given parameter map are valid for the diluted hydrocarbons being oxidized. Therefore
a generalization to arbitrary reactions is not permitted with this results. Comparisons with
reaction rates in conventional processes need to account for this aspect.

In principle, the SMBR requires fast enough reaction rates to guarantee the formation of
the exothermic reaction fronts for an autothermal operation. Only in this way, the concepts
enables the low feed temperatures and self sustained operation. When comparing the reaction
rates, it consequently needs to be considered a specific temperature level for the operation.
The maximum temperature or an ignition temperature could serve as a basis.

Altogether, the limitations of the SMBR depend on the inlet concentrations and a suffi-
ciently fast reaction rate. An insurmountable boundary due to slow reactions decides about
successful autothermal SMBR operation.

4.4.2. Limitations in Rate and Reactor Dimension

Reaction rate and the residence time are important design reactor parameter. A constant gas
flow rate was assumed and the reactor length Lg investigated. In figure 4.15 are presented the
limits for different feed concentration (A T,q) together with the standard case of this study
(square).

The limits divide the plane in the upper right corner and lower left. Above these limits, a
sufficient rate allows for an ignited state, below only extinguished states are possible. The
figure is in double logarithmic scale, which reveals the log-log — relation beyond 0.5 m. The
ignition limit significantly increases with smaller reactor length. This result indicates two
mechanisms. The region at larger length scales is mainly affected by convective energy
transport and residence time effects rule; reaction rate and residence time balance. At smaller
scales however, conductive transport becomes increasingly important, which can be regarded
as the main factor for the increase in the ky values required.

Small feed concentrations shift the curves to larger pre-exponential factors. This can be
explained with the less heat released and also with the smaller reaction rates due to the
concentration dependence in the rate law. On the other hand, the limiting curves approach
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Figure 4.15.: Ignition limits in the parameter plane spanned by the pre-exponential factor kg and the reactor
length L for several feed concentrations given in terms of adiabatic temperature rises. Constant flow rate
ratio of y = 1.0 and a low inlet temperature T'™ = 300 K are presumed. The square indicated the standard
case according to parameter obtain from [74]. Calculations based on the TMBR model (sec. B.3).

a boundary as the inlet concentrations are increased. A further increase would provide
additional thermal energy, which however, cannot be utilized due to the kinetic limitation.
This result is important for design purposes with respect to reactor dimensions and catalytic
properties. An insurmountable ignition limit exits according to this analysis.

Consequently, two different limitations can be considered. The first one corresponds to
the required thermal energy provided by the feed, and the second one is mainly driven by
kinetic limitations for the specific catalytic system.

4.5. Summary

Nonlinear analysis is important to consider whenever multiple solutions occur and reactor
states abruptly switch when a parameter is only slightly changed.

The methods used for the SMBR were briefly examined while this section predominantly
exploited the reduced TMBR model. This was justified because both models showed a
good agreement regarding most important bifurcation phenomena, the ignition-extinction
hysteresis and the isola.

The singularity analysis revealed the formation of multiplicities in respect to the param-
eters, such as the inlet temperature, the flow rate ratio, the feed concentration or the heat
transfer coefficient.

An ignition limit with respect to a minimum feed concentration was identified as an isola
center (sec. 4.3). This limit is defined by the flow rate ratio and the inlet temperature. At
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ambient inlet temperature a concentration corresponding to AT,q = 5.7 K for the example
studied, is required to maintain an autothermal operation valid for specific flow rate ratio
close to one.

A step by step analysis of higher order singularities was performed, revealing also hysteresis
and simple bifurcations. Considering the relevant parameter set for the reactor, the organizing
center could be identified as a pitchfork bifurcation.

It was suggested to exploit the continuation of the isola center to obtain new process limits
with respect to several parameters. This method was demonstrated for the heat transfer
coefficient, heat of reaction, heat conduction and reactor length. It was found, that compen-
sation by increased feed concentrations and also by an adjusted flow rate ratio is required to
maintain ignited states.

A further study dealt with kinetic limitations to provide a faster assessment of applicable
candidates to be processed in the reactor. For the parameters of the Arrhenius equation,
activation energy and pre-exponential factor, the ignition limits revealed that sufficiently
fast reactions are required. Increased feed concentration would make it possible to process
slower reactions, however, this is also restricted to a specific kinetic boundary.

Regarding the reactor design, reaction rate and reactor length were considered. A log-log -
relation was obtained for realistic length scale, which turns into an increasingly nonlinear
relation at small scales being attributed to fixed-bed heat conduction. In principle, the
requirements concerning a minimum reactor length can be reduced, if larger amount of heat
is liberated via an increased inlet concentration. However, in the end, kinetic limitations will
decide about the reactor dimension.

Since the nonlinear analysis revealed that only specific flow rate ratios or switching times
are appropriate, it was important to consider a control concepts to maintain ignited reactor
operation. The next chapter examines several options to control the SMBR.
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5. Analysis of Control Concepts

In the previous chapter multiplicities regarding of various process parameters were examined.
It was shown that the flow rate ratio is limited to a certain ignition domain, which applies to
the corresponding switching times in a SMBR as well. Such an attainable operation window
also depends on the heat capacity ratio, the Lewis number and the bed void fraction. These
figures are often not precisely known, and, as will be shown later in the experimental section,
the reactor jacket and the valves may also contribute to deviations of reactor operation
from ideal conditions. To handle these uncertainties a proper control concept is required.
In addition it is important to adjust the switching time in case of fluctuations in the feed
conditions, such as in the gas flow rate and the feed concentration. This chapter therefor
deals with the identification of an appropriate controller based on dynamic simulations of
the SMBR. Hereinafter the notion open-loop applies to the reactor operation with predefined
switching times, thus without feedback, and the term closed-loop will be used in case of a
feedback of a specific temperature signal.

The first theoretical study on control of autothermal SMBR type reactors was published by
Barresi et al. [150]. One approach investigated theoretically is based on triggering the switch
when the local temperature at the beginning of the active fixed-bed segment falls below a
threshold value. However, the results obtained were poor. A second approach suggested by
the same authors included a comparison with the local temperature at the beginning of the
subsequent reactor segment. If in addition, the temperature at this second sensor exceeded a
typically higher threshold value, the feed and product positions were switched. Using this
concept, the second sensor was mainly active and the leading thermal front was monitored
for control. Methods for the identification of suitable set-points have not been reported.

Additional research was carried out on advanced control concepts. For instance, an ob-
server design for the catalytic reduction was suggested by Fissore et al. [151]. Also a stability
analysis for a specific control concept was investigated by Smagina et al. [152] based on
an approximate model of the rotating pulse solution reported earlier [58]. The same group
presented also a theoretical study dealing with equilibrium limited reactions [58] suggesting
a control concept based on several sensors. Reconstruction of the pulse using a parabola
and estimation of the pulse velocity was exploited within a proportional and PI controller.
However, an optimal number of sensors has not been reported, yet.

The present work compares three control concepts and discusses several obstacles one has
to overcome when dealing with controller parameterization. As a first concept it is suggested
to place only a single sensor at the end of the first reactor segment and to monitor the reaction
front at the sensor location. If a certain temperature set-point has been reached, the switch is
triggered and the corresponding switching time is used for the subsequent segments until an
update is available in the next cycle. This concept is denoted as controller 1.

The next control concept is based on monitoring the leading thermal front. This concept
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can be compared to the second method reported by Barresi et al. [150]. In this work, however,
it is suggested to simplify the controller hereinafter denoted as controller 2. Only two sensors
are needed for an arbitrary large number of units installed. One sensor is again located in the
first segment to monitor the reaction front in the startup phase. The second sensor is placed
at the end of the last segment to monitor the leading thermal front. Similar to controller 1,
the recorded switching times are used for the intermediate switching periods until an update
after a cycle completed.

A third controller controller 3 is suggested in this work. It exploits one thermocouple
installed at the end of each reactor segment to trigger the switching events. This approach
should improve controller robustness considerably. In this work a reliably heuristic for
the parameterization of the controller 3 is presented dealing with the determination of the
boundaries of the temperature set-point. For that reason, such a controller will be suitable
for reactors of an arbitrary number of segments subject to important uncertainties, e.g. in the
values of the heat capacities. The three concepts considered are characterized in this chapter
and corresponding experimental results given in the next chapter.

5.1. Characterization of Control Concepts

This section is dedicated to introduce the properties of the three controller investigated.
Specifications of the controller are summarized in appendix C. At first the startup from a
high initial temperature is considered and then the proposed controller 3is characterized in
more detail. To illustrate results of the analysis performed the period maximum temperatures
(T™) are presented as a function of the switching times as well as the cyclic profiles.

5.1.1. Single Sensor Control (controller 1)

The approach of controller 1is monitoring the reaction in the first segment and applying the
measured switching time for subsequent periods until the update after a completed cycle.
In figure 5.1 is presented the startup situation with a preheating temperature of 700 K and
a set-point of T4=460 K. The profiles are shown after a completed cycle, when the feed is
in front of the first segment just before the switch to segment two. The reactor settles on
the cyclic periodic state after approximately 50 cycles. Typically the trailing reaction front is
steep and the dispersive thermal front shows a smooth temperature decline. In terms of the
switching times, larger oscillations appear at startup with a subsequent decline to the cyclic
steady-state switching time. Oscillation takes place between two different switching times in
every cycle. This is due to the fact, that keeping the switching time constant over period two
and three, this switching time is either to large or too small to match the updated switching
time in the first segment of the subsequent cycle.

In figure 5.1 right are shown the cyclic maximum temperatures over the transients of the
specific switching time together with the typical isola solution. The bifurcation diagram of
the isola was calculated by parameter continuation of the TMBR in the solid phase velocity
us. The intercepted line represents the unstable branch and the thick line indicates the
stable ignited solution, whereas the stable extinguished branch is not shown for the sake of
clarity. It was found in the previous chapter that such isola branch is in good agreement with
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Figure 5.1.: Single sensor controller 1 with a set-point of T4 = 460K. Left, cyclic temperature profiles.
Middle, the periodic transients of the maximum temperature and the specific switching time. Right, isola
solution branch and temperature transients. Model, parameters and definitions of the controller are given
in the appendices B.1, table B.1 and section C.3.

the maximum temperature calculated with the periodic SMBR model, though a deviation
between these rector models by several degrees is present. The reactor transients start at
the initial temperature of 700 K and then oscillations occur before settling on the stable
solution branch at a certain reduced switching time. Basically, the selection of an appropriate
set-point of the controller is the main challenge.

Following examples reveal the problems encountered with such a simple controller. At
first, the lower range of the set-points was investigated. Reducing the set-point towards the
feed temperature is accompanied with increased oscillations at startup and it takes longer for
the relaxation on the single switching time. Interestingly, sustained oscillations occurred in
the range of T sp = 317 — 425 K with typical oscillating profiles as shown in figure 5.2 left. A
slight decrease of the set-point below 317 K causes extinction of the reactor.

There are two findings concerning the upper bound of the set-point. First of all, there is a
certain high set-point value where extinction will occur and secondly, the type of controller
transitions becomes important. With regard to the first issue, extinction was found to occur
later when selecting parameters closer to ignition bounds. In the case considered, it took
about 120 cycles to finally show light off.

For the second aspect it should be stressed that transitions of the Petri net, which is used as
a an element to specify the discrete part of the dynamic model as defined in the appendix C.1,
can be given e.g. in two different ways: In this work termed uni- or bidirectional transitions.
This means, that a temperature signal triggers the switch when crossing the set-point either
from one (uni) or from both sides (bidirectional). In this way, a decision about the recognition
of the type of front passing the sensor is made. Applying the bidirectional transition may
lead to a misinterpretation of the correct switching event due to the recognition of either
thermal or reaction fronts. Figure 5.2 (middle) illustrates the effect also reported by [150].
In the right figure an unidirectional transition was implemented showing extinction as well.
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Figure 5.2.: Left oscillations over one cycle for low set-points. Extinction occurs at a high set-point of 481 K,
either by bidirectional event handling which causes to trigger the dispersive thermal front (middle) by
mistake or by unidirectional events (right). Model, parameters and definitions of the controller are given in
the appendices B.1, table B.1 and section C.3.

Thus, a set-point for ignited states has to be identified for both cases. Though concerning a
precise identification of a certain front requires the consideration of the type of transition.
This will become specifically important when for instance different switching regimes, as
suggested by Mancusi et al. [153], are investigated.

Because of the relatively small range of set-points of only 55 K for a stable ignited operation,
controller 1 does not offer optimal properties.

5.1.2. Two Sensor Control (controller 2)

The purpose of controller 2 is to observe the leading thermal front with a second sensor Tp
in order to determine the switching times. However, for startup the reaction front has to be
observed (with sensor T4) over a certain number of cycles until the thermal front is steep
enough to reach the set-point Tgsp. Figure 5.3 gives a typical example with T4, = 550K
and Tpsp = 400 K. After two cycles, the second sensor is active and at startup oscillations are
observed. If the first set-point is set to lower values comparable to the controller 1, it is likely
that only this one remains active. In general, for a sufficiently high value of T, 5, the second
sensor will become ruling.

For lower set-points of sensor B, again sustained oscillations occur below, i.e. Tgsp = 320 K.
This is illustrated in figure 5.4. The reactor shows a narrow temperature pulse and oscillations
in the switching time. Extinction occurs at 305 K. An upper stability bound can be identified
as well. For the particular case a set-point of T s, = 490 K causes light off.

Compared to controller 1, the range of suitable set-points is significantly larger for the
thermal front sensor Ty, however it is required to provide two different set-points. L.e. this
first set-point should exceed the upper stability bound in order to make the second becoming
active, which is of course limited by the preheating temperature. The second set-point can be
selected in a larger range, e.g. from 320 — 490 K for the particular example. To further simplify
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Figure 5.3.: Two sensor control (controller 2) with a set-point T4 sp =550 Kand Tp sp = 400 K. Left, cyclic
temperature profiles. Middle, periodic maximum temperature and the specific switching time. Right, isola
solution branches and temperature transients. The points indicate start and end of observation with a
preheating temperature of 700 K. Model, parameters and definitions of the controller are given in the
appendices B.1, table B.1 and section C.3.

the controller tuning a new controller 3is suggested and explained below.

5.1.3. Multi-Sensor Control (controller 3)

In this work it is suggested to use a single sensor in each of the reactor segments installed for
monitoring the reaction front leaving the active segment. Hereby the advantage is seen in an
easier controller design due to an increased robustness. The more robust a controller can
operate the reactor, the less the effort for parameterization (finding appropriate set-points).

Throughout the following investigations a single set-point Ty applies for all three sensors
(T4, T, Tc). Displayed in figure 5.5 are temperature profiles, cyclic temperature transients
and the stability window. The reactor settles very fast to a final switching time without showing
oscillations. Note that the switching times are identical in the first period of controller 1 and
controller 3, but deviate in the further course significantly. Since both controllers, 1 and
3, monitor the reaction front, similar switching times result in the cyclic steady state. The
next sections explain in detail the parameterization of the controller 3 and the preheating
temperature required.

5.1.3.1. Analogy Between Open-Loop Control and Window for Ignited States

The set-points for controller 3 can be selected for the example considered in wide range
from slightly above the inlet temperature of 300 K up to 480 K. Figure 5.6 (left) presents the
controller characteristic relating the parameter of the controller, the set-point Ty, to the
controller output given in terms of the reduced switching time y. The influence of the mass
flow density and the feed concentration is investigated.
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Figure 5.4.: Control of reactor using a two thermocouples monitoring the thermal front (controller 2).
Oscillations occur at set-points below 320K - extinction sets in below 305 K. Model, parameters and
definitions of the controller are given in the appendices B.1, table B.1 and section C.3.
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Figure 5.5.: Three sensor control with Tgp = 400 K. Left, the cyclic temperature profiles. Middle, the cyclic
transients of the maximum temperature and the specific switching time. Right, isola solution branch and
temperature transients. Model, parameters and definitions of the controller are given in the appendices B.1,
table B.1 and section C.3.
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Figure 5.6.: Left: controller characteristic relating temperature set-point (parameter) to reduced switching
time (output) for controller 3. Examples include different mass flow densities of 0.1, 0.5, 1.0, and 1.5 kg/m?s
at constant feed concentration corresponding to AT,4 = 30K (red lines) and at different feed concentration
corresponding to AT,q = 30, 45 and 60K at 1.0 kg/m?s (blue lines).

Right: isola solutions relating maximum reactor temperature to flow rate ratio y (TMBR) for two different
feed concentrations corresponding to AT,4 = 30 and 60 K and different mass flow densities (red lines). The
loci of the limit points are given as a function of the flow rate ratio y and the mass flow density rig for a
constant feed concentration (black lines).

Models, parameters and definitions of the controller are given in the appendices B.1 (SMBR), B.3 (TMBR)
table B.1 and section C.3.

Generally, with increased set-points, smaller switching times are obtained until a stability
limit depending on the feed conditions bound has been reached. Each set-point can also
be related to a switching time of the corresponding open loop control in cyclic steady state,
which in turn can be associated with a steady state of the TMBR model. To clarify this relation
several isola are illustrated in figure 5.6 (right). The limit points of the isola can be located
with a function for different mass flow densities and flow rate ratios. This function, denoted
here as a limit point curve LPC = LPC (y, AT,q). Thereby, only two examples are given for the
sake of clarity, for a constant feed concentration corresponding to AT,4 = 30 and 60 K.

The feed concentration significantly influences the upper bound of the set-points. As an
example, comparing the isola for 30 and 60K an increase in width is observed, while the
maximum temperature is only slightly increased.

The flow rate has only a minor influence on the range of available set-points. An increase of
the range of specific switching times y is observed for lower flow rates. But the main influence
is seen in the reactor maximum temperature, which becomes obvious with the limit point
curves LPC (fig. 5.6 right). A tenfold reduction in the flow rate from 1 down to 0.1 kg/m?s
causes only a slightly larger isola, however, at significantly smaller reactor temperatures. In
contrast, the feed concentration has a much stronger impact on the isola width than on the
maximum temperature.

These results indicate that the range of possible set-points is mainly limited by the feed con-
centration. In contrast to controller 1 and controller 2, where low set-points cause difficulties,
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Figure 5.7.: Periodic maximum temperature for a range of set-points starting from a specific minimum
preheating temperature (AT,q = 30K, rizg = 1.0kg/ m?s). The reactor states settle on the ignited stable
solution branch of the isola, for low set-point on larger specific switching and vice versa. Inset: exact
preheating temperatures for the range of set-points. The ignition temperature Tig is based on equation 2.40.
Models, parameters and definitions of the controller are given in the appendices B.1 (SMBR), B.3 (TMBR)
table B.1 and section C.3.

for controller 31ow temperature set-points provide even for lean feeds stable operation.

5.1.3.2. Ignition and Startup

For startup of the reactor preheating is needed, such that the exothermic reaction is initiated
and supplies sufficient heat to assure ongoing ignited operation. A first estimate for the
required preheating temperature is the ignition temperature derived in section 2.2.1.

For an open loop control the unstable branch of the approximated isola represents the
ignition-extinction limit. This is not the case for the proposed controller. Figure 5.7 shows
the transient periodic maximum temperature for several set-points starting always from a
minimum preheating temperatures together with the isola branches (for AT,q =30K, rizg =
1.0 kg/m?s). The transient reactor temperatures start in a specific point (y, T™%) in period
one and approaches in the further course the stable branch of the isola. In case of low set-
points the reactor transients do not follow a direct path to the stable solution. Initially larger
switching times occur followed by values below y = 1. After temperature increases the reactor
state finally turns towards larger reduced switching times on the stable isola solution branch.

The preheating temperatures Ty together with the estimated ignition temperature (eq.
2.40) are presented in the inset of figure 5.7.

The preheating temperature is not constant for the attainable range of set-points and
resembles a parabola. Compared to the reactor temperatures in the first period, even lower
values are possible. This can be explained with transient temperature excursion due to the
well known wrong way behavior [83]. The required preheating temperature can even be less
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than the ignition temperature. It should be stressed that the estimated ignition temperature
given by equation (2.40) does not take into account concentration effects. For example, the
isola stability window significantly grows in size for larger feed concentrations, which in turn
reduces the required preheating temperature. Hence, the ignition temperature calculated
can be regarded as a first estimate of the required preheating temperatures. Startup with
much larger feed concentrations would result in lower effective preheating temperatures of
the SMBR. A possible estimate including concentration effects is investigated in appendix A.

Moreover, the ignition temperature is also a course estimate for an upper stability limit
of the temperature set-points, particularly for controller 1 and controller 3. The estimate
of the ignition temperature for the case considered is 482 K. This is in good qualitative
agreement with largest set-point applicable for the small feed concentration corresponding
to AT,q = 30K. Thus, the set-point Ty, should be selected between the inlet temperature
and the estimated ignition temperature, and the preheating temperature should exceed the
ignition temperature.

5.2. Controller Performance

In this section the performance of the controller is discussed for the case of introducing step
inputs, at first for the example of varying the feed concentration and then for step inputs of
the total flow rate.

5.2.1. Perturbation of Feed Concentration

The feed concentration is a typical example for a process input which is subject to pertur-
bations. The effect of steps of concentrations, which are given as corresponding adiabatic
temperature rises of AT,q = 30—-90—-30K on the controller performance is presented in
figure 5.8. All controllers are capable to adjust properly the switching times, with set-points
of 440 K, which was selected to guarantee a stabilization of controller 1. The results show
decaying oscillation if controller 1 is applied, which are also present in the startup phase for
controller 2. Controller 3 adjusts instantaneously the proper switching time.

Note also that the controller 1 and 3 monitoring the reaction front are closely related.
Typically the switching times in accordance to the controller characteristic explained in
section 5.1.3.1 are obtained, resulting in identical switching times in case the cyclic steady
state has been reached. Controller 2 provides also a stable operation when the second sensor
becomes active and only slight changes in the switching times are observed compared to the
ones used by controller 1 and 3. The perturbations in the feed concentration can be handled
by all controller types providing proper set-points are available.

5.2.2. Perturbation of Flow Rate

The flow rate has a strong effect on the front velocity as discussed in section 5.1.3.1. Changes
have to be compensated by adjusted switching times. A comparison of the controller is shown
in figure 5.9 for the example of steps in the flow rate. The observed temperatures of the sensor
T4 are shown to illustrate the front velocity, which considerably changes as the flow rate is
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Figure 5.8.: Comparison of the controller based on responses to input steps in the feed concentration
according to AT,q = 30-90-30K, the red lines controller 1 (single sensor), blue lines controller 2 (two
sensors), black lines for the suggested controller 3. Model, parameters and definitions of the controller are
given in the appendices B.1, table B.1 and section C.3.

switched to a new level. The first input step is downward to almost half the initial flow rate
and then a larger step heights were considered.

Controller 1 shows in figure 5.9 light off at the input step to the higher flow rate after 30
cycles. The second controller still keeps the reactor ignited. Thereby adjustment of the
set-point T4sp up to 680 K was necessary in order to monitor only the leading thermal front.
Otherwise, light off would occur much earlier, similar to controller 1. Controller 2 almost
lights off for the step 0.55 back to 1 at 60 cycles and finally shows a failure at the last large step.
Oscillations in the switching times are also present for controller 2.

The set-point of controller 3 was set to 440 K in order to attain similar switching times
compared to controller 1. Controller 3 ensures ignited states for the particular example
without oscillations. Also larger perturbations than shown are possible, whereby the other
two controllers I and 2 do not operate at all. For example, even a large step change in the
mass flow density 0.5 up to 14 kg/m?s can be handled by controller 3. It was found that the
largest acceptable step difference can be identified in the following manner: Given an isola
solution with a certain stable high temperature solution branch, then a jump to larger flow
rates is restricted to the presence of the unstable solution branch of the new isola with at least
the same height. Such cases appear to be hypothetical, but demonstrate the robustness of
controller 3 suggested in this work.
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Figure 5.9.: Comparison of the controller based on responses to input steps in the total flow rate. Red lines
represent controller 1 (single sensor), blue lines controller 2 (two sensors), black lines for the suggested
controller 3. Model, parameters and definitions of the controller are given in the appendices B.1, table B.1
and section C.3.

5.2.3. Evaluation of Control Concepts

The main features of the controller concepts are compared in table 5.1. The characteristics
of the fronts determine in the first instance the properties of the investigated controller. If
the dispersive thermal front is monitored (controller 2), the velocity depends on the Lewis
number and the bed heat dispersion. For a constant set-point also the maximum temperature
will have an effect on the switching time, which in turn will be determined by the reaction
front.

Triggering the switching events based on the observation of the reaction front increases the
number of variables directly involved. Accordingly, the controller output is directly affected
by the local reaction front characteristics and the switching times will tend to settle on larger
switching times due to the smaller reaction fronts velocities. Thus they are more sensitive
towards reaction related variables, e.g. catalyst aging and concentration related disturbances.

In section 5.1 limitations with respect to the set-points were discussed. For controller 2
at least the range of the second sensor was larger. For controller 3 it was shown that a low
value above the feed temperature is sufficient and the upper bound is mainly determined
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by the feed concentration. Furthermore an important factor is the horizon or the window of
observation. It was demonstrated that a reduction from a full cycle to only a single period
efficiently prevents oscillations. The range of suitable set-point becomes larger comparing
controller 3 and controller 1. Concepts with an even greater number of sensors could further
improve robustness, but would require a more complex implementation.

Table 5.1.: Comparison of controller characteristics.

controller 1 controller 2 controller 3
Dependency reaction front thermal front reaction front
Parameterization single set-point two set-points at one identical set-point
different temperatures for all sensors
Set-point range very narrow limited larger, limited by feed
concentration
Robustness low intermediate high

A selection of the appropriate controller concepts can be made considering the following
aspects: Operating reactors where identical properties of each segment cannot be guaranteed
(e.g. in real equipment), in principle the window of observation should cover only a single
switching period. Furthermore, in the presence of heat losses or non-idealities resulting
from the equipment, also the dispersive thermal front observed with controller 2 will greatly
deviate from the ideal shape, while the reaction front generally preserves its steep shape and
a sufficient height due to its ability to exhibit a constant pattern characteristic. It was also
found for certain situations that the reaction front has already positioned in the subsequent
segment at the switching event using controller 2. Unfortunately this fact can be regarded as
an obstacle when trying to reduce the slip. This option was explained in section 2.4.2, whereby
shifting a portion of the reaction front with a high temperature left over in the active segment
to the end of the cascade ensures an almost complete suppression of the slip compared to
reversed-flow reactors. Considering this option, the reaction front has to be monitored. Only
controller 3 could solve this task efficiently. Thereby it is also interesting to think of shifting
the sensor location from the end of the reaction segment towards inner positions in order
to trigger the switches at a low and stable set-point, while ensuring that a predefined hot
portion is shifted to the end to achieve total conversion.

Considering the above mentioned aspects, controller 3 monitoring the reaction front in
each segment installed was favored concerning an experimental realization. In the next
chapter the experimental implementation of this controller for the example of perturbation
of the feed concentration and total flow rate is demonstrated.

5.3. Summary

Due to the narrow window of switching times available, the uncertainties in the heat capacity
ratio would make it rather complicated to operate the reactor in open-loop control. In
addition, for fluctuations in the reactor input a suitable feedback control to operate the SMBR
is required.
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Two basically different control strategies were considered; either monitoring the reaction
front or the leading dispersive thermal front. Furthermore, the window of observation was
distinguished into a complete cycle or only a single switching period.

The first concept, controller 1, was based on a single sensor monitoring the reaction front
in every cycle. It was found, that the range of set-points was very limited and sustained
oscillations are likely to occur prohibiting robust ignited operation. An improved second
controller 2is based on monitoring the leading thermal front in every cycle. The investigations
revealed a better performance compared to controller 1, but parameterization can become an
elaborate task. This is due to the two different set-points to be specified, a first one is required
to monitor the reaction front for start-up, the second one is needed for the leading thermal
front.

Controller 3 suggested in this work is based on monitoring the reaction front in each
segment. This allows for a robust control due to an observation window of only a single
switching period. The controller characteristic can be associated with the TMBR model and a
the domain of set-points was identified to be between the inlet temperature and the estimate
of the ignition temperature.

Responses to step inputs in the flow rate and the feed concentration confirmed the proper
disturbance rejection of controller 3 compared to controller 1 and controller 2. It was finally
discussed in which way the properties of the different fronts influence the controller output.

The next chapter contains the experimental realization of controller 3 to operate the reactor
in case of perturbations in the flow rate and the feed concentration.
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6. Experimental Investigations

This chapter presents the experimental results of a SMBR reactor for the example of the model
reactions, the total oxidation of propene and ethene on a CuCrOy/Al,O3 catalyst in air. A two
bed SMBR unit was built and set into operation.

First section gives an overview on the industrial background and then presents the experi-
mental system. The reactions system and the evaluation of kinetic parameters is reported
as well as the elements of the SMBR setup. Experiments in open-loop control have been
conducted to screen the range of applicable switching times and closed-loop operation was
characterized regarding the controller set-points and the performance under step-inputs.
The oxidation of propene—ethene mixtures is finally discussed.

6.1. Catalytic Oxidation of VOCs

Reduction of greenhouse gases and the destruction of harmful and toxicological compounds
are important areas, where legal acts have been implemented to set strict limits [154]. Among
the problems arising in this field, specifically the treatment of volatile organic compounds
(VOCs) is a task often appearing at chemical manufacturing sites and abandoned emission
sources. VOCs are organic compounds with a specific vapor pressure of at least 0.01 kPa
(at 298.15K) as specified by the European Commission [155]. In other countries different
definitions apply. Industrial sources of VOCs are often connected with organic solvents,
which are employed in the chemical and pharmaceutical, as well as in coating and printing
industries. Removing the VOCs from effluent streams can be achieved by oxidation for the
final destruction into the oxidation products, water and CO,.

However, the problem with flame based oxidation is seen in the NOy formation due to
the reaction of the air constituents at high reaction temperatures. Above 1700 °C thermal
NOy formation occurs, but also at lower temperatures (= 1500 °C) a hydrocarbon radical
initiated NOy formation is possible [154]. In case of chlorinated VOCs, high temperatures
contribute to the formation of toxic polychlorinated dibenzo-p-dioxines (PCDD) [156].

Catalytic oxidation offers much lower reaction temperatures due to the role of catalyst
promoting the oxidation reactions. In this way, undesired side reactions are successfully
suppressed. Moreover, flame based destruction requires considerable amounts of fuel to
achieve for complete destruction sufficiently high temperature in the range of 800 to 1200 °C.
However, the catalytic oxidation is not that common, which is due to the danger of poisoning
the catalyst in the presence of certain VOCs. Also thermal deactivation can be an issue, but
these factors can often be handled by proper catalyst and process design [157].

Typical VOC oxidation catalyst include noble metals like platinum and palladium, which
are highly active oxidation catalyst, but too expensive to be applied in industrial off gas
treatment and are thus limited to applications in small scale units, i.e. in cars. Moreover, their
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Figure 6.1.: BET measurement with N gives typical type IV isotherm and a rather narrow distribution of
the pore area of the CuCrOx/AlpO3 catalyst.

low stability in the presence of halogenated contaminants have motivated the research for dif-
ferent catalytic systems. Supported transition metal oxides of chromium, nickel, manganese
or copper are identified as possible candidates. Also many mixed metal oxides, supported e.g.
by metal oxides such as TiO, or Al,O3, show the required activity and stability .

6.2. Catalytic System and Identification of Reaction Kinetics

6.2.1. Characterization of Reaction System

In this work, the total oxidation of propene and ethylene on an oxide catalyst was investigated.
It is assumed that these reactions are reasonable representatives for the treatment of volatile
organic compounds. The hydrocarbons are completely oxidized according to the chemical
formula:

CmHn+(m+g)Og — mC02+gH20 6.1)

In 6.1 the mole numbers are denoted as m and n. In this total oxidation the reaction products
are carbon dioxide and water. Anyway, reaction intermediates such as alcohols, aldehydes
and carbon monoxide may occur, but in negligible amounts. Thus, the selectivity towards
the total oxidation products is assumed to be very high and thermodynamic limitations are
assumed to be absent [157].

The catalyst was prepared by wet impregnation of an y-aluminum oxide support (y —Al,O3)
with a Cu(NOs3)2/Cr(NO3)s precursor. After drying and calcination the greenish material
was further characterized by BET adsorption and atomic absorption spectroscopy (methods
described in [158]). The results of the BET measurements (standard N») are shown in figure 6.1.

98



6. Experimental Investigations

A hysteresis forms due to capillary condensation which is typical for mesoporous adsorbents
like many oxides — the isotherm is a classical type IV according to IUPAC. Based on the BET
isotherm the average surface was estimated to 138.4 m?/g and the pore diameter to 11.4 nm
according to BJH method. The metal species consisted of 6.6 % copper, 2.4 % chromium
and 35.42 % aluminum. The original pellets size was 1.8 mm, after milling and screening the
1 mm fraction of crushed catalyst particles was used throughout the experiments.

6.2.2. Kinetics of the Total Oxidations

Steady-state experiments with fixed-bed reactors were carried out to quantify the reaction
kinetics. The scope of this work was to derive parameters of power law kinetics. Although
this approach is often applied, it is not considered to yield very accurate results, however,
it provides reasonable mathematical descriptions of the reaction rates as a good starting
point for reactor design and analysis. Regarding detailed kinetic studies of complex chemical
networks a different experimental approach would have been required [159].

The kinetics of the total oxidations have been investigated using a tubular fixed-bed reactor
with bed dimensions of 3 cm in length and with an inner diameter of 2.1 cm. Thermocouples
where placed in front of the bed, in the center and at the outlet. A more detailed description
of the experimental setup and quantification methods, including automation of the reactor
setup and GC analytic, are described in [160] and in report [161]. To reduce mass transfer
resistance a particle fraction of 250 pm was used (6 g).

Typically the temperature was increased step wise

in the range of 180—-420°C withdrawing samples 100

4l
when steady states had been established. The spe- /.’
cific residence time defined with the mass of catalyst: 8 I‘

S
) I
mg X 60
TKg=— 6.2) 5 4
Ve 2 ‘
2 40 !
S ?
was systematically investigated for 15, 25 and G ‘
40kgs/m3. The inlet concentration for each single 20 ?
alkene was studied in the range of 0.15, 0.25, 0.35 and ..,‘
0.5 %. Additionally, mixtures of propene and ethene Q0 o 200 200 500

Temperature T, °C
Figure 6.2.: Typical relationship between con-
version and catalyst temperature.

were investigated for the ratios 1:3, 1:1 and 3:1 for the
total concentrations of 0.15, 0.25 and 0.35 %.
Oxidation products were found to be water and
carbon dioxide only. Possible intermediates, like carbon monoxide or other hydrocarbons,
could not be detected. With 100 % selectivity the hydrocarbon conversion (eq. (2.43)) was
therefore sufficient to quantify the reaction progress. In the course of the experiments a typical
S-shaped conversion vs. temperature dependency was observed, also denoted as light-off
curve (fig. 6.2). A moderate increase at lower temperatures is followed by a temperature zone
with significantly larger conversions up to 80 %. For total oxidation the temperature has to
be raised by approximately 60 °C up to 450 °C. Even though the conversion vs. temperature
plots are frequently used in environmental catalysis studies [162], they should be evaluated
with care. Due to the exothermicity of the oxidation reaction, deviations from isothermal
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Figure 6.3.: Experimental results for ethylene total oxidation on CuCrOx/Alp O3 catalyst for different feed
concentrations (left) and the residence time 7 g (right).

conditions with significant axial and radial temperature gradients are likely to occur which
can lead to misinterpretation of the observed reaction rates.

6.2.2.1. Oxidation of Single Hydrocarbons

The feed concentration of the single alkenes has been varied systematically, thereby ensuring
excess of oxygen in air. Figures 6.3 and 6.4 illustrate the experimental conversion of ethene
and propene. The ethene feed concentration was varied from 0.38 up to 1.2 % with increased
conversion at small inlet concentrations. Beyond 340 °C, the differences in the conversion
with respect to different inlet concentration decrease. A similar relationship is observed for
the propene oxidation (fig. 6.4), whereby higher conversions for lean feeds are obtained.
Residence time effects were considered with 7k, ¢ = 15,25,40 kgs/ m3. Typically, larger contact
times lead to increased conversion.
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Figure 6.4.: Experimental results for propene total oxidation on CuCrOx/Al; O3 catalyst for different feed
concentrations (left) and the residence time 7, g (right).

The catalyst activity is higher with respect to propene oxidation compared the ethylene.
10% conversion is achieved at 270 °C for propene at 320 °C for ethylene. This gap increases at
higher catalyst temperatures. This observation can be explained with the larger sensitivity
of propene oxidation with respect to the catalyst temperature. However, non-isothermal
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conditions can also be responsible for increased conversions at high temperatures.

6.2.2.2. Oxidation of Mixtures

The oxidation of mixtures of hydrocarbons can deviate from the behavior of the single com-
ponents. In most cases it is believed that competitive adsorption leads to an inhibition effect
and the reaction rate in the mixture is lower compared to that of the corresponding single
hydrocarbons [162].

Experiments were performed to check the activity in the mixture (fig. 6.5). Three com-
positions were investigated at constant hydrocarbon concentration. For comparison the
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Figure 6.5.: Total oxidation of mixtures of ethylene (1) and propene (2), in the top row for the temperature in
the middle section and in the second row for the thermocouple for the outlet of the fixed bed. The fraction
of propene increases from left to the right.

experimental results of the pure ethylene (1) or propene (2) (white marks) are shown together
with the mixture (gray marks). The top row in figure 6.5 illustrates the conversion with respect
to temperature in the catalyst center and the second row for the temperature at the reactor
outlet.

Concerning the first ratio of approx 2.6:1 (ethene/propene, left figure), only minor differ-
ences to the single hydrocarbon oxidation occur. However, if a 1:1 mixture is applied (middle
figures), significant deviations from the oxidation of the respective single components is
observed. In this case, the conversion in particular of ethylene is increased. If propene is in
excess (1:2.2, right figure), a conversion for ethylene of more than 10 % is even achieved at
lower temperatures, at which the catalyst did not exhibit any significant activity for single
propene or ethylene oxidation.
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This can be partly explained with hot spot formation and a nonuniform temperature
profiles, as revealed with results shown for the temperature measured at the outlet of the fixed-
bed reactor (second row in fig. 6.5). Now the situation changes for the lean propene mixtures.
Conversion of ethylene is lower compared to the pure ethylene considering the 2.6:1 and 1:1
mixtures. This time, the results would indicate inhibition effects in the mixture. However,
propene still shows an enhanced rate in the mixture, independent of the thermocouple
chosen for data representation. It is noteworthy that a repetition of the experiment showed
the similar results of significant ethylene conversion below 200 °C.

Non-isothermal conditions cannot explain the increased activity of ethylene in excess of
propene at low temperatures. Inhibition effects are also not systematic, because in excess
of ethylene, the oxidation of propene is also enhanced, while that of ethylene is inhibited
(at high temperatures). But in excess of propene, the oxidation of ethylene is enhanced at
low temperature. Some aspects regarding these contradictions are discussed in more detail
below.

Discussion of Mechanisms and Mixture Effects The oxidation on transition metal
oxides is sometimes explained with a redox mechanism, with lattice oxygen being the oxidant
of the hydrocarbon, which directly reacts from the gas phase or from an neighboring adsorbed
site according to Mars-van Krevelen (M-vK) mechanism [163], see also [162, 164-167]. The
redox cycle start with oxidation of a reduced site of the catalyst. In a subsequent step, the
VOC reacts with the lattice oxygen to the products thereby reducing the catalyst again. After
re-oxidation of the readily reduceable site, the catalytic cycle is completed [162].

Recent studies with mixed non-noble catalyst are [168-170]. For a cerium, zirconium
mixed oxides Gutiérrez-Ortiz et al. [171] found, that introducing ZrO, increases the activity,
which is explained by a distortion of structure and a possibly higher lattice oxygen mobility.
A systematic study by Kim et al. [172] for benzene and toluene oxidation on a series of
manganese oxides (Mn3z04,Mn;03 and MnO5) evidenced these finding. Further works on
manganese oxides concerning oxidation states can be found in [173, 174].

On noble-metal catalyst the oxidation can proceed via surface reaction of the adsorbed
molecules and is often explained by a Langmuir-Hinshelwood (L-H) mechanism [162]. One
proposed mechanism assumes the dissociative adsorption of oxygen and the adsorption of
the VOC on a different site followed by the rate-determine surface reaction. If the VOC adsorbs
strongly on the site, the rate approaches zero order with respect to the VOC. Otherwise, if the
oxygen is in excess, the rate becomes first order with respect to the VOC. In the mixture of
five aromatic hydrocarbons 1 Barresi et al. [175] could ascribe the inhibition effects on the
Pt/y — Al,O3 catalyst to competitive adsorption.

For the deep oxidation of ethylene and propane on Pd/Al,O3 Beld et al. [176] investigated
the influence of the reaction products CO, and H,O on the activity. They evidenced ex-
perimentally that CO» has no significant affect, whereas water was supposed to inhibit the
oxidation. In the mixture of hydrocarbons, water is already present due to the oxidation of the
more activated hydrocarbon, which may inhibit the reaction of the less activated hydrocar-
bon. However, Beld et al. [176] found no clear evidence for such mechanism. The inhibition

IBenzene, toluene, ethylbenzene, o-xylene and styrene.
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observed for the hydrocarbon mixture was even higher compared to the case, where the
corresponding amount of water was introduced to the feed with the single hydrocarbon. They
suggested, that unknown reaction intermediates would explain these findings.

Strong inhibitory effects were reported by Kim et al. [172] for the oxidation of benzene and
toluene on a manganese oxide catalyst. Applying pure feed, benzene is preferably oxidized
compared to toluene, while in the mixture the order of activity is reversed and activity towards
benzene is even lower than that of toluene.

Despite the frequently observed inhibitory effects, either due to competitive adsorption or
complex reactions intermediates, it was Harris et al. [177] who reported rate enhancements in
mixtures [178]. On an uranium oxide (U3zQOg) catalyst the activity for benzene total oxidation
could be increased by applying 2.6 % water in the feed. They speculate, that water in co-
feed can increase the rate of the re-oxidation of the uranium oxide, which may explain their
findings as this reaction step is rate determining as part of an M-vK mechanism. However,
the observation seems to remain an exceptional case.

Most of the studies show rate inhibition in mixtures. However, the experimental results
obtained in this work are not appropriate to derive a detailed mechanism. Further experi-
ments with gradient free reactors and a larger set of experimental conditions and co-feeding
of reactions products, are required. In addition, the composition of the active metals (copper
and chromate) should be considered as well. In this work therefore only a formal kinetic
description of the oxidation reaction was performed for the design of an experimental SMBR
unit.

6.2.3. Evaluation of Experimental Data

For the kinetic characterization the obtained data clusters where evaluated and selected for
parameter estimation based on established criteria. High temperatures cause large rates
and therefore significant concentration gradients in the pellet and across the boundary layer.
Thus, only a fraction of the catalyst site would contribute to chemical reaction which leads to
errors in the estimates of the respective rates laws.

Useful criteria to assess mass transfer limitations are available. For a detailed description
Butt [179] is recommended and for a real application Emberger [180] is a good example. The
intra-particle mass transfer resistance was estimated based on the Weiz-criteria, assuming a
5 % deviation from a flat profile. Anderson and Mears criteria were considered as well. The
numbers were derived with the help of transport correlations for heat and mass given in [181]
and based on a maximum concentration of 0.5 %. Kinetic parameters were used according to
the power law kinetic explained below. In this way, only experimental data ensuring absence
of transfer limitations had been selected. Additionally, a maximal temperature difference
between in- and outlet of the reactor of 10 °C was considered to further limit the experimental
data set.

Plug flow conditions and the absence of maldistribution due to boundary effects was
assumed. Therefore a steady state mass balance of the fixed-bed reactor was considered:

dCi

ugazprvijrj(ci,T) ci(z=0)=¢? (6.3)
j
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with u the superficial gas velocity, v;; the stoichiometric matrix and r; the rate law. pj, =
mg/ Vg is catalyst bulk density, which can also be replaced by pj, = (1 — €) px to introduce the
bed void fraction with the density of the solid catalyst, px = mg/Vg. After some rearrange-
ments, a balance accounting for the desired input variables, the flow rate, V, and the inlet
concentration, c?, is obtained:

de;  mg

0
- Lav Yvijrile, T)  ci(z=0)=c] 6.4)

J

The following power law kinetics where considered for both reactions:

E, .
ri=k;(T)c!  with kj(T):kOjexp(— ‘”) (6.5)
RgT
with 7, the reaction order, ko; the pre-exponential factor, and E,; the activation energy of
the j-th reaction. An analytical solution of equation 6.4 is:

exp(%kj(T)Hog(c?)) ifn=1
mg 0\(1-n) 1/(A-n) (6.6)
(Zekyma-m+ ()" ™)

ifn#1

According to Mezaki et al. [182], a transformation of the highly correlated pre-exponential
factor and the activation energy is recommended, yielding:

k;j(T) = kyet, j (Tref) €Xp (—ﬂ (? - T_f)) with  kyef, j (Tref) = koj €xp (_R ;,] f) (6.7)
re glre

The choice for the reference temperature, Ty, is typically the mean of the investigated
temperature range.

6.2.4. Parameter Estimation and Statistical Evaluation of Kinetic
Parameters

For parameter estimation a simple mathematical description is considered [183], with i =
1,..., Nops experimental observations of a variable y;, k =1,..., Ny free parameters 6 to be
estimated, and the model predictions f;, which is a function of model inputs # according to:

fi=fi(u,0) (6.8)

The model is a nonlinear function of the parameters and given by equation 6.4 in this work,
with the outlet concentrations c;(z = Lg) as the observed variables. The model inputs consist
of inlet concentration, flow rate and temperature, i.e. u = [c?, V,T] L varying according to
the i-th experimental observation.

As ameasure for the agreement between experimental and model variables, either with
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absolute or relative differences, the sum of squares of residuals (SSR) is usually considered:

Nobs Nobs . — f. 2
SSRO™ =Y (yi-fi)° SSR@®™® =) (y’y—f’) (6.9)

i i

The choice for either the ordinary least squares (abs) or the weighted least squares (rel),
can significantly affect the outcome of the parameters estimation [183]. More sophisticated
approaches would implement error distribution to improve the parameter estimation which,
however, requires a detailed knowledge about the errors in the experiment.

Numerical parameter estimation corresponds to the iterative solution of the optimization
problem to minimize SSR(0) in order to obtain the vector of estimated parameters, 0. Often,
the underlying model is numerically demanding and gradient based numerical optimization
are less efficient and alternatives should be considered [184-186]. In the present work, a
Nelder-Mead simplex algorithm showed reliable performance, which was readily available in
Matlab®.

The variance based on the ordinary least squares with respect to the residues can used to
measure the quality of fit:

1 Nobs

=2 - i) (6.10)
fi=1

02

The degree of freedom is defined with the difference between the number of observations
and the number of parameters, df = Nops — Npar- With j, the experimental mean and SST,
the total sum of squares defined as:

1 Nobs Nobs

Yy SST=) (yi-7) 6.11)
Nobs i=1 i=1

The regression coefficient, R?, and a corrected coefficient, R?, are defined as:

Re=1- SR pe_pe MearllZR) a-#) (6.12)
SST dr—1

R? is a measure of the fraction of the variability of y based on a linear relation, meaning,
that in case of a perfect fit, the residues (SSR) are nil and R? would be one. Otherwise, the
variation of y shows a linear decline when approaching the total sum of squares (SST), thus
the variability becomes larger. To account for the number of parameters a more generalized
corrected R? is suggested. This can help to exclude the fact, that by adding arbitrary free
parameters to the model, the fit generally improves, R? increases, but thereby neglecting any
significance of the parameters [183].

The figure above provides only a measure of the fit in terms of agreement, but not in
terms of the quality of the estimated parameters. Therefore confidence intervals are usually
calculated for statistically meaningful evaluation of the parameters. The elements required
are parameter sensitivities, variances of the fit and the Student-t distribution.

The parameter sensitivities are defined by the derivatives of the observed model state, f; ,
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with respect to the parameters in the solution vector, 0, arranged in a Nyps x Ng matrix w:

(6.13)

The derivatives can be approximated numerically for instance by one sided or the symmetric
difference equations [75],

fO+A0)- f(0)

onesided Vgf =~ 0 with A =0(e,) "2 (6.14)
0+ A0)— f(O—-ANO
symmetric Vyf = fO+ )erf( ) with AO =0 (e‘m)ll3 (6.15)

with €, the machine precision. The difference A@ is a trade-off between truncation error
of the finite difference approximation of the gradient and the computer round-off error.
Reducing A8 will improve the accuracy until round-off errors predominate and the approx-
imation becomes weaker. Advanced concepts, e.g. complex step, internal numerical and
automatic differentiation, can help to improve the reliability and accuracy [187-190]. The
finite difference approximations showed reliable performance in this work. However, it was
found that the gradient approximations were most sensitive to the numerical errors of the
numerical integrator to solve the reactor balance 6.4, when used instead of the analytical
solution 6.6.

In the next step, the Fisher-Information Matrix of dimension Ny x Ny is calculated accord-
ing to the following matrix product.

FIM=w'o"'w (6.16)

If experimental variances, o, of the individual experimental measurements are not available, a
constant value based on the ordinary least squares variance is suitable as well. The confidence
interval according to the Cramer-Rao lower bound is then defined with the inverse of FIM
as:

ag > (FIM) ™! (6.17)
k

With a quantile of the Student-t distribution the following inequality applies:

A d A d
Hk—O'ékta{ZSHkSHk-f-O'ékl’aJ;Z (6.18)
Often the relative one sided interval for a specific parameter is given:
dr
R oj t
%A = e’é 2 100 (6.19)
k

An indicator, if the parameter estimation problem is well posed is the condition of the FIM,
which is also a measure for parameter identifiability. The condition x relates the largest to
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the smallest eigenvalues of the square matrix according to:

AM(FIMT)

7 | amin (F1MT)

(6.20)

If the x is small and close to unity, the problem is well posed and up to x = 50 the parameters
are identifiable. Beyond 1000, serious problems in the parameter estimation concerning
identifiability and accuracy can be expected [180, 183].
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Figure 6.6.: Parity plots for ethene (left) and propene (right) assuming first order reaction rates.

First Order Rate The results for the parameter estimation based on a first order rate
with respect to the VOC are given in table 6.1 and the corresponding parity plots are shown
in figure 6.6. The pre-exponential factor and the activation energy are larger for propene
compared to ethylene.

Table 6.1.: Parameters for the first order reaction rates for ethene and propene.

ko E, R? K
l/(kgs) kJ/mol
Ethene 2.947-10'0(+7.53 %) 111.4(+8.14 %) 0.9466 1.5-108
Propene 1.012-10'3(+26.98 %) 128.4(+13.39 %) 0.8460 1.8-10°

Concerning the accuracy of the fit, ethylene yields better regression coefficient with 0.9466
compared to propene with 0.8460 . The conditions x are in the order of magnitude of 8 and
6 indicating the significant parameter correlation. The confidence intervals reveal that the
parameter uncertainty is larger for propene than for ethylene.

N-th Order Rate Table 6.2 reports the estimated parameters, table 6.3 gives the statistical
figures and the corresponding parity plots that are shown in figure 6.7.

The smaller reaction orders are typically obtained in heterogeneous catalysis indicating
that the underlying kinetic mechanism obeys to more complex mechanism. Propene with
0.29 has the smaller reaction order which is in agreement with higher sensitivity towards the
concentration. This means, that a smaller reaction orders shift the light-off curve to lower
temperatures as the inlet concentrations are decreased.
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Table 6.2.: Parameters for the n-th order rate laws for the oxidation of ethene and propene on
CuCrOx/Al» O3 catalyst.

k() Ea n
mol'™"/(kg s I'™") kJ/mol
Ethene 5.131-10° 116.5 0.689
Propene 8.672-101° 135.3 0.292
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Figure 6.7.: Parity plots for ethene (left) and propene (right) for n-th order rate law.

Concerning the quality of fit, an improvement could be achieved compared to the first
order rate. Correlation coefficients of 0.98 and 0.96 for ethene and propene are much better
now and the parity plots (c.f. 6.7) reveal a better fit. However, the condition of the fisher
information matrix was found to be higher with 6-10!! for propene and 1-10'! for ethene.
Those large values indicate that the problem is ill posed, the parameters are highly correlated
and identifiability weak. The confidence intervals are larger for the pre-exponential factor

Table 6.3.: Statistical figures for the parameter set in table 6.2 - regression coefficient, confidence bounds
and condition number.

R? %Ak, %BAL, %A, K
Ethene 0.9852 54.81 % 4.49 % 8.66 % 1.1-101!
Propene 0.9676 88.90 % 5.84 % 34.58 % 5.8-10'!

compared to the activation energy, the reaction order of propene is also uncertain.

Based on the given data set and the kinetic models assumed, the precision of the fitted
parameters is acceptable, however, parameter correlation can not be avoided. In other words,
it can not be statistically guaranteed that the real (and unknown) parameters have been
identified, although the experimental observations can be well described.

The estimation of ignition temperatures (sec. 2.2.1) required to initiate the oxidation
reactions can be calculated with the parameters for the first order rates (tab. 6.1). Assuming a
typical flow rate of 1.2 m3/h, the ignition temperature for propene is 253 °C and for the less
activated ethene about 297 °C (tab. 6.4). This is in agreement with the experimental findings.

It should be noted that the activation energies estimated with 128.5 kJ/moland 111.4 k] /mol
for ethene respectively (tab. 6.1), would indicate an opposite trend, i.e. ethylene oxidation
can be activated at lower temperatures. However, this is because the activation energies are
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Table 6.4.: Ignition temperature for the example of 1.2 m3/h based on the parameters given in table 6.1.

propene ethene
Ignition temperatures, °C 253 297

highly correlated with the pre-exponential factors, which can lead to misinterpretation of the
catalytic activities. In this regard, the ignition temperatures estimated with equation (2.40)
provide reasonable figures.

6.3. SMBR Design and Equipment

6.3.1. Reactor Design

The experimental setup consists of two reactor segments, RA and R B, arranged according
to the process flow diagram in figure 6.8. An additional fixed-bed was used for preheating
allowing an appropriate start-up procedure of the SMBR. Seven on-off valves were used to
control the line switching for the periodic operation of the reactor segments. The thermal
coupling of RA and R B required valves withstanding high temperatures (HT- vales V5 and
V6). The other valves operated in cold streams below 120 °C.

Table 6.5.: Valve assignment for the three operation modes, preheating, feed on reactor RA, and feed on
reactor RB.

operation mode V1 V2 V3 V4 V5 V6 V7
preheating 0 0 1 0 1 0 1
feed RA 1 0 1 0 1 0 0
feed RB 0 1 0 1 0 1 0

Three modes of operation were designed, the corresponding valve assignments are summa-
rized in table 6.5. In “preheating” mode the gas flows through the preheater and subsequent
reactor RA and RB via the high-temperature valve V5. Mode “feed RA” assigns the valve, such
that the preheater is exempted from operation and the cold feed gas enters the first reactor
RA directly. The flow sequence is FEED—RA-RB-PRrRoDUCT. The third mode switches
the order to FEED-RB-RA-PRODUCT, while maintaining the flow direction through the
fixed-beds.

A typical operation procedure includes a start-up phase followed by a periodic alternation
between the two operation modes “feed RA” and “feed RB”. Open-loop and closed-loop
control according to controller 3 was implemented (see section 5.1.3 and appendix C for
specifications).

6.3.2. Elements of the Experimental Setup

Fixed-Bed Reactor Segments Heat losses pose the main challenge for adiabatic con-
ditions in small scale laboratory reactor. Several strategies have been investigated to at
least approximate adiabatic operation. Often compensation heating in combination with
an additional air gap between the reactor tube and the jacket is suggested for steady state
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Figure 6.8.: Two-bed SMBR unit with an additional preheater for reactor start-up.

adiabatic reactor operation [191]. Unsteady state operation, however, requires additional
efforts in order to dynamically adjust compensation heating. A concept with several segments
independently controlled was considered for a reverse-flow reactor by Fissore et al. [192] and
[193].

In this work the fixed-bed reactors were designed to reduce the heat losses as far as possible.
A double jacket reactor was built accounting for several aspects (fig. 6.9). Evacuation of the
jacket volume allowed for minimization of heat conduction. Radiative heat transport domi-
nating at higher temperatures was reduced by a heat shield based on a ceramic canvas. Short
distances and compensation heating of the connecting lines was considered to minimize
heat losses of the flanges and HT-valves.

The inner diameter is a compromise — a large reactor diameter leads to radial temperature
gradients, while flow maldistribution at the reactor wall increases with narrow diameters.
Moreover, a sufficient reactor length is required to establish moving reaction fronts, but the
pressure drop is limiting. In this work, an inner reactor diameter of 21.5 mm and a particle
size of 1 mm were used. With an aspect ratio above 20 flow maldistribution was assumed to
be negligible [194]. The length of the fixed-beds was 450 mm and metal sieved for fixation of
the catalyst were installed. The connection lines (1/4") between the fixed-beds were placed
close to the sieves in order to increase the distance to flanges, which are considered as heat
sinks strongly affecting the dynamics of the temperature fronts.

The double jacket reactor was equipped with a steel grid for the fixation of the flexible
radiation shield made of 3M™ Nextel™ fiber between the inner reactor tube and the jacket.
Aline for the suction pump was placed in the void between the insulation and the reactor
tube. For additional insulation, the void between the grid and the jacket was filled with stone
wool.

In order to observe the temperature fronts along the fixed-bed, thermocouples of 0.5 mm
diameter were installed from the top of the reactor unit. Since thermocouples of different
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length were inserted, the main distortion of the bed was located at the top section. This
procedure caused a disruption of the packing with 0.5 to 3 mm diameter depending on the
number and position of the sensors. Radial heat bridges could be avoided with this strategy,
however, at the cost of several experimental errors introduced with the thermocouples: axially
non-uniform flow maldistribution, fixed-bed heat conduction and activity profile.

Supplementary Parts, Process Media and
Process Control Two different types of
switching valves were used for the reactor control.
Two-way magnetic valves (Biirkert) were selected
for the switching of cold lines. Higher require- -
ments had to be considered for the switching of Ve sy , sieve
gases at high temperatures (V5 and V6). Packed
bellows-sealed valves (series U Swagelok) were %
installed together with pneumatic actuator (SS-
4UW-HT-6C). radiation

shield

#-
|
]
% .

connection to HT-Valve

Feed gas supply was mastered with mass flow
controller type F-201C-FBC for hydrocarbons
and F-202AC-FBC for air (Bronkhorst), respec- !
tively. Propene was of technical grade 2.5 (purity
99.5 %) and ethylene of grade 3.5 (purity 99.95 %).
The air was dried to 5.9 mg/m? while traces of oil
to 0.003 mg/m3 were expected . The total pres-

reactor tube

jacket

sure drop of the reactor unit and corresponding
absolute pressures were monitored by pressure
transmitters (series BTE, Tetralec).

A fixed-bed reactor equipped with a heating
coil filled with a — Al,O3 was used for preheating
of the feed gas. An additional fixed-bed reactor
was installed downstream of the product line for
the total oxidation of unconverted hydrocarbons.
The reactor was filled with platinum based cata-
lystand operated at 450 °C. Figure 6.9.: Construction drawing of laboratory

The SMBR was controlled by a Siemens fixed-bed reactor.

SIMATIC PCS7 system, including the tempera-

ture control of fixed-bed reactors, control of flow rates and valve positions. Data acquisition
and implementation of safety procedures as well as for post processing of measured signals
were managed with the system.

&
[
[
ahi

A mass spectrometer (Prolab MS) was applied for time resolved product analysis. Addi-
tionally, the gas composition could be analyzed by a gas chromatograph Agilent 6890 GC
combined with a mass spectrometer Agilent 5973 MS. The setup was equipped with a HP-
PLOT-Q column for hydrocarbon separation and a HP-Molsieve 5 A column for the separation
of permanent gases.
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Despite the efforts to reduce heat transfer to the surroundings, an ideal adiabatic conditions
could not be realized. This was due to the lack of exact experimental boundary conditions,
meaning, that the experimental equipment takes part in the energy transport and storage,
thus affecting the moving fronts. Hence, the lab scale SMBR was rather designed to provide a
proof of concept of open- and closed-loop SMBR operation.

6.4. Periodic Reactor Operation

6.4.1. Characterization of Continuous Periodic Operation

Typical temperature signals of the distributed thermo couples are presented in figure 6.10, left
for reactor RA and right figure for both, RA and R B, over two cycles. This particular experi-
ment was carried out in open-loop control. To compensate heat losses, an inlet concentration
of 0.41 % was selected providing sufficient amount of thermal energy being released.

In the start up phase, up to the runtime of 3 h, the reactor segments were heated until a
steady state had been reached. Then periodic switching was initiated. The cyclic steady state
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400 400
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=} =}
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2 2
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o 1 2 47 50 52 55
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Figure 6.10.: Open-loop reactor operation. Left: Temperature signals of RA for the Start-up phase and
periodic operation. Right: Temperature signal of RA (black lines) and RB (blue lines) within two reactor
cycles.

had already been attained after approximately six cycles, thereby the maximum temperature
remained almost constant at a temperature of about 480 °C. The maximum temperatures
differed about 10 °C. Note that the temperature spike observed in RB can be explained with
an additional fast reaction front forming due to the differences in the heat capacities between
fixed-bed and the valve section. However, the fronts decay fast and do not contribute to the
overall dynamics of the reactor.

Here it is instructive to discuss reconstructed spatial temperature profiles. Figure 6.11
illustrates a typical result for an open-loop control — the top row presents the signals in the
first switching period and below for the second period with a feed position in front of RB.

In the first period, the reaction front travels through reactor RA with a relatively sharp
temperature front reaching to 480 °C, thereby the leading thermal front reheats reactor RB. If
the feed is active for reactor R B, thus dosing at the spatial coordinate at 0.5 and withdrawing
product right before, the reaction front moves through R B thereby reactor RA is heated up
again.
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Figure 6.11.: Reconstructed temperature profiles in cyclic steady state open-loop control for two switching
periods. Snapshots are shown every 30 s. Start and end profiles are highlighted for the first period (Feed on
RA) with red lines, and for the second (Feed on RB) using blue lines.

The fronts show the characteristic properties explained in the first part of this work. The
reaction front is self-sharpening, which means a self preserving shape at a certain maximum
temperature and a constant velocity. Such a behavior is attained approximately after 1/3 of
the length of a reactor segment. The reaction front has a velocity of about 3 cm/min (in the
first period). By contrast, the dispersive leading thermal front is considerably faster than the
reaction front with a velocity of 5.4 cm/min. In this way, the thermal front allows for a fast
thermal regeneration of the cold fixed-bed segment in the upstream section.

In the experimental setup the fronts cannot be transferred from one reactor to the other
without heat losses. This means, that high temperatures peaks are usually cleared away by
the heat losses in the valve sections. For that reason, the initial profile directly after the switch
shows a kink. The heat losses along the reactor are responsible for the decreasing temperature
profile. These non-ideal conditions are responsible for the deviation of the initial temperature
profiles from the predictions made with the ideal adiabatic reactor model.

Another important observation is, that the front velocities differ in the reactor segments,
the reaction front in the segment RB is faster than that in RA. This can be explained with
different void fractions of 0.43 in RA and 0.47 in RB. The larger void fraction in RB explains
the faster reaction fronts.

Although the experimental uncertainties could not be avoided, this offered to study more
realistic effects, such as heat losses, fast dispersive fronts, and a significant induction length
to attain constant pattern behavior. Below these important findings are investigated in more
detail.
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6.4.2. Model Based Reconstruction of Temperature Profiles

The model used for the theoretical characterization of the reactor concept is not appropriate
for the quantification of the experimental results obtained. For instance, the reaction fronts
do not travel with a base point temperature equal to that of the inlet temperature. Smearing
or spreading of fronts at lower temperatures can be attributed to additional storage effects,
which stem from the reactor jackets, piping and valves. An extended one-dimensional reactor
model was therefor investigated including a additional energy balances for the wall and the
valves, thus, allowing to represent different heat losses and accumulations in the respective
sections. Derivation and parameterization is detailed in the appendix D.
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Figure 6.12.: Comparison of temperature profiles in open-loop control, top row experiments and second
row simulation (1/4 minutes snapshots of profiles).

Figure 6.12 compares two consecutive switching periods in open-loop control, experiments
in the first row and the simulation in the second; time stepping and sensor positions simulated
coincide. In both switching periods, the simulations are in good qualitative agreement with
the experimental findings, though, heat losses of the valves are underestimated. One should
also stress that the base point of the temperature fronts significantly differs from the ideal
model used before in section 2.3.3. The is due to the additional wall balance, which introduces
a larger heat capacity and an increased overall heat conduction. For that reason, also the
thermal fronts exhibit a much stronger spreading which is also seen in the experiments.

Despite the good agreement for the leading dispersive front, the induction section to reach
the constant pattern state of the reaction front is underestimated. The simulation shows such
a developed state already after one fifth of the segment length, whereas the experimental
reactor needs about one third. In this regard, heat losses and local volumetric heat capacities
can strongly affect the dynamics of the fronts. Either a higher precision of these parameters or
an improved experimental reactor design would yield better agreements between theoretical
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Figure 6.13.: Experimental temperature profile at half of the switching period compared with the SMBR
and the TMBR model. Maximum temperatures: experiment at ~464 °C, SMBR model at 478 °C and TMBR
at507 °C.

predictions and experiments.

In order to discuss the simulation results better, figure 6.13 compares snapshots of temper-
ature profiles at half of the switching period (feed at RA). The simulated profile shows the
steep reaction front, a sharp decline of the leading thermal front in RA and a discontinuity
at the valve position. The corresponding experimental values are in qualitative agreement,
particularly for the maximum temperature.

It is instructive for the analysis of the fronts to revert to the ignition temperatures intro-
duced previously in this work. As an estimate for the experimental system ignition temper-
ature of 253 °C for propene and (297 °C for ethylene) are typical values (tab. 6.4). One may
try to align those numbers to the shape of the reaction front, in particular to the point where
transition from dispersive to the steep front occurs. However, this happens already at lower
temperatures at about 130 °C. As an explanation it should be noted that for the estimate an
ideal adiabatic system was assumed, which obviously does not hold for the experimental
system. In addition, a much larger feed concentration was selected. Both effects are not
considered in the estimate for the ignition temperature. In real adiabatic systems it would be
interesting to operate with very lean feeds and to examine the interaction of front dynamics
and ignition temperatures, possibly accounting for inlet concentrations as suggested in the
appendix A.

For comparison the TMBR temperature profile is shown. The solid phase velocity was
calculated with eq. 3.45 using the experimental switching time of 10.8 min and physical
properties in accordance to the inlet conditions. The TMBR temperature profile obtained
shows a maximum peak temperature of 507 °C exceeding that of the experiment with 464 °C
and the SMBR with 478 °C. Of course the TMBR model does not represent the real situation
in a two bed SMBR, but offers a reasonable approximation for the maximum temperature
and the switching domain for ignited reactor operation.

115



6. Experimental Investigations

6.4.3. Open-loop Reactor Control

Ignited reactor states can be maintained within a limited range of switching times. Systematic
experiments in open-loop control were carried out to demonstrate the existence of the
operation limits predicted earlier. The switching time was investigated by step wise variations
between 6 to 25 minutes. Figure 6.14 illustrates the window of ignited states for two different
concentrations. The one with the higher concentration (0.41 % propene corresponding to
AT,q =310K) shows a larger window of switching times in the range of 8.75 - 19.3 min. The
lean mixture was at 0.37 % corresponding to AT,q = 290 K with ignited states between 10.7 —
16.7 min. Maximum temperatures of 470 °C and 505 °C, respectively, have been achieved.
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Figure 6.14.: Verification of the domain of switching times for ignites reactors states. Experimental and
simulated peak temperatures are compared for propene concentrations of 0.41 % and 0.37 %.

Systematic simulation of the SMBR model was performed to compare the domain of
ignited states. The results are given as horizontal lines connecting the peak temperatures
of the simulated results. For the case of a high inlet concentration, the model predicts
quite accurately the left stability limit for fast switching (8.3 min), the right boundary is
overestimated by 3.2 min with 22.5 min. In case of the smaller concentration, the left bound
is overestimated, which means that the model predicts ignited states similar to the larger
concentration case, which is not correct, though, the right limit is well represented. The
SMBR model predicts the domain of ignition and the shrinking due to a decrease in the inlet
concentration. However, it fails to meet ignition limits exactly.

The range of switching times was also examined with the TMBR model, which is not shown
to avoid confusions with results already presented. The maximum temperatures were not
constant in the ignited domain. Such deviations can not be explained with the heat losses
alone, rather with a combined effect of large feed concentrations, large heat losses, and the
implemented wall balance. Nevertheless, the range of switching times can also be fairly good
approximated the TMBR model, although the limits for faster switching is overestimated.

Despite the higher precision of the SMBR model used for the analysis of the systematic
experiments, the stability limits regarding the switching time could not be predicted with
sufficient accuracy. At this point it becomes obvious that the reactor should be operated in

116



6. Experimental Investigations

closed-loop control in order to eliminate the need to specify switching times in advance.

6.5. Closed-Loop Reactor Control

The control concept, controller 3, introduced in chapter 5, was implemented in the exper-
imental reactor setup. The idea was to trigger the switch when the reaction front passes a
temperature sensor located at the end of each reactor segment.
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Figure 6.15.: Reconstructed experimental temperature profiles in periodic steady in closed-loop control
(controller 3) for a temperature set-point of 100 °C. Snapshots are shown every 15s.

Typical temperature profiles for a set-point at 100 °C are illustrated in figure 6.15. Although
the reaction front is faster in segment RB than in RA, the initial situation almost coincide
for both segments directly after the switch (compare with open-loop control in figure 6.11).
This is due to the fact, that the decision for switching is made at the outlet of the segments
and therefore an identical portion of energy has been transferred to the subsequent segment.
However, unequal heat losses in the valve sections bring an asymmetry in the heat transport
and experimental initial profiles deviate when comparing each segment. Concerning the
closed-loop control of the SMBR in cyclic steady-state, the most important advantage of
the controller is the decoupling of the individual reaction fronts, which means that every
period has its specific switching time. In this way, it is possible to effectively compensate
experimental uncertainties, i.e. due to the catalyst packing.

Several experiments were carried out in order to identify the range of set-points applicable.
A typical controller characteristic, relating controlled switching time to the set-point, is
illustrated in figure 6.16 together with the maximum temperatures. Comparison with the
SMBR model in closed-loop control is given as well.

In experiments, the set-point below 100 °C and above 360 °C lead to reactor extinction,
controlled ignited states can be achieved within this domain. The data scattering for a specific
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Figure 6.16.: Experimental investigation for a range of applicable set-points based on controller 3 compared
with the SMBR model in open-loop control. The SMBR model and parameters are described in section C.3.3
and appendix D.

set-point can be attributed to the differences in the reaction front velocities. The SMBR model
overestimates the domain of ignited states with deviations by approximately 5 min in the
switching times.

Despite these experimental uncertainties, the trend of a decline in the switching time with
increasing the set-point is qualitatively represented by the model, at least in the first part at
smaller set-points.

It is interesting to note that the controller output can be associated with the shape of the
reaction front: As the sensor indirectly measures the front velocity (finite length of segment
by event time), the switching time for a specific set-point corresponds to the velocity of the
front at a certain height in the respective segment. In this case, it means an integral front
velocity containing the slightly faster front in the induction section, still changing its shape
and velocity, and the second larger part in which constant pattern behavior prevails at a
constant front velocity. Consequently, one can describe the qualitative shape of the front
based on the controller characteristic analyzed.

In the present case the simulated controller characteristic shows two specific properties:
First, since ignited states exists for set-point below 100 °C, the lower part of the experimental
reaction front less accurate represented by the model. This is due to unrealistic low tem-
perature base point enforced by the boundary condition, which is set to 23 °C. In contrast,
base points of only 80 °C are observed in experiments indicating that larger amounts of heat
are accumulated in the reactor and that heat transport is more complex than assumed in
the model. This includes the heat transfer due to heat conduction in the heterogeneous
system (catalyst phase, jacket, valves, piping). Secondly, the simulated switching times do not
change much, as the set-point is increased further. In contrast, the experimental values fall
significantly, which can be attributed to larger heat conduction. Thus, although the model
was augmented by a wall balance increasing the heat conduction, it does not accurately
describe the experimental reaction fronts.

The maximum temperatures are well represented as illustrated 6.16 right. Deviations up
to 50 °C are observed, which can be attributed the aforementioned effects, such as different
properties of the respective segments but also not completely settled cyclic steady states.
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Figure 6.17.: Range of switching times in closed-loop control for three different feed concentration (0.4,
0.417 and 0.604 % propene). Larger concentrations lead to an increase in the range of possible switching
times and to higher reactor temperatures.

Similar to the analysis of cyclic-steady state open-loop control, maximum temperatures are
well approximated by the model but precision regarding the influence of switching related
parameters is still weak. Model uncertainties, specifically in local heat capacities and heat
conduction lead to deviations from shape of the reaction fronts. It should be noted, that
unless precise experimental boundary conditions are provided, improvements in the model
will not per se yield better agreements. Therefore, the controller was developed taking care
not only of external disturbances, but in particular of such uncertainties in the experimental
equipment.

6.5.1. Influence of the Feed Concentration

Section 5.1.3.1 has shown that the feed concentration is limiting the range of applicable
set-points. A series of experiments with 0.4, 0.417 and 0.604 % propene feed was carried out
to examine this influence on the reactor in closed-loop control. By a stepwise increase of the
set-point beginning with 120 °C, the range of applicable values could be identified.

The results are shown in figure 6.17, the controller output (switching times) left and the
corresponding maximum temperature in the right figure. Only minor deviations in switching
time and maximum temperature are observed for 0.4 and 0.417 % propene feed. For the
0.604 % feed applied, the maximum temperature increases up to 580 °C. This is accompanied
by largely increased switching times ranging from about 17 min up to 26 min for reactor RA.
As illustrated in section 2.1.3 (fig. 2.6), the increased concentrations lead to slower reaction
fronts, which in turn requires larger switching times. However, RB shows a significantly
smaller switching time of about 20 min. Again, this can be explained with different reaction
front velocities in RA and RB. The difference becomes larger in case of the slow switching
regime being obtained for increased feed concentrations.

6.5.2. Influence of the Flow Rate

According to the theoretical analysis, the total flow rate should not affect the limit of the set-
point at constant feed concentrations (see fig. 5.6). Systematic experiments were performed
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Figure 6.18.: Operation window in closed-loop control investigated by a systematic increase of the switching
time until extinction occurred. Concentration was 0.4 % propene.

to investigate this important parameter. The results are shown in figure 6.18. Two flow rates,
1000 and 1200 1/h, respectively, at identical inlet concentrations of 0.4 % were considered. As
expected, the controller adjusts to smaller switching times in case of higher flow rates and
vice versa. Also the maximum temperature increase with larger flow rates. However, it was
found for the larger flow rate, that only a smaller range of set-points is available, which was
confirmed by repetition of the experiment.

The reason for the deviations from the theoretical prediction can be explained with two
sources of non-ideal reactor behavior. At first, the theoretical analysis of reactor control
did not include influences of heat losses on the available range of set-points. Secondly, the
concentration of 0.4 % is close to the ignition limit, which makes experimental uncertainties
deciding about ignited states. Another uncertainty stems from the fact, that changing the
set-point in a running operation can trigger the switching unintentionally, or in worst cases,
jump over the front immediately resulting in extinction.

To sum up the experimental findings for the characterization of the controller:

m The predictions made in chapter 5 could be confirmed by systematic experiments. A

sufficiently large domain of temperature set-points is available allowing ignited reactor
states.

m Predictions of the closed-loop control based on the effective SMBR model is restricted
to the maximum temperatures. Discrepancies in the exact front velocities stem from
underestimation of apparent heat conduction and uncertainties in volumetric heat
capacities of the setup (fixed-bed, jackets, pipings and valves).

m Different feed concentrations and flow rates can be handled by the controller.

m The control concept is basically insensitive to uncertainties as long as the range of
set-points is met. Experimental unknowns are well compensated and the controller
shows sufficient robustness.

The controller can handle experimental uncertainties, which can be regarded as a proper
interference compensation. Below is demonstrated disturbance rejection by responses to
specific perturbations introduced to the reactor.
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6.6. Demonstration of Controller Performance
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Figure 6.19.: Experimental investigation of controller subject to steps in the flow rate (up to 45 h) and in the
feed concentration (after 45 h). Maximum temperature, switching time, conversion and below are given the
flow rate and the feed concentration.

The reactor operation subject to step inputs of the flow rate and the feed concentration was
considered. Figure 6.19 illustrated the results of an experiment lasting for 3.5 days. The first
figure displays the signal of a thermocouple in one of the segments, which can be considered
as a good indicator for changes in the front velocity. Below are illustrated the controller output
(adjusted switching times), the conversion and the two inputs (flow rate and concentration).

Up to 45h the total flow rate at a constant feed concentration was stepwise changed
with increasing step heights. In the second part, for a constant total flow rate the feed
concentration changed, starting with a stepwise increase, then larger steps down an up and
finally a stepwise decrease.

Increased flow rates push the heat front faster through the reactor, consequently a faster
switching is required and hence the switching times become smaller. Significant deviations
in the switching time between the two segments can be observed, particularly at smaller
flow rates. This is due to the different reaction front velocity in each segment. In case of
the highest flow rate, almost extinction occurs which is being accompanied by decreased
conversions at about 39 h runtime.

In the second part, after 45 h, the feed concentration was stepwise increased yielding higher
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temperatures and slower reaction fronts. Accordingly, the switching times increased. Finally,
steps in the feed concentration to small values caused extinction of the reactor.

The robust controller concept investigated effectively controls the switching time of the
reactor unit. Large input steps in the total flow rate and in the feed concentration can be
handled offering a good disturbance rejection.

An improved controller concept should account for limitations in the feed concentrations
in order to avoid extinction in a running operation. In addition, it seems to be interesting
to control the maximum temperature, for instance to prevent catalyst degradation and also
for withdrawal of excess energy used elsewhere. Control actions require e.g. the application
of co-feeding of an additional fuel and heat release at certain position in or between the
fixed-beds. Even implementation of additional heat exchanger systems are options which
could be considered. There is much room left to organize proper control loops and to identify
advanced control concepts. As an inherent feature of the reactor, the multi-stability of the
reactor need to be considered accordingly.

6.7. Investigations of Mixtures

Several experiments were performed to investigate the oxidation of mixture of propene and
ethene. A typical run is shown in figure 6.20. After preheating the two fixed-beds, the reactor
was started and operated with controller 3, and the ethylene fraction was step wise increased
while maintaining a constant adiabatic temperature rise. As a result, the maximum reactor
temperature increased with the ethylene fraction and the switching times became slightly
smaller revealing higher front velocities. This can be explained with reaction kinetics. The
ethylene oxidation was found to be less active on CuCrOy/Al,O3 as reported in table 6.1. With
decreasing rates the reaction fronts become faster and temperatures increase, thus, these
relationships also apply for mixtures (see figure 2.5).

After 16 hours the total flow rate was set to 9001/h and the fraction of ethene stepwise
increased again, thereby maintaining a constant adiabatic temperature rise of the mixture.
Decreasing the total flow rate, even at higher total feed concentration, lead to a smaller
maximum temperature compared to the first part of the experimental run. This time, the
maximum temperature increased only by several degrees with the fraction of ethylene. Again,
the switching times decreased due to the faster reaction fronts.

Reactor control of such a binary mixture does not seem to be a problem. The reaction
system examined, however, does not exhibit large differences in the reaction rates. The next
chapter therefore deals with the complexity involved in the reactor operation as the reaction
rates become increasingly different.

6.8. Summary

This chapter described the experiments performed in scope of this work and to present a
model based analysis of SMBR reactor in open and closed-loop control.

As a model system the total oxidation of propene and ethene in air on a metal oxide
supported y — Al, O3 catalyst (CuCrOx/Al,O3 ) was studied. Kinetic parameters have been
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Figure 6.20.: Experimental investigation of reactor by step wise input variation of the composition of the
propene/ethene mixture. In the first part a flow rate of 1200 1/h was used, after 16 h switched to 900 1/h. The
composition was alter according to the bottom figure (blue line for propene and black for ethene).

determined by analyzing steady-state experimental data. Propene showed a higher activity
than ethene. Mixtures of these reactants were investigated but could not be aligned to
common kinetic models. Further experiments are needed to fill this gap.

Periodic operation of a two bed SMBR was investigated experimentally. Systematic experi-
ments in open-loop control revealed the domain of ignited reactor states for two different
feed concentrations. Simulation with an augmented SMBR model showed a good qualitative
agreement with the domains of ignition in the experiments. It was parameterized by kinetic
parameters determined experimentally and contains additional balances for the reactor wall
and valve section. In this way, a better representation of heat losses, heat conduction and
storage effects could be achieved. Maximum temperatures were well represented, though the
prediction made regarding switching times close to the stability limits were found to be weak.
As an explanation are seen experimental uncertainties, such as differences in the packing of
each segment and heat bridges.

Closed-loop control was characterized regarding the range of temperature set-points
applicable to maintain ignited states. The relationship predicted in the previous chapter
has been confirmed. Feed concentration and flow rate were investigated by systematically
altering the set-point in the available range for ignited states. The controller performance
was also verified by applying step inputs in the feed with respect to these parameters. Proper
disturbance rejection could be achieved with the controller 3 identified in the theoretical
study (chapter 5).
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In addition, the oxidation of mixtures of propene and ethene was investigated. It was shown
that for larger fractions of ethene, the reaction fronts become faster, which is consequently
compensated by adjusting smaller switching times. These observations can be explained
with the increased front velocity as the reaction rate increases, which accordingly applies
for the mixture. The experiments also revealed, that for mixtures with similar rates for the
oxidation of the constituents reactor control does not pose larger problems.

The next chapter deals with mixtures in general, in order to identify special requirements
to be considered for cases where large kinetic selectivities prevail.
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7. Reactor Operation in the Case of Feed
Mixtures

This chapter deals with the reactor operation when mixtures of various compositions are ap-
plied. The experimental observations shown in the preceding chapter motivated a thorough
analysis of the qualitative reactor behavior considering properties of the important mixture
and process parameters. These include the composition, the total feed concentration, the
flow rate ratio, and the differences in the reaction rates of two oxidation reactions.

Below, a step by step analysis of the singularities is performed to identify different reactor
states for specific parameter combinations. Again, the TMBR model (sec. B.3) provided the ad-
equate basis for the investigation. A two dimensional map finally summarizes the attainable
operating regimes in terms of the most important parameters, namely feed concentration
and kinetic selectivity, allowing to extract important guidelines for SMBR operation.

7.1. Parameters of the Mixture

In this chapter mixtures of two component oxidized simultaneously are considered. Salinger
et al. [122] published a valuable analysis of mixtures in a reverse-flow reactor. For a quanti-
tative characterization of the feed mixture three parameters are considered: first, the total
concentration corresponding to a adiabatic temperature rise due to converting the mixture,
AT

(-AHp)w™ (~AHg)wi
+

mix _
Mad™ =0 M
Cp,gll Cp,g V2

(7.1)

the fraction a based on mass fraction with respect to the second component (corresponding
to ethylene in the experiments):
in
W

LUI + LUZ

The third parameter, o, quantifies the ratio between the pre-exponential factors:

_ koa

o= (7.3)
ko2

In this way a kinetic selectivity for two parallel reactions is considered. The ratio is 343
for the experimental system propene/ethene investigated (compare tab. 6.1). In order to
generalize the analysis, the selectivity is treated below as a free parameter by changing the
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Figure 7.1.: Temperature and conversion profiles in a mixture. Left: for a kinetic selectivity of o = 343, and
right for o = 1e4. Horizontal lines indicate the estimated ignition temperatures, black lines for compo-

nent (1), blue for component (2) (A T;‘li" =30K, y = 1.05, @ = 0.5, Np = 150, TMBR model according to
sec. B.3).

pre-exponential factor ky» of the second oxidation reaction. At the same time, the activation
energies are kept constant at values corresponding to the experimental reaction system
(tab. 6.1). In this way, the second reaction is assumed to slow down with increasing kinetic
selectivities 0. This corresponds also to an increase in the ignition temperature (eq. (2.40)).

Basically, the system is characterized by an energetic coupling of the participating par-
allel oxidation reactions: the fraction a together with the total feed concentration AT, :c‘iix
determines the potential amount of heat being released, the kinetic selectivity o determines,
whether this can be achieved for the second component, and as a process parameter, the flow
rate ratio y used above intensively is an identifier for the domain of ignition.

As a starting point the steady state profiles of the TMBR model are shown for two different
selectivities in case of an 1:1 mixture (a¢ = 0.5) in figure 7.1. A feed concentration of the
mixture corresponding to an adiabatic temperature rise of 30 K and a flow rate ratio of y =
1.05 were selected. Heat losses were omitted throughout the analysis.

Figure 7.1 left illustrates the kinetic selectivity of the experimental system. The temperature
profile has the typical bell shape and complete conversion of both components is achieved.
Concerning the second, less oxidizable component, the reaction front is slightly shifted to
the reactor outlet. Ignition temperatures differing by 40 °C (Tig; = 242 °C Tig1 =283 °Cat
rg =1 kg/ m?s) are highlighted by horizontal lines. Thus, with larger ignition temperatures,
the maximum temperature increases and the reaction front velocities increase, as elucidated
already in section 2.1.3.

However, if for the second reaction it is assumed a much smaller reaction rate (o = 1e4),
then both reaction fronts are shifted to the outlet and differ significantly in the spatial posi-
tions (fig. 7.1 right). In such cases the temperature profile shows a shoulder approximately at
the ignition temperature of the second component. This is an important feature as it marks
the temperature level at which different fronts can form in an SMBR.
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Figure 7.2.: Isola bifurcations for the maximum temperatures with respect to the flow rate ratio y for the
complete range of the binary mixture in terms of the fraction a. Left for the small kinetic selectivity (o = 343),
right for a very slow second oxidation reaction, o = 1¢*. Thick lines indicate pure components. Model in
sec. B.3, discussion in sec. 7.2.

Qualitative changes due to an increase in o can be explained with the property of the
reaction front already investigated in chapter 2.1.3 and with the transition into extinction
as comprehensively discussed in section 4.4 devoted to the nonlinear analysis of the TMBR
model. In case of a fixed flow rate ratio, the increased front velocity due to a decrease in the
pre-exponential factor is responsible for the shift towards the reactor outlet. Thus, the second
faster front could also leave the reactor in extreme cases. To prevent this situation, one can
counteract by a decrease of the flow rate ratio, thus performing a faster switching. However,
in the end, the front can break down even if switching and front velocity match. This was
also shown to happen in the constant pattern solution: a minimum rate must be provided
in order to form exothermic reaction fronts at reduced inlet temperatures. Here, the TMBR
model describes both effects, regarding velocity and existence.

Below a nonlinear analysis of the TMBR model is performed in order to study the transitions
of the reactor states for the parameters defined.

7.2. Introduction to Isola Splitting

Splitting due to Variations in the Composition @ As a prelude to the analysis the two
cases of different kinetic selectivities are considered again: the selectivity of the experimental
system (o = 343) and the case of larger differences in the pre-exponential factors (o = 1e4).
Figure 7.2 illustrates the bifurcation diagrams for the maximum reactor temperatures with
respect to the flow rate ratio y for the complete range of the binary composition (@ =0...1).

The isola of the pure components are highlighted by thick lines and the unstable solution
branches are represented by intercepted lines. For the parameters of the simple mixture
(0 = 343) the transition from the low temperature to the high temperature stable branch is
smooth (fig. 7.2, left).
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Figure 7.3 shows the corresponding conversions (eq. (2.42)) of the two components. Note
that the conversions are shown only for feasible ranges, i.e. for the first component, a =
0,...,0.9, for the second, « =0.1,...,1.0.
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Figure 7.3.: Isola bifurcations for the conversion of the first, X1, and the second, X, component with
respect to the flow rate ratio y for the complete range of the binary mixture in terms of the fraction a. Left
for the small kinetic selectivity (o = 343), right for a very slow second oxidation reaction, o = le*.

In case of o = 343, it is important to observe that the conversions of both components, X;
and Xj, are not identical throughout the flow rate ratio y. A significantly lower conversion for
the second X; is obtained for flow rate ratios below one (stable branches) and excess of the
first component. Only if the fraction of the second is much larger, the picture changes and
the complete conversion of both is achieved at similar flow rate ratios. The conversion of the
first component is almost independent of the composition, which is due to the higher reactor
temperature with larger fractions a (compare fig. 7.2, left).

The picture changes considerably in case of larger differences in reaction rates, o = 1e4.
Depending on the composition, two distinct isola in the temperature can be identified (fig 7.2
right). Starting from a = 0, an isola at lower reactor temperatures exists, which shrinks as
the fraction of the second is increased (a = 0.0,...,0.4). Beyond the fraction of a > 0.5, a new
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isola is obtained at significantly higher reactor temperatures.

The analysis of the conversion renders a clear picture of the underlying phenomena (fig. 7.3
right). At lower fractions, only an incomplete conversion of second component of about
0.2 can be achieved, while the first one is completely oxidized (Note that only branches
corresponding to the low temperature isola are shown in the top right figure).

As the fraction is increased above 0.4 the high temperature isola appears. This time, the re-
actor shows also complete conversion of the second component. The attainable reactor states
therefore strongly depend on the fraction of the second component, a, and the difference in
the rates, o.

Splitting due to Variations in the Kinetic Selectivities ¢ It is instructive to discuss
the transition from a single isola into two distinct isola by changing o, but for a fixed frac-
tion a. Figure 7.4 shows three representative examples for the isola in terms of the reactor
temperature and the conversion of the second component, X».
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Figure 7.4.: Transition of a single isola into two distinct isola by increasing the kinetic selectivity for the
example of o 1000 (blue lines), 6000 (black lines) and 7000 (red lines) in case of an 1:1 mixture (a = 0.5). Left,
temperature and right, conversion of the second component. The symbols indicate the six limit points for
o =6000.

Initially a single isola has two limit point. When o increases up to e.g. 1000, the isola shows
already four limit points, and in case of o = 6000, six limit point are observed. Finally, the
two distinct isola are characterized by two limit points each. The transition proceeds actually
via the formation of double limits into a complete splitting in two distinct isola. This means,
that selecting a specific bifurcation parameter y, two limit points can exist simultaneously,
though at different reactor temperatures (for a specific parameter o). It will be explained
later, under which conditions such double limits appear.

The conversion of the first component, X; (not shown), has a the unique solution allowing
for complete oxidation, which is analogous to the previous results (fig 7.3). The conversion
of the second component, X,, shows the split into the distinct solutions branches (fig. 7.4,
right), which analogously proceeds via six limit points.

It should be noted that the results in this chapter are given in terms of states of the process
model. Alternatively it would also be instructive to consider the underlying reduced function
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Figure 7.5.: Locus of limit points LPC (y, &) for two specific kinetic selectivities, o of 100 and 1.5e4: Light
gray area corresponds to o = 100 and extends throughout complete range of a.

For 0 = 1.5e4 two areas exist: Intermediate gray scaled area extends from 0 to @ = 0.66 with limited
conversion of the second compound. Dark gray area ranges from 0.28 < a < 1.0 allowing for complete
conversion of both reactants. Discussion in section 7.3.1 below.

discussed in section 4.1.2. In this respect it is recommended to see Golubitsky et al. [134] for
a description of the transitions in distinct isola.

The results show that two distinct isola can form out of a single one and that the transition
is triggered either by specific compositions or selectivities. As a next step an attempt was
made to provide a better overview by studying the limit points in the respective parameter
planes and to identify higher order singularities.

7.3. Characterization of the Transition Domain

7.3.1. Isola Splitting in Composition a and Kinetic Selectivity o

The limit points of the isola have been solved for the fraction a in case of specific selectivities o.
As an introduction, figure 7.5 illustrates the results for two selected cases, o = 100 and
o = 1.5e4. As previously shown, when the reaction rates do not differ much, o = 100, complete
oxidation of both components can always be assured. The corresponding region is the light
gray area bounded by two continuous lines in the range of @ = 0,...,1.0 at almost constant
flow rate ratios v, left at 0.98 and right at 1.09. Obviously, this region represents the single
isola solution which corresponds to bifurcation diagrams in figure 7.2 left.

In case of 0 = 1.5e4, two areas appear which overlap. The intermediate gray scale area
extends to a = 0.66 starting from a = 0. Enclosed are reactor states for complete conversion
of the first, but incomplete oxidation of the second component.
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The dark area in the range of 0.28 < a < 1.0 encloses the high temperate reactor states
at full conversion of both components. In the region where the areas overlap, the start-up
temperature decides about the final reactor state being attained, either the low temperature
states for incomplete conversion or the high temperature states for complete oxidation of
both reactants.

As a reminder, figure 7.3 shows the conversion and figure 7.2 (right) the temperature of
bifurcation diagrams for o = 1e4, which is quite similar regarding the case of 0 = 1.5e4. In
the example, it was shown the switch between a low temperature to a high temperature isola
occurs at approximately @ > 0.4. However, this is a oversimplification of the real situation,
as it neglects the presence of two isola existing simultaneously. This was due to the initial
value used for the construction of the bifurcation diagrams. Instead of starting from a limit
point curve in terms of (y, @), it was used the LPC (y, T™). As a consequence, not all isola
bifurcations possible could be detected with this first approach (fig. 7.2 and 7.3).

1.0

0.8t

0.6

Fraction a

0.4r¢

0.2¢

0.0 ; ‘ ‘
0.96 1.00 1.03 1.06 1.10

Flow rate ratio y

Figure 7.6.: Transition from a single in two distinct isola for the example of a family of limit point curves,
LPC |y, @), for various o in the range o = 100 (blue lines) and o = 1e4 (yellow lines). The highlighted black
line corresponds to o = 4000. The inset indicates double limits appearing at larger flow rate ratios y.

Therefore, it is more instructive to consider a comparison with figure 7.4, in which the
kinetic selectivity o was altered for a constant composition of @ = 0.5. The underlying
transition agrees well with the parameter plane of figure 7.5. With increasing the kinetic
selectivity, the number of limit point increases until the new second isola is born. Finally four
limit points and two isola remain, i.e. similar to overlapping areas in figure 7.5 for a = 0.5.
The transition appears at a certain selectivity, beyond coexistence of two isola depends on the
fraction a. E.g. if « is decreased, one switches back to the low temperature isola (incomplete
oxidation), when «a is increased, one can operate at high temperatures due to a single isola
(complete conversion).

Up to this point, the transition was discussed for selected cases, the single isola at small
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kinetic selectivities and the completely split operating regimes for a large selectivity in figure
7.5. The interesting details of the transition are studied with a family of limit point curves,
LPC = LPC(y, ), in figure 7.6.

In addition to figure 7.5 the black lines correspond to intermediate selectivities in the
range from o = 100,1000,...,7000. The locus of the double limits can be identified by the
crossings in the limit point curve, which appear for a certain parameter combination in terms
of (y,a,0). Such a double limit explains the existence of two limit points above one another,
which requires two stable and two unstable branches!. For example, the highlighted black
line represents the limit points for o = 4000. Two branches form, at a small and at a larger
flow rate ratio, y. Each of the branches is characterized by two cusps and a crossing in the
LPC (note the inset to zoom in the region for the branch at y = 1.06). E.g., in order to meet a
double limit exactly, a fraction a of about 0.6 should be considered. The results also indicates,
that the number of cusps differ as o is increased and the transition into the distinct isola
proceeds.
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Figure 7.7.: Transition of the domain for a single isola in two distinct isola with increasing kinetic selectivity o.
Limit point curves, LPC (y, &), are given as black lines for a range of ¢ (100, 1.5¢4), highlighting o = 100
(blue) and o = 1.5e4 (yellow). The hysteresis curve, H (y, a, U), (red line) connects the cusps (Note additional
projections in figure 7.9). Calculation based on the TMBR model and parameters in B.3.

The locus of these cusps was determined by continuation of the hysteresis variety defined as
H = H(y,a,0). Figure 7.7 illustrates the previous results adding the hysteresis curve as a red
line and some additional limit point curves. In the right figure the results are shown in terms
of the maximum reactor temperature as an indicator for the switching in the temperature
regimes.

The shape of the hysteresis bifurcation resembles an onion with two spikes indicating the
origin of double limits. This is an interesting result as it confirms the previous investigations
regarding the transition in two isola. Depending on the fraction a, the double limit will
emerge if approaching the region via continuation in y. Parameterized functions connecting
the double limits can not be calculated in the present work, but it is expected that they would
be framed by the hysteresis bifurcations, though a one through connection between the ends

1See Golubitsky et al. [134] for definition, note that presently the software is unable to detect such points.
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of the ”"onion” will probably not occur.

Figure 7.7 right illustrates the corresponding maximum temperatures of the singularities.
Clearly, at larger selectivities, g, also larger temperatures can be attained, however, this is
restricted to certain fractions of the second component a. At small fractions, only the low
temperature isola can form, and at larger fraction a single high temperature isola exists. In
the transition domain at intermediate compositions, the attainable reactor states depend on
initial temperature and flow rate ratio y.

These results show that mixtures in which the components are converted with very different
rates are more complex and demand further actions to control complete conversion in the
SMBR. A further analysis details the bifurcation phenomena and options to be considered.

7.3.2. Transition Domain in the Parameters a and AT;gi"

An intuitive approach to affect the range of isola multiplicities would be to control the inlet
concentration. Hence, in this section is investigated the interaction of the singularities with
respect to four parameters (y, a, o, A T:ﬁix). First of all, the three-parameter set (y, @, A T;gix

is examined, quite similar to the previous figure 7.7, and then the results are united to develop
a more general view on the problem.
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Figure 7.8.: Transition of the domain for a single isola in two distinct isola with increasing total feed
concentration AT:&‘X. Limit point curves, LPC(y,a), are given as black lines for a range of total feed

concentrations according to ATE{Six (15,55 K), the hysteresis bifurcation (red line) connecting the cusp

points. Limits for AT} 3™ = 15K, blue, and AT_3* = 55K, yellow lined (Note additional projections in figure

7.9). Calculation based on the TMBR model and parameters in B.3

The total feed concentration in terms of the adiabatic temperature rise AT;&iX (eq. (7.1))
was investigated in the limits between 15 and 55K for a constant kinetic selectivity, o, of
4e3, which is right in the domain of the transition region of coexistence of isola bifurcations.
Figure 7.8 illustrates the curves of limit point curves LPC (y, @), it’s range is highlighted by
either yellow or blue lines. Hysteresis bifurcations defined by H = H(y, a, A T:&i") connecting
the cusps are indicated by the red line.

At the maximum value of AT;ED‘ = 55K (yellow lines), two cusp of the LPC are present
for the branch at small y values representing the curves of limit points at faster switching
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operation. At the other side, the LPC limits the ignited states towards larger flow rate ratios
or slow switching regimes, respectively. This is in accordance to the qualitative bifurcations
diagrams in figure 7.4, where four limit points can exist at once (e.g. for a = 0.5). The blue line
represents the case for lean mixtures with and adiabatic temperature rise of 15 K framing the
parameter set to maintain ignited reactor operation, however, at incomplete oxidation of the
second component. An increase in the fraction @ above 0.5 would lead to extinction, though.

If one considers an operation in the region of transition again, thus at a larger inlet concen-
tration, several limitations can be discussed. Regarding conversion of the second component,
the cusps located on the lower branch of the hysteresis bifurcation determines the limit of
high temperature states, thus the domain for complete conversion of the second reactant.
L.e., assuming 55K, the limiting cusp is found at @ = 0.16. Only compositions above that value
allow the second reaction can go to completion, thereby presuming 1.01 5y < 1.1. A gen-
eralization is available with the hysteresis bifurcation H (y, a, A T;gix) (red line), specifically
the branch at small a. This branch connecting the cusps consequently defines the minimum
fraction a for complete oxidation, below only low temperature states are possible.
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Figure 7.9.: Projections of hysteresis bifurcations H in the parameters y and a with respect to the feed
concentration in terms of AT;‘;X (left) and the kinetic selectivity o (right).

By decreasing the inlet concentration further, the isola would shrink and the limit point
curves seem to move together. However, the cusp do not meet at the tip of hysteresis bifurca-
tion as explained with the projections shown in figure 7.9. The tip of the hysteresis curve is
found at larger inlet concentrations (A T;gix =33.2 K), but the minimum is at a smaller inlet
concentration (A T;g”‘ =25K) (see dashed lines highlighting these limits).

This means that feed concentrations below 25 K generate curves of limit points which
do not possess any cusps, which results in qualitatively similar curves as the example for
AT;&D‘ =15K (blue line in figure 7.8). For that reason, total feed concentrations below the
hysteresis bifurcation allow only for complete oxidation of the first component.

What happens if the concentration is reduced even further. As it was shown for the single
reaction system (a = 0), an isola center in terms of (y, AT;?X) represents the ignition limit
aty = 0.99 and AT,q =5.7 K (see section 4.3.2). According to this, the limit point curve will
finally shrink to a point solution identical to the isola center, which requires a = 0, as found
in the single component system.

Up to this point, the hysteresis bifurcation was discussed in detail. It turns out that both
parameters, o and AT;‘;X, generate cusps and double limits in the transitions region of
the isola coexistence. So far, important limitations have been identified for a each single
parameter set. It is rather interesting to unify the results. This offers an approach to generalize
the reactor design problem.
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7.3.3. Combinations of Hysteresis for o and AT}

In the next step of examination, families of the two different hysteresis bifurcations were
calculated as illustrated in figure 7.10, left, H (y, a, A T;gix) for different selectivities, o, and in
figure right, H (y, @, 0) for several inlet concentrations, as AT™}*. The domain of hysteresis
bifurcations, which coincides with transition domain of the isola, increases with o as well as
with ATHX,

1.0 1.0
0.8 0.8
o 0.6 S 0.6
c =
2 O
i3] 3]
o o
w 04 w 04
0.2 0.2
0.0 0.0
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Figure 7.10.: Families of hysteresis curves, left H (y,a,AT;&iX) for a range of o = 250,...,4500, right

for H(y,a,0) and a range of AT;}D‘ = 25,...,45K. Blue lines represent loci of pitchfork bifurcations

pP=pr (y, a,U,AT;}iX), distinguished in two branches (1) and (2) originating from the point Py, (circle).

Calculation based on the TMBR model and parameters in B.3.

In addition it was possible to identify the pitchfork bifurcation points located on the
hysteresis bifurcation. Such a pitchfork can be generated e.g. by continuation in y approach-
ing a cusps, whereby the locus of the pitchfork bifurcation is defined by four parameter,
P=P(y, a0, ATamdiX), with vy as the distinguished bifurcation parameter. The pitchfork bi-
furcation goes straight through the transition domain, defining the birth of the hysteresis
bifurcations and therefore also the domain of isola splitting. The pitchfork in the center,
denote as P, can be regarded as a minimal point with respect to AT ggix, and is defined by
o =460, AT;‘;X =14.57, Y =1.0186, and a = 0.416. This center is marked with the circle in the
figures, from which the two branches emerging are labeled as (1) and (2).

To explain the interrelation of hysteresis and pitchfork bifurcations it is instructive to
consider two additional perspectives. Figure 7.11 gives an overview including the parameters
a (left), and y (right), as three dimensional illustrations; the corresponding projection in the
parameter plane (A T:‘ix, o) is finally given in figure 7.12.

Regarding the singularities in figure 7.11, the line colors correspond to the projections in
figures 7.9 and 7.10. The combination of these families generate solution shells representing
the domain of the isola transition. Regarding the fraction «, the solution shell encloses the
transition domain in a cone like structure (fig. 7.11, left). The branches of the pitchfork are
located on the shell emerging from P,,. The cone is actually formed by a combination of the
hysteresis bifurcations as shown with the projections in figure 7.9 (second and fourth figure).

Figure 7.11 right illustrates another scenario, which is based on the flow rate ratio y.
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Figure 7.11.: Solution shells generated by hysteresis bifurcation curves H [y, a, AT:(’;X) (red) and H (y, a, 0)
(black) in two parameter spaces, with respect to the fraction a, left, and w.r.t. y, right. Blue lines represent

pitchfork bifurcations distinguished in two branches, (1) and (2), emerging from the point Py, (circle).
Calculation based on the TMBR Model and parameters in B.3.

Figuratively, the solution shell resembles a flat, leaf like structure (the leaf has a certain
thickness of course). Such a structure is a combination of the projections shown in the first
and third form illustrated in figure 7.9.

With this analysis, the hysteresis bifurcations identified reveal the expansion of the tran-
sition domain, and either the inlet concentration or the selectivity are responsible for its
size. Even though the three dimensional figures do not allow an easy analysis, they offer a
qualitative perspective which is quite useful for an interpretation of the projection in those
two parameters of interest, as discussed in the next section.

7.4. Consolidation of Attainable Reactor States and
Measures for Operation

In figure 7.12 are shown the results of the comprehensive study in the (A T:&i",o) - plane,
which is divided into four domains labeled (A) to (D) representing specific reactor operating
regimes. It should be kept in mind, that the two other parameter, the fraction a and the flow
rate ratio y, have an influence on reactors states which can be attained as well. Therefor,
projections previously discussed should be considered for interpretation.

These domains are characterized as follows:
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Figure 7.12.: Operating domains of the reactor for a binary mixture in the parameter plane (A T;‘(‘lix,a).
Transition domain (gray area), red lines represent hysteresis H (y,a,AT;‘jiX), black lines H (y, a,0) and

blue lines the pitchfork bifurcation P (y,a,U,AT;‘fX]. Letters explained below. Absolute ignition limit

regarding A T,q of the single component system, dashed vertical line (isola center, fig. 4.3 and section 4.3.4).
Calculations based on the TMBR model and parameters in B.3.

Domain (A): Reactor operation at large selectivities o is characterized by two distinguish-
able isola at intermediate compositions. Start-up temperatures decide, if high or lower
temperature states will be attained. Moreover, for either very large or small fractions
of the second component, @, one obtains respective single isola. Conversion of the
second component is only ensured for the high temperature isola (fig. 7.5).

Domain (B): It marks the transition domain characterized by hysteresis bifurcations found
specifically at the borders and double limit bifurcations may occur. Therefore, start-
up temperatures can decide about conversion of the second component, as well as
composition, a, and flow rate ratio, v, (fig. 7.7 and 7.8).

Domain (C): The kinetic selectivity o is small, such that there do not exist any hysteresis
bifurcations. Only single isola solutions are found providing complete conversion of
both components simultaneously (fig. 7.2 and 7.3).

Domain (D): Reducing the total inlet concentration (A T;&i") below the critical point P,,
yields only single isola. Complete conversion may be achieved for the first component,
however, not for the second component. Ignited states are limited regarding the total
inlet concentration (AT ;gix), which has been revealed for the single component system
(dashed line indicated the locus of the isola center in terms of A T,q, the ignition limit
for a =0, fig. 4.11).
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Four domains summarize qualitative different operation as condensed out of a four param-
eter spacei.e. in (y,a,0, AT:&iX). This is certainly the advantage of a systematic singularity
analysis as it allows for identification of main features in a multiparametric context. Despite
the complexity of the underlying operating domains regarding the bifurcation diagrams, a
generalization of reaction engineering problems and appropriate solutions strategies can be
extracted. In summary the analysis has shown that:

1. The reactor operation with a binary mixtures depends on the ignition of both reactions
producing more complex multiplicities than in case of a single reaction.

2. Larger deviations in the reaction rates lead to the formation of two distinct isola. An
isola at high temperatures assures complete conversion, the other only incomplete
conversion of the mixture at lower temperatures.

3. Conversion of a component with a significantly smaller reaction rate is restricted to
specific parameter combinations.

In contrast to oxidation of a single component investigated in the preceding chapters, the
fraction of the second, more difficult to oxidize component, is a limiting factor. With respect
to a complete conversion of both reactants, the following options should be considered for
process design and control:

m If double isola exist because of large values in the reaction rate ratio o (domain (A),
fig. 7.12), a sufficient fraction of the less activated component should always be pro-
vided in the feed (fig. 7.7). In this way, operation at the high temperature branch is
possible ensuring complete conversion of both components. In addition, a sufficiently
large preheating temperature is required, providing activation of the second reaction
to attain high temperature states.

m In the transition domain (domain B), a sufficient amount of the component difficult to
be oxidized is also essential to provide high temperature states for complete oxidation
of both components. Otherwise, in case of excess of the first component an increased
total inlet concentration should be considered (lower hysteresis branch in figure 7.8)

m Co-feeding of a component with an intermediate reaction rate should be considered as
an option to prevent isola splitting, thus providing single isola solutions throughout a.

In addition to these options which exploit concentration effects, an additional degree of free-
dom, the flow rate ratio y or the respective switching time in a real SMBR, can be considered
for control. Appendix C.4 addresses such control strategies for the SMBR.

Instead of complete oxidation of both components as sought in VOC applications, the
opposite target could also be interesting, thus preventing ignition of an unwanted parallel
reaction, for instance concerning safety issues. A thorough understanding of how mixtures
affect the size and location of operating domains is also required, when exothermic synthesis
reaction are investigated for SMBR application. The results obtained here, particularly the
analysis how singularities evolve, can help to cope with such problems as well.
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7.5. Summary

This chapter provides a theoretical description of the SMBR reactor operation with a binary
mixtures based on the TMBR model. Two independent oxidation reaction were considered,
for which local reactor temperature is responsible for the extent of the reactions and the
existence of ignited states.

The reaction system was specified by the total amount of the two reactants, the fraction of
the second component, the ratio between the pre-exponential factors (kinetic selectivity),
and the flow rate ratio of the TMBR. The steady state solution revealed different, nonuniform,
temperature profiles in case of large differences in the reaction rates, which can be explained
with different reaction front velocities. For the second, less oxidizable component, the front
is faster at increased temperatures.

The formation of two distinct isola was identified for large kinetic selectivities. Complete
conversion can be achieve when operating in the high temperature isola, but incomplete
conversion of the second component is observed when operating in the low temperature
isola.

Singularity analysis was carried out in the set of four parameters to characterized the
transition from a single isola in two distinct isola. Double limits, hysteresis and pitchfork
bifurcations were encountered and used to organize a parameter map relating selectivity to
total feed concentration. In this map, the reactor operation can be classified in four domains,
one with two distinct isola, the transition domain, a domain with a single isola and complete
oxidation, and finally one with a single isola and incomplete oxidation.

The measures to be considered for process control for larger kinetic selectivities are to
provide excess of the less oxidizable component, a sufficiently high start-up temperature and
a larger total feed concentration. In general, the reactor can handle a more complex feedstock
provided appropriate control parameters are selected.
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8.1. Summary

Periodic operation of chemical reactors offer additional degrees of freedom, which can be
exploited to design new reactor concepts. First, the temporal variability allows for applying
process cycles using the conventional reactor, thus alternating the boundary conditions. Sec-
ondly, and different to steady-state operation, nonlinear phenomena, such as traveling waves
and associated accumulation effects occur, which can be exploited for process integration.

This work investigates the periodic operation of a cascade of catalytic fixed-bed reactors
which offers a heat integrated reactor concept. As an example exothermic reactions were
considered. Potential applications are the total oxidation of volatile organic compounds
(VOQ) in diluted off-gases and equilibrium limited reactions. The reactor principle aims at
trapping exothermic reaction fronts in thermally coupled cascade of catalytic fixed-beds to
accumulate the heat efficiently. In this way, an autothermal operation, in which the feed
is introduced at ambient temperatures, can be achieved. Initially the cascade is heated up
above the ignition temperature and cold feed is introduced. As a consequence, a traveling
self-sustained exothermic front forms, which cools down the upstream fixed-bed section. To
achieve a trapping effect, this cooled segment is switched to the end of the cascade, where it
is heated up again. This principle can be regarded as a simulated moving bed reactor (SMBR).

This work intended to bring insight into the relevant aspects of the reactor concept based
on theoretical and experimental investigations. Modeling, model reduction and nonlinear
analysis were considered in the early design phases and helped to identify key parameters for
process design and control. The experimental proof of the concept confirmed the theoretical
predictions also carried out.

In a first chapter traveling fronts in fixed-beds were investigated. Basically two types of
fronts had to be considered, a reaction front and a thermal front. The reaction front could be
characterized by the constant pattern solution with respect to most relevant parameters. In a
SMBR, both fronts occur simultaneously. The faster thermal front, which reheats the cold
segments, precedes the slower exothermic reaction front. Reaching the ignition temperature
was shown to be a necessary condition for the existence of traveling reaction fronts. Moreover,
the switching times to maintain ignited reactor states at complete conversion are limited to a
specific range. A comparison with the reverse-flow concept demonstrates the advantages
to reduce slips of unconverted reactants, however, at the cost of a loss of heat integration
efficiency.

Since the simulation of the periodic model is numerically expensive, a reduced reactor
model was investigated. The approach considered is based on the limiting case of an infinite
number of segments, in which the switching operation is transferred into a continuous solid
phase countercurrent transport. In this so called true moving bed reactor (TMBR), discrete
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switching times are transformed into a solid phase velocity, which allows a fast approximation
of the periodic states of the SMBR. However, only with the quantification of numerical errors
occurring during the solution of the discretized model equations it was possible to establish a
sufficiently accurate agreement between the SMBR and TMBR models. Convergence for larger
numbers of segments of the SMBR into the limiting case of the TMBR could be confirmed.

The heat integration gives rise to multiple reactor states. Therefore ignition-extinction
phenomena were thoroughly investigated. It was shown that TMBR and SMBR models exhibit
similar bifurcation phenomena, which motivated to consider the easier TMBR for a detailed
analysis. Higher order singularities, such as hysteresis, isola and simple bifurcations were
encountered, and finally an organizing center, a pitchfork bifurcation, could be identified.
An important result is the isola center defining the process limit of the reactor at a certain
low inlet temperature and a specific switching time. A detailed analysis revealed, in which
way other process parameters, e.g. heat conduction, heat losses and the reaction rate affect
this ignition limit with respect to the inlet concentration and the solid phase velocity. In
addition, kinetic limitations were examined and organized in parametric maps, which allow
a fast assessment of possible reaction applicable for the adiabatic SMBR.

The open-loop control, operating with predefined switching times, has a distinct disad-
vantage because of the narrow window of switching times available for stable ignited states.
A permanent adjustment in closed-loop control using a feedback of temperatures was sug-
gested. Three control concepts were investigated in chapter 5. They differ in the fronts
to be observed, either the reaction front or the leading thermal front, and the window of
observation. An efficient concepts is to monitor the reaction front passing the outlet of the
active reactor segment to trigger the switch. The set-point to make this decision should be in
the range between the inlet temperature and the ignition temperature. Disturbance rejection
of the three concepts was investigated based on steps introduced in the flow rate and feed
concentration.

The reactor operation was experimentally investigated using a two-bed SMBR. In the
first part of chapter 6 the kinetics of the model reactions, oxidation of propene and ethene
on a CuCrOy/Al» O3 catalyst, have been determined for implementation in a reactor model.
Systematic experiments of the SMBR in open-loop revealed the limits regarding applicable
switching times. Although the parameterized SMBR model gave a good agreement regarding
maximum temperature, it lacks to exactly describe the domain of ignited states. This is due
to experimental uncertainties regarding the packing of the reactor and heat losses. It was also
demonstrated, that closed-loop control can handle these conditions. Robust reactor control
was further confirmed by experiments introducing step inputs in the total flow rate and in
the feed concentration.

Also experiments with feed mixtures of propene and ethene of various composition were
conducted. Increased temperatures and increased front velocities were observed in case of an
excess of the less oxidizable ethene. In this case, the controller performs well. Nevertheless,
when reaction rates of the two oxidation reactions would differ significantly, it was expected
to encounter disappearance of available ignited states. In order to generalize the problem
of processing a binary mixture, the ratio between the reaction rates, i.e. a kinetic selectivity,
the total feed concentration, the composition and the flow rate ratio were considered as
parameters for a detailed analysis. It turns out that two distinct isola at different temperatures
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can form when the rates of oxidation increasingly differ. When operating in ignited states at
lower temperatures, the less oxidizable component is only partially converted.

The transition from a single isola into the two distinct isola was found to proceed via double
limit and hysteresis bifurcations. The results achieved were summarized in a two parameter
map revealing four distinct operating domains. Sufficient preheating for the start-up of the
reactor, an appropriate total feed concentration and excess of the less oxidizable reactant
should be considered to achieve complete conversion of both reactants.

8.2. Conclusion and Suggestions for Further Activities

This thesis provides a comprehensive analysis of the SMBR concept, including front phenom-
ena, nonlinear analysis and real experimental conditions. It was shown that model based
analysis helps to explain experimental findings. Despite the complexity associated with a
narrow operating window, it was demonstrated that even simple control concepts can be
implemented for process control. In this regard, the periodic operation of catalytic fixed-bed
reactors exploiting multiple segments is a promising reactor concept which should be subject
of further research.
Several problems seen as objectives for the future are:

m Experimental studies with mixtures can help to verify the predictions of the nonlinear
analysis presented in chapter 7. Experiments with gradient free isothermal reactors
are highly recommended to collect a larger set of more precise kinetic data for model
identification of feed mixtures.

m Catalyst dilution would be interesting to investigate as an option to modify heat capaci-
ties and activity profiles. Front velocity and maximum temperatures in the SMBR could
be further adjusted in this way.

m Equilibrium limited reactions, e.g. the methanol synthesis, are interesting applications.
A theoretical investigation can be based on the TMBR model. Comparison with an opti-
mized conventional steady state reactor design employing interstage cooling should be
considered.

m In synthesis reactions and also in case of liquid phase reactions a stronger non-ideal
behavior can be expected, which may significantly affect the local fluid phase velocities.
A systematic model development considering these effects can help to explore other
potential applications.

m Several unsolved problems regarding control should be addressed. Feed mixtures may
generate a more complex behavior, in which only certain states are attractive. Recovery
of an almost extinguished state and discharge of excess heat are also interesting issues.
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Nomenclature

Latin Symbols

Aq cross section

ay specific surface

By thermal reaction number

c concentration

Cp constant pressure heat capacity
D diameter

D mass dispersion

dy degrees of freedom

AHp reaction enthalpy

ATyq adiabatic temperature rise

E, activation energy

f function vector

F phase ratio

f function or observed model variable

i differential equation

In difference equation

g vector of algebraic functions
G function (family)

g reduced function

H

hysteresis variety
hy wall heat transfer coefficient
I, isola center
k reaction rate constant
ko pre-exponential factor
L length
Le; Lewis-number
Le, Lewis-number
Lp limit point
LPC limit point curve
M mass flow rate
m mass flow density
m mass
m position index of the SMBR
M molar mass
N number of stages

m?/m
mol/m?3
J/kgK
m?/s
m?/s

J/mol

J/mol

W/m2K

g/s
g/sm?
kg

g/mol
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Nomenclature

Lsw

< x®E<S<SSEQs

160

mole number

reaction order

number of components
minimum number of nodes
number of nodes
number of parameters
number of reactions
vector of parameters
pitchfork bifurcation
poincaré map
parameter of Petri net
perturbation term
pressure

parameter Petri net

peclet number for heat transport
peclet number with respect to the solid phase

numerical Peclet number

numerical Peclet number with respect to the solid phase

heat

heat flow

heat flux

radius

reaction rate
regression coefficient

corrected regression coefficient

universal gas constant
place of a Petri net
simple bifurcation
temperature

time

transition of a Petri net
state of Petri net
switching time of SMBR
vector of inputs
perimeter

velocity

velocity of reaction front
velocity of thermal front
flow rate

volume

mass fraction

state vector

conversion

variable

mol

N/m?

J/molK

°C, K

m/s
m/s
m/s
m3/s



Nomenclature

z spatial coordinate m
Greek Symbols

a fraction

a bifurcation parameter

B mass transfer coefficient m?/s
\% gradient operator

A difference operator

Az space increment

Azp, maximum space increment

€ void fraction

Em machine precision

Y reduced switching time or flow rate ratio

K condition number

A heat conduction W/mK
A characteristic bifurcation parameter

A eigenvalue

Amod modified heat conduction W/mK
An numerical heat conduction W/mK
As simulated heat conduction W/mK
v stoichiometric matrix/ scalar

W parameter sensitivity

7 temperature difference K
) transfer function

o density kg/m3
z poincaré section

o? variance

o kinetic selectivity

T residence time s
0 vector of estimated parameters

O, truncation error of the dispersive model

O truncation error of the countercurrent model

0 parameter vector

é extent of reaction mol
4 transformed axial coordinate

Subscripts

acc accumulated

ax axial

b bulk property

bed bed property

cyc cycle

eff effective

g gas phase
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Nomenclature

h valve
i index
ig ignition
j index
K catalyst
L air
M jacket
m index
m mean value
m molecular
n index
obs observation
particle
r radial
R reaction, reactor
ref reference
s solid or catalyst phase
Seg segment
sp set-point
tot total
u ambient
w reactor wall
Superscripts
0 zeroth order
A area
abs absolute value
i interstitial
init initial value
in input
k index
out output
rel relative value
1% volume
Abbreviations
AF amplification factor
BC boundary condition
DMR distance to maximum rate
DNR distance of no return
FIM fisher information matrix
IC initial condition
SMBR simulated moving bed reactor
SSR sum of squares of residuals
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Nomenclature

SST total sum of squares

TMBR true moving bed reactor

TMR time to maximum rate S
TNR time of no return s
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A. Explosion Theory Revisited for the
Estimation of Ignition Temperatures in
Fixed-Bed Reactors

A.1. The conventional explosion theory

The conventional explosion theory was developed by Semenov in 1928 and it is predominately
used to assess safe process conditions of cooled batch reactors [79-81, 195] suggesting the
well known Semenov-diagram. The idea assumes a uniform temperature in the reactor vessel
and a heat flow across the jacket. Critical conditions can be identified for the cooling capacity
to maintain a stable reactor temperature. Violation can lead to unrecoverable reactor runaway
due to an unstable solution of the energy balance of the reactor.

The theory of Frank-Kamenetskii added further important ideas, which deals with spatially
distributed systems and provides critical conditions used e.g. for the assessment of save
storage conditions for chemicals. In his work he also introduced a convenient linearization of
the Arrhenius equation [70, 81] considered also below.

Today, the so called time to maximum rate and the time of no return are numbers for a safety
assessment [81]. In this work, analogies of these number to fixed-bed reactors are investigated,
which lead to a new approach for the estimation of ignition temperatures. In contrast to the
isothermal approach based on a zeroth order reaction discussed in section 2.2.1), this new
non-isothermal approach also accounts for the inlet concentration.

A.1.1. Non-Isothermal Reactor Balance
As a starting point the energy balance of a batch reactor for a zeroth order reaction is consid-
ered, which reads:

dT E .
Vpep g = Vr(-AHR) K" exp (—R—;) IC: T(t=0)=T™mit A1)

In equation (A.1), again k(()o) is the rate constant of a zeros order reaction and Vg a constant
reactor volume. After introducing the initial concentration, ¢, as an adiabatic temperature
rise, a first order pre-exponential factor, ky, equation (A.1) becomes (recall eq. 2.37):

— = AT,gkoexp

dT (
dz

_&) (A.2)
RT '
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The product AT,qkp can also be regarded as a heat release rate. Separation of variables and
rearrangement of (A.2) gives:
1 1

- dT:AT T e
ATadkoexp(—Rg”T) ad 0

dt=

T

Xp (RE“ )dT (A.3)
g

The analysis of critical time intervals, ¢*, is thus concerned with the solution of the following
integral equation:

*

. 1 E,
= [exp(—)dT (A.4)
AT,qkg RgT
To

In this form two problems need to be considered. First, the integral of the exponential term
and second, the specification of an upper integration limit, T*. Note that in equation (A.4)
the lower integration limit is regarded as a reference temperature Ty, which is either the initial
temperature of a batch reactor or later the inlet temperature of a fixed-bed reactor.

A.1.2. Transformation of the Arrhenius Exponential

A common approach for a transformation of the Arrhenius equation is based on the expansion
of exponential term according to:

Ea Ea Ea Ea
koexp(——) :ko(To)exp(——)eXp (——)exp(—) (A.5)
RgT Ry T Ry T Rg Ty
E,(1 1 E
= ko(Tp) exp (—R—“ (? - 70)) with k(Tp) = kgexp (—R—‘}O) (A.6)
g g

This transformation is often used for estimation of kinetic parameters as it is well known
to reduce the parameter correlation between the pre-exponential factor and the activation
energy [182]. Since the analysis of safe conditions is restricted to the neighborhood of the
reference temperature Ty, it holds T — Ty < Ty. As a further simplification it can be assumed
that T-Tp = T; 02 [81], which leads to the argument in the exponential term:

Ea(l 1) Ea(T—TO) E,
————— =4 ~ =2 (A.7)

R \T To) Rg\ TTy ) Ry

T—To)
2
TO

The original approach by Frank-Kamenetskii is based directly on a linearization of the ex-

ponential term [70]. He suggested to expand the term exp (_KET) in a Taylor series at the
reference temperature Ty and truncate after the linear term.
E E
e (T - To) (A.8)

— ~ — + u2
RgT  Rgly RyT?
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Reactors
The linearized form of an exponential term reads accordingly:
el enlizrn) e
exp|-——=|=exp|- ex .
PITR,T) TP\ Ry ) P RgT2 0

In the following it is straight forward to implement the transformed Arrhenius exponential
eq. (A.9) in the reactor energy balance:

— = ATk (— ) 4 (T—T) (A 10)
d Ko EXp exp .
e Rg]() RgIOZ ’

dt

Typically a variable transformation from 7T in ¢ with ¢ being the difference to the reference
temperature (¢ = T — Tp) is performed:

do ( E, ) E,
&P AT, kyexp|- Al
dr ~ OO TR g | TP Rer2 (A-11)

Equation (A.11) needs to be solved with appropriate integration limits.

A.1.3. Integration Limits

Two specific integration limits are considered.

The time to maximum rate (TMR) For a single reaction the maximum reaction rate is
achieved at a temperature, such that T = Ty + AT,q4. According to the explosion theory the
timespan is required to consume the initial amount of reactant, which actually takes place in
the moment of an explosion.

This induction time, the time to reach the maximum rate (TMR) can be obtained by
integration from ¢ = 0 to the maximum temperature. This is achieved in the limit of an
infinitely large temperature, thus ¢ — oco. See Steinbach [196] for an alternative treatment,
which however results in a similar time to maximum rate, TMR:

t

[e.0]
f Xp( L )fexp Ea @|de (A.12)
) A Tad ko RgTo ) Rg T
1 Eq, \RgT;
TMR = exp ( ) (A.13)
ATyako RgTo) Eq4
The time to maximum rate is given as:
TMR = ! ! (A.14)
ko exp (RfTo ) Bo

The characteristic time interval depends on the reciprocal of the rate and the temperature
sensitivity given in terms of the reaction number By defined for a specific reference tempera-
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ture Ty [196]:

ATaqEq

By =
07 "ReT?

(A.15)

The time of no return (TNR) The TNR corresponds to the timespan to reach the critical
temperature of the reactor. The critical temperature is obtained from the Semenov’s explosion
theory, T, = R, TZ Beyond this time interval, even recovery of the cooling system after a
malfunction w111 not help to restore a stable reactor operatlon [81].

The upper integration limit for the TNRis ¢ = T, =
can be derived:

t

f ex] ( Fa ) f Ce Fa d (A.16)
X .
) ATadko Plrgro)) P RgTz(p ¢
1 E, \ReTd exp—1
TNR = exp ( a ) 870 &XP (A.17)
AT,qko RgTo) E. exp
Obviously the relation between the TNR and the TMR is:
exp—1 "
TNR = TMR =¢” TMR =0.6321 TMR (A.18)
exp

Similar to equation (2.43) for the minimal conversion at the ignition temperature, the ex-
ponential factor e* appears. Here, equation (A.18) relates two characteristic times of the
non-isothermal batch process, which is extended to fixed-bed reactors below.

A.2. Fixed-Bed Reactor

A.2.1. Characteristic Distances

Although the explosion theory is basically meant to identify critical situation in a batch
process, in this work the idea is exploited for the analysis of ignition temperatures in fixed-
bed reactors. This is possible because the of similarity between the corresponding models
of the ideal reactors, batch and plug flow, respectively. It is straight forward to analyze the
following balance describing the temperature profile of the reactor:

dT E
gpcy—— = (~AHp) kO exp (_g‘;) (A.19)
T E,
or: Ug—— e = AT,qkoexp _Rg_T (A.20)

Equation (A.20) is analogous to equation (A.2), only the independent variables changed and
the gas velocity, ug, is introduced.

In this work the approach requires two new figures; instead of the time to maximum rate
(TMR), a "distance to maximum rate” (DNR) is defined, and correspondingly it can be given a
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"distance of no return” (DNR). Thus, after transformation in the temperature difference ¢, the
first number, the distance to maximum rate, can be defined:

Lg

(e0)
1 1 E E
— [ dz= exp a )fexp - az(p do (A.21)
ug J AT,k RgTo) ) Rg T2
L 1 E, \RgT?
=R - exp | —% ) 0 (A.22)
u E, \ReT?
DMR = —2 exp|—2 ) §0 (A.23)
ATk RgTo) Eqg

The DMR is the distance in the reactor, at which complete conversion should be achieved.
And the "distance of no return” is defined for the critical temperature T, according to:

-1 u E, \RgT?
DNR = 2P £ exp ( a ) 80 (A.24)
exp ATagko RgTo) Eq
Again, the relation between the numbers is the exponential factor e*:
exp—1 N
DNR = DMR = e DMR = 0.6321 DNR (A.25)
exp
The relationship is similar to equation (A.18) derived for batch reactors.
A.2.2. Limiting Cases
It is instructive to restate the DMR according to:
L 1 1 ReTg
R 80 (A.26)

u, E, \AT.q E
g koexp(—m) ad fa

The result corresponds to the isothermal balance used to derive the ignition temperature
(eqg. (2.39)), though augmented by the reciprocal of the thermal reaction number B (eq. (A.15)).

1
Tg=TR — A.27
g R B ( )
1 RgTy
Tg=TR" (A.28)
ATaq Eq

In equation (A.27) the characteristic numbers are evaluated for a certain constant tempera-
ture Typ. This temperature corresponds to the lower integration limit, the inlet temperature
T'™ of the adiabatic fixed-bed reactor. When it is required to reach the maximum rate (DMR),
it consequently holds that 7™ = T 4 A T,4.

In contrast to the isothermal approach used for an estimate of the ignition temperature
in section 2.2.1, the non-isothermal approach accounts for the inlet concentration (AT,q).
This time, however, an explicit solution of the ignition temperature is not available, but the
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equation (A.27) can be solved iteratively. Before doing so, at first it is instructive to discuss
specific limiting cases of equation (A.27) in the following form:

Tg 1 1 RgT;

=—=— (A.29)
TR B() ATad Ea

The limits of (A.29) regarding concentration effects are:

m In the limit of small inlet concentrations, AT,q — 0, the residence time should increase,

T . . .
7+ — 0o, to maintain complete conversion.

m In the limit of large inlet concentrations, AT,q — oo, the residence time can be reduced,

T . . e .
% — 0, still maintaining complete conversion.

m For the special case that By = 1, the inlet concentration corresponds to an adiabatic
temperature rise of:

RgTo
ATy = (A.30)
Eq
and the ignition temperature takes the already known explicit form:
Eq
Tig=——7—— (A.31)

()

which is in accord to the analysis of isothermal case (equation (2.40)). The differ-
ence is the influence of the inlet concentration by statement (A.30) in case of the
non-isothermal approach, by contrast AT,q — 0 was assumed for the isothermal ap-
proach. Thus, although the expressions for the ignition temperatures are similar, the
presumptions are not.

A.2.3. Evaluation of Limiting Cases

The limiting cases can be validated by the solution of the steady-state fixed-bed model for the
example of a first order reaction according to the following mass and energy balances:

E
ug% = —koexp (——a)c (A.32)
dz RgT
dT E,
ugpc,,a = (—AHRg) ko exp (_Rg_T) c (A.33)

Figure A.1 illustrates the temperature amplification for the two different feed concentration,
AT,q = 0.001 representing the isothermal case and AT,q4 = R%:arg for the third limiting case
(eq. (A.30)) of the non-isothermal theory, and the corresponding ignition temperature valid
for both. Due to the higher inlet concentration of the non-isothermal approach (eq. (A.30)),
a higher conversion is obtained along with the increasing inlet temperature. Although the

explosion theory required complete conversion as introduced with an upper integration limit
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Figure A.1.: Influence of the inlet temperature on the temperature amplification AF in a steady state fixed-
bed reactor for the example of a first order reaction (eq. (A.32) and (A.33)) compared with estimates for

the ignition temperature. The special case in the limit % = 1 obtained from the non-isothermal
g a

theory (eq. (A.29)) gives the same ignition temperature of the isothermal theory (eq. (2.40)) (red line). The
amplification AF (eq. (1.1)) corresponds to the conversion of the steady-state fixed-bed reactor and the
minimal conversion for the isothermal ignition temperature is e* (eq. (2.43)).

of infinity, only about 80 % of conversion are achieved. In contrast, the isothermal approach
was shown to give a conversion of exactly X = e* =~ 0.632 for a first order reaction.

Figure A.2 (left) illustrates the influence of the inlet concentration for a series of five ampli-
fication curves corresponding to reduced adiabatic temperature rises of: % =0.01,1,2,3
and 4 (black lines). The gray symbols indicate the inlet temperatures for complete conversion
when reaching AF = 1. These curves are compared with ignition temperature based on the
non-isothermal theory solving eq. (A.27). The blue line corresponds to the second y-axis for
the reduced concentration. The symbols on this lines indicate the estimated ignition tem-
peratures for the five concentrations selected. The red vertical line indicates the isothermal
ignition temperature, which is identical to the non-isothermal ignition temperature, when

condition (A.30) is considered.

The ignition temperatures do not meet the inlet temperatures of the fixed-bed model, at
which complete conversion is achieved. The inlet temperatures are found either at larger
values for the small concentrations or conversely, underestimate the ignition temperatures at
higher inlet concentrations. In case of ﬁ =1, about 80 % conversion is achieved (second
concentration, as already shown in A.1).

In order to make this result more transparent, the right figure of A.2 shows the inlet tem-
peratures at which complete conversion was achieved (steady-state fixed-bed model) over
the non-isothermal ignition temperatures (eq. (A.27)). This parity plot indicates, that for a
very diluted mixture the non-isothermal approach gives higher ignition temperatures. On
the other hand, in case of higher inlet concentrations, the ignition temperatures are lower
than actually required to reach complete conversion. The deviations, however, become
systematically smaller with increased inlet concentrations.

An explanation for the differences is the linearization of the Arrhenius exponential (eq. A.1.2)
which offers only local validity in the close neighborhood of the inlet temperature. This is cer-
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Figure A.2.: Left, temperature amplification with respect to the inlet temperature (black lines) for five
different inlet concentrations, gray symbols for AF = 1. Right axis shows the non-isothermal ignition
temperature (A.27) (continuous blue line). Concentrations are given as multitudes of AT,q/(Rg T2/E,) =
0.01,1,2,3,4. Right fig. compares the model with the estimate. The red line is the case for the concentration
defined by (A.30), which matches the isothermal Tig.

tainly violated for the cases of larger feed concentrations, as they lead to substantial nonlinear
temperature profiles in the fixed-beds. Moreover, the non-isothermal approach is also based
on a zeroth-order reaction, which is an oversimplification for the first order rate considered
above. Despite these discrepancies, the sensitivity with respect to the inlet concentration
is well reflected by the non-isothermal approach, thus offering a useful approximation to
discuss the impact of concentrations on the ignition temperatures.

A.3. Summary and Conclusions

Whereas the isothermal approach for the ignition temperature was based on the mass balance
for a zeroth order reaction, for the non-isothermal a linearization of the energy balance
originated from explosion theory was exploited. It turns out that in addition to characteristic
residence and reaction times, this approach accounts for the effects of the inlet concentration,
which is introduced via the thermal reaction number. Three limiting cases were briefly
discussed and it was shown for a specific example of a first order reaction, how the non-
isothermal approach can be related to the temperature amplification in a steady state fixed-
bed model. Although the theory lacks of high precision for this example, the impact of the
concentration on the ignition temperature is qualitatively described.
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B.1. Pseudo-Homogeneous One-Dimensional SMBR
Reactor Model

For the simulation of the SMBR the one-dimensional pseudo-homogeneous model was used
with the underlying assumptions:

m Pressure drop, radial concentration and temperature gradients are neglected.
m Incompressible flow and a constant mass flow density.
m The ideal gas law applies with properties of air.

The model reads:

J

ow, _ow!  Pw! R
epg— =~ Mg——+ D——- +vil]r(c, T)) (B.1)
T/ , aTi 92T i
(e(pep)g + A —€)(pcy)s) o7 = lgCpg—— T A + (AHRIT (¢, T) (B.2)
wl(t=0,2) =w!™ (2)
T/ (t=0,2) =T/ (2)
i=1,N, jZI»NSeg
It this model a density change of the gas phase is considered:
pgﬁair
)= — B.3
p(z,1) ReT(z 1) (B.3)
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The boundary condition account for the switching in an SMBR are of third kind according to
Danckwerts [100].

. . Owj'o
rigw] " =rgw]” - D—* (B.4)
) . ) ) oT IO
TigCpg TI™ =rhgep e TV — A - (B.5)
Neeg L . ;
i w. , if =1
w{’m = in . ] (B.6)
w; ’ yif j=2,..., Nseg
piin _ [ TwEiE =1 (B.7)
T TV i =2, N :
T y i yorer Nseg

The inner boundary at the entrance is denoted by ”0” and the outlet boundary with "L”. The
BC corresponds to the case for which the feed is in front of the first segment and are modified
according to the switching policy for subsequent switches. This topic is detailed in section C.

For the investigation of the reactor concept a single exothermic reaction is assumed with
parameters according to [74], see table B.1.

Table B.1.: Parameters used for the 1D pseudo-homogeneous reactor model according to [74]

ko 9.52e61/s £ 0.69

E, 69247 J/mol D le *kg/ms
Cp.g 1.1kJ/kgK (pcp),, 428.2kJ/kgK
AHpg -2040 kJ/mol

B.2. Reverse-Rlow Reactor Model

For flow reversal the convective flux need to be switched in the model, which is implemented
by sign change of the convective term, whereby £ is a parameter alternating between —1 and
1.

ow; . Ow; 0?w; -
T ) 0T . 0°T
(E(Pcp)g + (1 _6)(pcp)s) E = — h mgcp,g& + A_azz + (_AHR)r(Ci, T) (Bg)

w;(t=0,2) =w™(
T(t=0,2) =TM(z)

i=1,N, j=1

)

The BCs are similar to the SMBR and switching was implemented by conditional expressions.
In addition the discretization scheme needs to be corrected accordingly.
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B.3. The TMBR model

The TMBR model is described in section 3.1.2 and summarized below:

ow; ow; 0*w;

Epa—tl=—ugng+DF+Zvirj(ci,T) (B.10)
J

oT oT oT
(ocp),, rTi ”g(PCp)gE + ”s(PCp)sg
2T (B.11)
+Aﬁ +Z(—AHR)I‘]'(C,', T)-2hy!/Ry (T —Ty)
J

IC: wi(t=0,2)=w(2)  T(t=0,2)=T""(z) (B.12)

Appropriate boundary conditions were investigated in section 3.1.3. Usually the following
form was used:

oT .
z=0: AEIW = ug(pep)g (Tlor - 1) (B.13)
z=L:  0=uglpey)g (Tl — Tg") = uslpey)s (Tl = Tloo) (B.14)

Note that in most cases the trivial form, identical temperatures at the boundaries, works as
well. For the mass balances the BC are:

~0: in _ 1o - DO B.1

z=0: UgPg W] = UgPgWilo+ — 32 los (B.15)
6w,-

z=1L: 0= (B.16)
0z IL-

Parameters used for the investigation of the single reaction system are listed in B.1. The
conversion from solid phase velocity to switching times of an SMBR is given in section 3.1.4.

In case of a feed mixture, the parameters listed below in table B.2 were used. The simplified
the first order reaction rates (tab. 6.1) and parameters according to the experimental reactor
were considered.

Table B.2.: Parameters used in chapter 7. Heat transfer through the jacket was omitted (hy = 0) and the
inlet temperature assumed constant at 7' = 300 K.

g 1.0kg/sm? € 0.43

Es; 128.4kJ/mol E,» 111.4kJ/mol
ko 1.012-10'3 J/mol D le~*kg/ms
Cpg 1.116 kJ /kgK A 4.46-10* W/mK
AHp -1926 kJ/mol AHp, —1322kJ/mol
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B.4. Numerical Solution Method and Description of the
Hybrid System

B.4.1. Solution Method of the Dynamic Model

The reactor balances represent systems of nonlinear partial differential equations, which
have a hyperbolic character and are considered as convection dominant systems. Generally,
the balances are often discretized in order to reduce the problem for which know numerical
solvers, such as integrators and solvers for nonlinear systems of equations, are available
[197-200]. A wide spread method for the solution of partial differential equations (PDE) is the
method of lines, in which the spatial domain is discretized and the resulting system of ODE
solved using a standard integrator. The resulting stiff system of equations can be solved with
implicit or semi-implicit solvers which can unfortunately lead to a very small time stepping.
Another aspect is the increased stiffness introduced through the switching events. This is due
to the interruption of fronts and the large gradients at the boundaries occurring immediately
after the switch. Several solutions to this problems have been developed. Moving grids
can be applied which adapt the spatial resolution to the moving front position [103, 201].
Specific tools have been developed for the simulation of traveling fronts, though, demanding
a sufficient parabolic nature of the PDEs (PDEXPACK [202]); with application in [203, 204].
Also high resolution schemes based on finite volume discretization are alternatives [104, 105].
After all, selection for a specific solver is always a trade-off between required precision and an
acceptable calculation time.

Regarding appropriate calculation times for the simulation of cyclic steady states, the
choice was made for a robust difference scheme for the spatial coordinate and an efficient
integrator for stiff problems. The first order spatial gradients were approximated by an up-
wind scheme and for the second order a central difference approximation was used. Inner
grid nodes were employed for the gradient approximation of the boundary condition. The
uniform grid can is defined by:

L
j=1,...N, with Az= (B.17)
N,-2
with j being the index of the grid nodes and the approximations have the from:
O_x:x]'—xj_l 62_x:2xj_1—xj+xj+1 (B.18)
0z Az 072 Az? '
Thereby the boundaries are treated as algebraic equations, e.g.
; X2 — X1
0=(xm—x1)+ Az 0=pr—pr_1 (B.19)

Here, just the coefficients are omitted for the sake of clarity. Note that this approach need
to be considered in the space increment (eq. B.17). After discretization, the system of
PDEs is reduced to a system of differential algebraic equation. Several efficient solver are
available [205, 206].
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B.4.2. On the Solution of the Cyclic Reactor Model

In periodic systems a time dependence of the solution is introduced either autonomously
or by explicit functions. For that reason, a constant steady state cannot be attained and an
analogous cyclic steady state is usually considered. Concerning the SMBR, the period of the
system can be defined e.g. as the timespan to complete a cycle.

Typically, the periodic system will be determined by its inherent periodicity and a relaxation
on the cyclic steady state. This idea is sketched in figure B.1. The initial state is given by a state
vector x( and in subsequent cycles the states of the system (x € ") pierce a hyperplane, the
Poincaré-section, which is an object with one less the dimension of the system (X € R-1yy,
The points piercing this section are described by the Poincaré map P, with k being the index
of the subsequent periods.

Xi+1 = P(xg) k=1,2,... (B.20)

A cyclic steady state is reached in case the initial and the final states within a period coincide
in a single point of the section:

X, =Pxy) (B.21)

With x* the fixed point of the map P. Alternatively this settled state can be regarded as a
cyclic periodic orbit which is characterized by a period time. Selecting any state on this orbit
as an initial value, this initial state will be met again exactly after the characteristic period
time [135].

Often a certain tolerance is used for the deter-
mination of the cyclic steady state. For example,
the deviations between subsequent periods can
be calculated based on the norm of the state vec-
tor according to following expression.

_Pxg) — %11l
Xk+1ll1

(B.22)

If eg, the error of the k-th cycle, falls below a spe-
cific small tolerance, a sufficiently accurate ap-
proximation of cyclic steady state is achieved. Figure B.1.: Poincaré section = and periodic orbit.

Several concepts were suggested for the solu-

tion to this problem. First of all, the simulation of the complete dynamics of the process is
very common. This approach is denoted as successive substitution [207], Picard iteration [208]
or simply direct dynamic simulation [88]. The initial conditions for a new period correspond
the final conditions of the previous period (xz +1 = *k+1). In many cases the convergence is
very slow and a large number of cycles is usually needed. This becomes even more severe
for processes with very small accumulation effects as illustrate by Gorbach et al. [89] for an
adsorption process.
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Another approach is based on shooting and solving the following equation:
er=Px) —x41=0 (B.23)

with the initial profiles xg treated as depending variables. Applying Taylor series approxima-
tion a Newton-type solver could take on the following problem.

-1
Oe
0 0 k
X =x,— | —+ e (B.24)
k+1 k (Oxg) k

In contrast to the direct dynamic simulation, the final and initial states between two sub-
sequent cycles differ and a faster convergence to the cyclic steady state can be achieved.
Pictorially, the Poincaré section is not simply pierced any longer, but the emersion points are
shifted already more to the final state within the course of iteration.

In equation B.24 the Jacobian consist of the gradients of the e; with respect to the initial
states xz. This Jacobian is the bottleneck of the approach. Special algorithms have been de-
veloped to cope with the requirements of the typically large system of equation. For example
the Broyden-method [209, 210] or methods exploiting only relevant dynamic variables of the
system (RPM - recursive projection method [211, 212]).

A global discretization, meaning a space and time discretization including a periodic
boundary condition, was also investigated and applied successfully [122, 213]. This approach
is especially useful within scope of parameter continuations. Disadvantages are seen in the
computationally expensive Jacobian matrix and a proper initialization. Recently, this method
was used for the optimization in chromatographic SMB exploiting modern optimization
algorithms [214].

This work intends to investigate the SMBR by parameter studies and dynamic simulations.
For that reason the simulation environments D1vA and D1ANA were selected as they offer
a appropriate numerical framework. Specifically the parameter continuation of the forced
periodic SMBR and an efficient event handling required for the SMBR simulation are well
implemented in these tools.
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C.1. Interpretation of the Periodic Discrete-Event Dynamic
Model

This section focuses upon the features of the switched SMBR model containing a discrete-
time part for the switching events and a continuous part for the continuous front dynamics.
Such models are regarded as hybrid models and are an field of active research specifically in
control theory [215, 216].

Poincare Section

Petri net

Lot-Ot-0H]

51 P12 S2 P23 S3 P31

Figure C.1.: The switched periodic reactor can be regarded as periodic orbit piercing the Poincaré section
after a cycle completed, while jumps indicate switching events. Below the corresponding Petri net used
for a structured modeling of the controller is shown for the example of three transitions and three places
representing controller 3.

In the dynamic models the switching time corresponds to an event time at which a discon-
tinuity in the state is introduced, here due to the boundary condition. Figure C.1 shows a
sketch of a possible periodic orbit being disrupted after specific period times or switching
times, respectively. Those jumps in the system state represent the action of the on-off valves.
With this figure it is intuitively clear, that within a complete cycle arbitrary complex switching
events may be implemented. This also means, that the underlying switching times or the
number of switches are not restricted, as long as the periodic orbit comes back to its initial
state. Although this figure is not meant to provide a very strict definition in the mathematical
sense, it provides an illustrative view on the underlying dynamics.

In the lower part of figure is shown a Petri net as a corresponding modeling entity for the
hybrid model. The Petri net consist of places, transitions and directed arcs, in which the arcs
determine the pre/post connections. In this work, the places are used to assign the active
feed and product ports, and the transitions define the conditions for triggering the discrete
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switches according to a prescribed policy.

The initial place is marked with a single token. Starting from such an initial state, the
reactor is switched according to the specified control law until the same initial state of the
reactor has been reached again (in cyclic steady state). Hence, the Petri net describes a loop
of places and transitions representing the valve positions of the cyclic reactor.

Note that in the present work open-loop denotes the operation with predefined switching
times and closed-loop control is based on a feedback of temperature signals. Therefore the
transition are either parameter dependent functions in the first case or the transitions are
state dependent. Additional information about the elements and the numerical methods
available in D1vA are documented in [217].

C.2. Open-Loop Control

The Petri net for an open-loop control is based on two places, s; and s,, as well as two
transitions, #; and #,. With a given constant switching time, one option is a representation as
an explicit event. Nevertheless an implicit transitions was used in this work which allowed
parameter continuation of the switched periodic system. The transition is triggered when
the corresponding ¢-function (¢; and ¢,) becomes zero. Then the token activates the next
prescribed place.

Below, this will be explained based on a three segmented reactor. At first a position index
m is defined as

mezZ*:1,..., Neeg (C.1D)

This index is implemented in conditional statements in the boundary condition of the re-
spective reactor balances. In case m is 2, the feed position is in front of the second and the
product port at the end of the first segment, and so forth. An additional dynamic state x. is
implemented as a function depending on the switching time f,y and an parameter p,:

dx, Pe

— = C.2
dt 0,5‘ tsw ( )

The state x, alternates in the range between 0 and 1 describing a zig-zag path. This can be
achieved, if the initial state and the sign of the gradient (via p,) are periodically switched. At
the first place s; it holds that.

S1:Pei=1 Xe:=0 (C.3)
And for the second place s; following definition apply.
$2:Pei=—1 m:= mod (m, Nseg) +1 (C.4)

The modulus operator ensures that m is switched from one to Nseg and then starting from
one again. In this way, counting indexes are avoided. Finally, the two transitions are defined
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$1, P2
N

Position index m

0 - 0
o 1 2 3 4 5 6 7 8 9 0O 1 2 3 4 5 6 7 8 9
Reduced time t/tSW Reduced time tltSW

Figure C.2.: Transitions ¢ and ¢ (left) and the position index m (right) for the Petri net for open-loop
control.

as:

fipr=1-x, (C.5)
I 2 =X, (C.6)

Figure C.2 shows the ¢-functions and the index m. For this example, the index is switched
between 1 and 3 according to the three segments considered. This procedure allows a
description in which all model parts, including that of the Petri net, are independent of time.
This is an option to transfer a non-autonomous switched model in an quasi autonomous
model, allowing numerical parameter continuations in D1vA. The continuation method is
described in [72].

C.3. Closed-Loop Control

Figure C.3 shows the corresponding Petri nets used for the implementation of the three
concepts investigated. From top, controller 1, controller 2 and controller 3. These nets should
be considered as a possible solution, albeit simpler alternatives can be implemented as well.

C.3.1. Control Based on a Single Sensor (controller 1)

The first Petri net is an example to model controller 1, the control concept based on a single
thermocouple monitoring the reaction front. Five places and five transitions are employed,
though only the first transition #; is used to monitor the reactor state. The time of the front
to pass a distance of a segment is measured only in the first one, and subsequent switching
functions are triggered according to this measured switching time until the update in the
subsequent cycle. The net contains some additional variables defined by:

dires
=1 C7
ar (C.7)
dty sw Pa
— = C.8
dr 0.5t5w €8

Table C.1 summarizes the relations used.
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51 $2 %) $3 13 S4 17} S5

S1 15

—O—

S1 51 2 t 3 13

Figure C.3.: Structured Petri nets for modeling of controller, the first net represents the controller 1, the
second net to the controller consisting of two thermocouples, controller 2 and the last one represents
controller 3.

Table C.1.: Parameterization of the Petri net for controller 1.

Places Transitions
fres =0

$1:=8 pa=0 t2: @) =Ta(t) = Tan
m= mod (m, Nseg) + 1
Isw = Ires

S9 1= 14 Pa=1 b3:p(t)=1-thsw
Insw=0
m= mod (m, Nseg) + 1

S3:= {pa =-1 13,41 Q1) = thsw
Pa=1

$4:=% thew=0 L5: (1) =1— tpsw
m= mod (m, Nseg) + 1
Pa=-11

§5:=% thsw=0 15,1 : (1) = tpsw
m= mod (m, Nseg) + 1
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C.3.2. Control Based on the Leading Thermal Front (controller 2)

The second concept triggers the events by monitoring the leading thermal front. Though
for the start up phase it is required to observe the reaction front because of the absence of a
sufficiently steep thermal front. Subsequent events are triggered according to the switching
time estimated in the first period. When the initial phase is reached, depending on the
threshold for the two sensors a decision is made, which front is used for measuring of the
switching times.

Table C.2.: Parameterization of the Petri net for the control of the dispersive front, controller 2.

Places Transitions
lies =0
$1: =4 pa=0
m= mod (m, Nseg) +1
Lsw = lres
Pa=1
$2 1= 4 Ls:(t)= 1_th,sw
th,sw =0

m= mod (m, Nseg) +1

Lsw = lres

s3:=+% Pa=1 L3 @) =1-thew
th,sw =0
m= mod (m, Nseg) + 1

S4:={pa=—1 134:9() = thsw
Pa=1

S5:=14 psw=0 ta5: () =1—thsw
m= mod (m, Nseg) + 1

Sg:= {pa:—l I51: () = Ihsw

Additional help variables are defined as:

dtres
—=1 C.9
ar (C.9)
dtpsw Pa
T2 C.10
dt 0.5ty (C.10)
And the transition functions, which did not fit in the table are given below:
Ta(®)-T if R=1)nN(Tp—-1T >0
(,01,2(1') _ A(t) A,sp ( )N (1B B,sp) (C.11)
0 else
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(,01,3(1‘) _ {—(TB(I) - TB,sp +1) if R=1)Nn(Tg—- TB,sp <0)N(Tyq— TA,sp <0) (C.12)
0 else
—(Tg(t) =T, if R=2 Tg—T, <0
%4(0:{ (Tg(t) = Tpsp) if  (R=2)N(Tp— Tpep) < C13)
0 else

C.3.3. Control Based on the Reaction Front in each Segment (controller
3)

A third version proposed in this work controls the switching events using a sensor at the end
of each reactor segment. The three segmented reactor is modeled by three places and three
transitions. Throughout this work the set-point in each segment is the same. As an alternative

Table C.3.: Parameterization of the Petri net for controller 3

Places Transitions

§1:= {m = mod (m, Ngeg) + 1 P12(0) =Ta—Tasp
Sp = {m = mod (m, Nseg) + 1 @23(1)=Tg—Tpsp
$3 1= {m = mod (m, Nseg) +1 @31(0) =Tc—Tcsp

only two places according to the Petri net below can be used.

® O

S1 $2

$2,1
Figure C.4.: Alternative Petri net for controller 3

This net is set up using the following expressions:

S1=8y:= {m = mod (m, Nseg) + 1 (C.14)
m=1 TA - TA,sp
P12=P21:=q4m=2 Tp—Tpsp (C.15)
m = 3 TC - TC,sp

The Petri net approach fosters a systematical development of reactor control concepts. Ex-
tension to incorporate additional control loops, i.e. combined with PI control, is possible.
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C.4. Reactor Control for Mixtures

C.4.1. Open-Loop Reactor Control

The analysis of the TMBR model in chapter 7 has revealed the existence of two different
reaction fronts in the binary mixture. As long as there exists a single isola, the quality of the
temperature front does not change compared to the single component system. However,
in case of a solution branch consisting of more than two limit points, also inflection points
in the TMBR temperature profiles can emerge. This applies for the case of distinct isola, as
shown with the profiles in figure 7.1 corresponding to the isola in 7.2.

Tt = 1200 K T = 600 K

Temperature T, K
Temperature T, K
(=2}

o
o

Conversion X, -
Conversion X, —

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Reactor length LR ,zIL Reactor length LR ,zIL

Figure C.5.: Open-loop SMBR profiles in case the feed is in front of the first segment. Black lines for
conversion of the first, and blue for the second component. (A T:(“ilx =30K,y=1.0,a=0.5, 0 = 1le4, left

Tinit = 1200k, right Tt = 600K).

In case of the SMBR, different temperature fronts appear as the kinetic selectivity o be-
comes very large. This is shown for o = 1e4 in figure C.5. Two cases are considered, an
initial temperature of 7™ 1200 K and of 600 K (the calculations have been performed with a
reduced accuracy for an efficient assessment of possible options for SMBR control).

The reaction fronts correspond the steady state approximation with the TMBR model
(figure 7.1). The front with the smaller reaction rate is faster. At approximately the ignition
temperature of second reaction, the temperature front shows a kink. At this temperature
the second, faster reaction front proceeds with a faster temperature front as well. Thus, two
reaction fronts can occur.

In case a too small initial temperature has been selected, for instance 600 K below the igni-
tion temperature of the second reaction, only the first reaction goes to completion. Thereby
only a single temperature front, but two reaction fronts appear. The single temperature front
is faster than in the mixture. The reaction front of the second reaction attains values up to
only 3 % conversion. This means, that in case of distinct isola, it mainly depends on the initial
temperature whether the high or low temperature isola is attained. This qualitative picture
was already discussed in scope of the formation of distinct isola as the fraction a is changed
(section 7.2, 7.3). There it was already shown that the low temperature isola is accompanied
by reduced conversion of the second component similar to the SMBR.
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Figure C.6.: Closed-loop control of the SMBR based on controller 3. Black lines for conversion of the first,
and blue for the second component. (AT 3* =30K, a =0.5, 0 = le4, left TS€t = 310K, right 75" = 450K).

C.4.2. Closed-Loop Reactor Control
C.4.2.1. Control Based on Reaction Front

The controller based on the reaction front, controller 3 in this work, was investigated for the
mixture. At first, a large preheating temperature of 1200 K was selected and the applicable
set-points determined.

Examples for two different set-points are illustrated in figure C.6. As a guide for the eyes the
temperature front at 1/3 of the reactor length is monitored for the switch. For the set-point
of 350 K both reaction fronts exhibit complete conversion and the maximum temperature
correspond approximately to solution branch of the high temperature isola. If the set-point
is at 450K, the conversion of the second component is still maintained. Though beyond,
the set-point would violate the limit set by the ignition temperature of the first reaction
as shown for the single component system. This also applies for the mixture studied. An
explanation is, analogous to the single reaction (see figure 5.7), that the set-point selected
is responsible for the switching time of the controller being associated with a value of the
stable isola branch. In case of smaller set-points, a solution at larger flow rate ratios and vice
versa, are obtained. Since in the mixture were identified single or distinct isola, which do not
increase in y compared to single component, but rather in the maximum temperature, it is
not expected to find larger domains of the set-points for stable ignited states. This means, that
unless the total feed concentration is increased and the domain in y enlarged, the domain of
set-points will not be favorable for processing mixtures.

Similar to the open-loop control the initial temperature decides about the conversion of
the second component and the maximum reactor temperature attained. Disturbances in the
feed composition can therefore not always be handled, because the transition regime of the
isola split may be traversed. As a consequence, only complete conversion of the first, but not
always conversion of the second component can be guaranteed with controller 3. Advanced
control concepts should be investigated for these cases.
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Figure C.7.: Closed-loop control of the SMBR based on controller 3. Black lines for conversion of the first,
and blue for the second component. (AT 3* =30 K, a =0.5, 0 = le4, left T5¢t = 350 K, right T5¢t = 450K).

C.4.2.2. Observation of the Leading Thermal Front

An alternative is the observation of the leading thermal front using controller 2 as suggested
in chapter 5. The concept was modified to a window of observation of only a single switching
period to speed up the relaxation onto the cyclic steady state.

Within the start-up phase the sensor for the reaction front is ruling. After several switches,
the second sensor becomes active and determines the adjusted switching times. Therefore it
is the set-point for the leading thermal front determining dynamics and front positions at
switching events.

Figure C.7 illustrates two selected set-points for the leading thermal front. This time, the
point of observation is at the end of the reactor cascade.

The influence of the set-points is seen in the front positions. A smaller set-point shifts
the reaction fronts to the reactor inlet. Thereby the smallest possible set-point was found
to be 350 K, below extinctions occurs. Increasing the set-point yields larger switching times
and thus greater time spans for the fronts to travel. The largest set-point is limited by ap-
proximately the ignition temperature of the first component. The set-point for the reaction
front is limited between the second set-point and approximately the maximum temperature
or the preheating temperature. With proper set-points selected the controller can handle
mixtures and ensures complete conversion similar to the controller 3. Again, fluctuations
in the fraction may lead to an operation at the low temperature isola with corresponding
reduced conversion of the second component.

C.4.3. Discussion of Concepts and Summary

Open and closed-loop control for SMBR was investigated for the case of feed mixtures with
significantly different reaction rates. It turns out, that distinct reaction fronts can occur which
can become challenging regarding control concepts. A faster reaction front can form at high
temperatures.
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C. Controller Implementation and Specifications

Control based on the reaction front (controller 3) may fail to capture both fronts due to
the temperature set-points below the base point of the fast reaction front. In such cases the
controller is unable to notice the presence of the fast front and conversion of the second, less
oxidizable component cannot be achieved.

As an alternative, the control based on the leading thermal front (controller 2) was exam-
ined. For the faster reaction fronts, the single thermal front will still be leading and thus
appropriate for observation. However, the domain of feasible set-points is narrow and should
be identified carefully.

Further research is needed, in particular for control of fluctuations in the mixture. This
is due to the existence of single isola of low temperature in case the feed is deficient of the
less oxidizable component. This requires to restore high temperature ignited states from
intermediate ignited states, which seems to be a problem in case of distinct isola. Such
extreme cases requires a priori knowledge about the reaction system and the number of
available isola. Then, either actions to affect the distinct isola, e.g. unify them by co-feeding
of a component with intermediate reactivity, or by higher inlet concentrations to at least
reach the transition domain. This can help to recover a high temperature reactor state.
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D. Reactor Model used for Comparison
with Experiments

Fixed-bed reactor models differ much in the degree of complexity of the physics involved,
and correspondingly in the efforts for parameterization. A well established classification for
continuum models is the one by Froment et al. [66] providing an instructive picture of the
implemented phases and dimensions. Typically the models are distinguished whether they
consider a single pseudo-homogeneous phase or heterogeneous phases and with respect to
the spatial resolution in only a single axial or additionally in the radial direction. Furthermore,
velocity profiles and intra particle resistances can be considered.

The choice was made for the one dimensional pseudo-homogeneous model, similar to the
model used in the theoretical parts. In addition, a wall balance was considered to represent
better the heat conduction observed in the experiments. In this section, the model is derived
and the parameters listed as used for the simulations presented in the experimental chapter.

D.1. Reactor Model

The following derivations are based on the control volume of a fixed-bed and a reactor wall
as illustrated in figure D.1.

Ay Agm

Figure D.1.: Control volume of the one dimensional reactor model.

Assumptions:

m The fixed-bed is represented by a pseudo-homogeneous phase neglecting interphase
transport limitations and radial gradients. Such a model can be regarded as an effective
reactor model typically used for dynamic simulations [66].

» The superficial velocity is a reduced interstitial velocity according to ug = eug with a
constant void fraction €.
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D. Reactor Model used for Comparison with Experiments

m The model accounts for a heat flux ¢ across the jacket. The reactor jacket is modeled
to represent heat conduction, accumulation and heat transfer to the surrounding.

m The pressure drop is omitted in the model, but was considered for the identification of
the void fraction based on experiments.

m Due to the large temperature fluctuation, changes in the density affect the local gas
phase velocities. The gas is assumed to be incompressible and volume changes due to
reaction are omitted.

m Ideal gas law applies due to the pressure close to ambient conditions and the dilution
of the reactants.

The density of the gas and the concentration of the chemical species can be expressed as

M
P wPe (D.1)
RgT .

1

Pg
The density is based on air and varies locally according to the temperature fronts. The local

concentrations, as implemented in the rate law, thus, depend on the mass fractions and the
local density.

D.1.1. Continuity Equation

Continuity of the gas phase in the control volume AV = £ A;Az is considered [96]. Expansion
in a Taylor series leads to the following balances:

0 * * a(Epgug)
a(sAqupg) = (squgug)Z - (Equgug)z+Az = —a—ZAqu (D.2)
d(pg) 0(pg u;)
—— D.3
“or T oz -3
0(pg)  0(pgy)
=— D.4
ot 9z D4
Assuming incompressibility yields:
dlepg)  Olepu®)g
=— =0 D.5
ot 0z (D-5)
i g . :
Ug(2) = Interstitial velocity (D.6)
epg(2)
g . .
ug(z) = Superficial velocity (D.7)
g(2)
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D. Reactor Model used for Comparison with Experiments

D.1.2. Material Balance

The material balance for a species i is defined by:

ep ow; " Owi+ 0 (p D awi)+Mp Y viiri(ei T)
g7, = Mg+ |Pgli—— iPp 2 Vijrj(Ci,
ot 0z 0z 0z i (D.8)
i=1,...N;
and corresponding initial and boundary conditions according to [100] read:
wilz,t=0=w  i=1,..N, (D.9)
it W™ = g Wil peo — po Dy LY (D.10)
8&™i g Wilz=0 gli 9z |z-0 R
ow; .
=0 i=1,...N, (D.11)
0z lz=L

The species diffusion is replaced by an effective diffusion coefficient valid for all species [66].

D.1.3. Thermal Energy Balance

The differential balance of the control volume has a general form:
(e(pcp)g+ (1 £)(C))aT— ¢ m6T+6(A6T)
Prls Per’s) 5 =7 e 52 T a2\ 0z

o (D.12)
+q" +ppY (AHR)jrj(ci, T)
J

incorporating the heat flux related to the control volume §" as defined by a specific heat
transfer area a"’:

q" =g¢%a" (D.13)

The area can be derived from the control volume:

aV _ AA _ UlAZ _ 271'R1 _ 2 (D.14)
VAV AgAz n(R?) R :

Assuming a linear driving force for the heat flux between the reactor temperature T and its
surrounding Ty yields the balance:

oT _

(e(oeplg+ (1=)pcp)s) 5 == Cpgig——+——|1——

2y
Ry

orT o0 (, 0T
%)

(D.15)

+—=(Ty—T)+ppY_ (AHR);ri(c;, T)
J
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D. Reactor Model used for Comparison with Experiments

With corresponding initial and boundary conditions:

T(z,t=0)=Tnt (D.16)

- oT oT
TgCp g T™ = 1igCp g Tlz=0 — A— -
glpg gCpg Tlz=0 0 02z

=0 D.17
3z (D.17)

z=L

hw is the heat transfer coefficient accounting for heat transfer resistances due to the two
boundary layers and due to heat conduction through the jacket. An effective axial heat
conductivity, A depends on the properties of the system and on the superficial gas phase
velocity. In addition the wall balance is included, which is sometimes recommended in the
case of wall cooled reactors [218].

D.1.4. Reactor Jacket

The balance for the differential volume AV), = A; mAz of the reactor jacket is:

Ag A — = Ay Az — | Am— || + Ag MA - D.18
aMAzZ(pCcp) M Y .M Z(Oz ( M5 )) aM z(q) -4y ) ( )
Heat transfer takes place via heat conduction in the axial direction and transport from inside

the fixed-bed, qY , to the surrounding, q;/ , with the heat transfer areas:

v AAy U Az 21 Ry 2R,

al = - == (D.19)

AVy  AguAz  m(R2-R3) (R:-R?)

U, A 2R
al = —2 Z _ . 22 (D.20)
AgmAz  (R2—R%)
The energy balance of the jacket reads:

_— /1 — |+ . - D.21
(pep)u— az( M~ |+ 4i ~da (D.21)

The reactor balance is modified to account for the heat flux to the jacket with the heat transfer
coefficient a; according to:

oT . 0T o0 (,0T
(s(pcp)g+(1—£)(pcp)g)a=—cp,gmg£+&( &)

2a7
+ o (T =T) +ppy (AHR)jrj(ci, T)
1 J

(D.22)

Boundary conditions of equation D.17 apply here as well. The energy balance of the jacked
finally reads:

ey O _ 0 2R,
PeIM™ = 52

A)—F——~
(RS — R%)

(/IM - —IRZ) (T - Tap) + (Ty-Tw)  (D.23)

0z s :
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With boundary conditions:

0Ty
0z

0Ty

=0 D.24
z=0 0z ( )

z=L

D.1.5. Valves

The valves are included in the model to account for local heat sinks. In this respect, the first
approach considered is to lump all effects resulting from the reactor connections, valves and
pipings, in a single energy balance:

dT . . .
Vilpeplng. = Velpep)g(T" = Ti) + Qu (D.25)

The energy transport through the valve (index /) is determined by the heat capacity of the
gas, a lumped capacitance and a heat flow to the surroundings, Q. Pressure-volume work
and pressure drop are neglected. For a volume specific form and a linear driving force for the
heat flux, the energy balance is represented by:

dr, v, . .
PepIn—t = L (pep) g (T = Ty) + 4" (D.26)
dr Vi
= Lh'g Cpg(T" =Ty +apal (T, - Ty)  1C: Ty(t=0)=TM  (D27)
h

o . M .
The mass flow density is assumed to be constant, rip, g = ﬁ For the case that no reaction

h :

takes place the mass fractions remain unchanged, 0 = wi.n — w;. The parameters for the
apparent valve properties are estimates based on steel and the geometries of the setup.

D.1.6. Structured Modeling of Periodic Reactor

The model parts are organized in the modeling framework PROMOT [219] and structured
as illustrated in figure D.2. As a central element, the controller unit is connected with the
two fixed-beds, the incoming feed and a product sink, as well as to the valves. The mate-
rial and energy fluxes are connecting feed with the product via the fixed-beds, while the
switching is organized by a Petri-net implemented in the controller (see appendix C for
specifications). Temperature feedback for the closed-loop control is realized by temperature
signals connected from each reactor unit to the controller unit.

D.2. TMBR Model

The TMBR model used for the comparison with experiments 6.13 also accounts for the heat
losses through the reactor jacket.

ow; . 0w Dazwi Mipy Y vijrici ) (D.28)
gy = Mgy *P Gz tMim Eviri |
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Figure D.2.: Structured reactor model consisting of fixed-bed reactors, switching valves and a controller.

. in . ow; ow; .
Mgw;" = MgWilz=0 — D 52 o’ EZ—LZO’ i=1,...N,
For the reactor jacket:
(ocy) OTm _ aZTM+a 2Rt ar—2 (T - Tap)
PPIM g =M g T e gy T M T g gy T M
aTM _ OTM _
0z Z:O_ 0z z:L_

The fixed-bed energy balance:

2
(elpep)g+ (L —8)(pep)s) or _ (—cp,gritg + (pcp)sus) =— + /la—T
ot ' 0z 0z
2a;
+ == (T =T) +pp Y (AHR)jri(ci, T)
1 J

T(z=0)=T(z=Lg)=T"

D.3. Parameterization

(D.29)

(D.30)

(D.31)

(D.32)

(D.33)

The transport parameters are obtained from known correlations. Measurements of the heat

capacities have been performed for the catalyst and the steel.

D.3.1. Physical Properties

The physical values presented here are required for the correlations of heat and mass transport

properties.
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D.3.1.1. Gas Phase

The gas phase is composed of air (L), ethylene (1), and propene (2) with a constant oxygen
content corresponding to that of air. The molar masses are:

M =28.9644g/mol M; =28.05g/mol M, =42.08 g/mol (D.34)

The molecular diffusion coefficients calculated according the Fuller with diffusion volumes
of 19.7 for air, 41.04 ethene and 61.56 propene [220].

Viscosity The dynamic viscosity for air is calculated based on mixing rules suggested by
Wilke [220] and substituted by a polynomial valid for the temperature range 0 — 800 °C:

n=-1.43-10"°T2+5.51296-10"2T +4.123144 (D.35)

in pPas with temperature T in Kelvin.

Heat Capacity The following polynomial based on air mixture was used to represent the
heat capacity of air in the range of 0 — 800 °C (alternatively [221])

Cp.g =8.331059-1078 72 +8.551957988- 10> T +9.800184093- 10" (D.36)

in kJ/kg K with temperature T in unit Kelvin.

Heat Conduction The following polynomial based on air mixture valid for the range
0-800 °C was used.

Ag=-1.3377-10"7T%+6.3662-10°T +8.12-10° (D.37)

in W/mK with temperature T in unit Kelvin.

D.3.1.2. Physical Properties of Solids

Heat Capacities A thermal DSC analyzer ( TG-DSC 111, Setaram) used to determine the
temperature dependent heat capacity of steel and the calorimeter (C80 Evolution, Setaram)
for the catalyst CuCrOy/Al,O3 as well as a- Al, Os. The results are illustrated in figure D.3.
The CuCrOy/Al, O3 catalyst heat capacity increases with the temperature. Repeated mea-
surements confirmed this trend and for modeling, to account for the larger operating temper-
ature, a value of 1.3 kJ/kgK has been selected. The heat capacity for @ — Al» O3 is documented

Table D.1.: Densities and heat capacities of solids

Density p kg/m3 Heat capacity ¢, kJ/kgK
CuCrOy/Al, O3 Catalyst 1155 ~1.5
a—-AlLO3 3980 = 1.0
Steel 1.428 7900 0.5

as well. The results shown slightly smaller values compared to the CuCrOy/Al»Os .
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Figure D.3.: Heat capacities of solids.

For steel (1.4128) a well known heat capacities were determined for the temperature range
with approximately 0.5 kJ/kgK, a result which is in good agreement with the literature [220].
The selected values are listed with the corresponding densities in table D.1.

Heat Conductivity For the steel 1.4828 the heat conductivity is in the range of 12 to
22 W/mK and can be represented by the following linear equation (based on data in [220]):

Am =0.0154T +8,5 W/mK (D.38)

with temperature T in Kelvin.

The heat conductivity of the catalyst Ax was assumed to be 5,4 W/mK. However, this
assumption is not very precise and can vary by approximate 10 % due to active species and
uncertainties in the quality of the bulk material.

D.3.2. Axial Transport

The problem with the one-dimensional model is, that it is not representative for larger
experimental data sets recorded for the purpose of parameterization of the heat transfer
problem, which are valid for steady-state problems often in absence of chemical reactions.
In this respect, the one-dimensional model is typically used for basic design and evaluation
of control concepts. The parameterization suggested here therefore applies only to the
experimental findings in this work.

D.3.2.1. Heat Conductivity

The axial conductivity is an effective value which accounts for an axial and an radial por-
tion [66]. Despite a fair number of publications dealing with the standard model (pseudo-
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homogeneous, axial and radial resolution) only little systematic studies are known for effective
models. Vortmeyer et al. [222] suggested an effective heat conductivity explained with the
derived equivalence condition for the heterogeneous model and the pseudo-homogeneous
model.

. 2
(Mmgcp,g)

Aefi= (1 —&)As+ (D.39)

apQp
With a, the interface heat transfer coefficient and a, the specific interface area between the
two phases considered in the heterogeneous model.

The axial heat conductivity for the corresponding standard model can be calculated ac-
cording to Zehner, Bauer, Schliinder as documented in VDI-GVC [220, Mh 1-15]:

, Kix=2 (D.40)

The axial heat conductivity depends linearly on the Peclet number with the corresponding
heat conductivity kpeq of the specific heat conduction at stagnant flow conditions [220]. This
value accounts for several factors, such as heat radiation, geometry and properties of the gas
and the solid.

D.3.2.2. Radial Heat Conductivity

The radial heat conductivity is required for the estimation of the wall heat transfer [220]:

A Pe up(pcplgd
2 hped 2 pey = —0PpIs %

, K, =8 D.41
7 X i ; (D.41)

Again, a linear dependence on the Peclet number is assumed, but the slope is somewhat
smaller compared to the axial heat conduction.

D.3.2.3. Effective Axial Mass Dispersion

Effective axial dispersion can be described by the following relation assuming averaged and
space independent values of the molecular dispersion of the species present in the gas phase
and of the gas velocity [220, 223]:
D D Pe
Zax _ bed 4+ -0 (D.42)
Dm Dm  Kax
In equation (D.42) the first term on the RHS accounts for the situation stagnant conditions,
which can be obtain from the porosity of the fixed-bed and the molecular diffusion [220]:

D
bed _ 1 _Vi-e (D.43)
Dy,
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In the second term of equation (D.42), Pe, is the mass Peclet number defined by:

Pey = (D.44)

Axial mass dispersion in fixed-beds is determined by several factors. Under stagnant con-
ditions the dispersion takes place in the gas phase by molecular diffusion of the individual
species [224]. Under flow the molecular dispersion is superimposed by local velocity distribu-
tion consisting of eddy dispersion, transversal mixing and flow through bypasses.

Moreover, the correlations are actually valid only for the steady state simulations and being
applied in within the standard model. For industrial applications, however, the axial mass
dispersion is often neglected in one dimensional models [66].

D.3.3. Heat Transfer Through the Reactor Jacket

Heat transfer to the wall has always been considered within the scope of axial and radial heat
transport problems in fixed-beds. The heat flux involved has a radial direction to the wall and
is inherently connected with the radial heat conduction with inside the fixed-bed [66, 225].
Using the standard model, two different approaches are well known: In the first case, the so
call ay-model, a boundary condition of the third kind is employed inducing temperature
jump similar to contact resistances between two solid phases [226]. The alternative approach,
the A,-model avoids jump conditions [225].

Despite of the well developed standard model, in the effective model the wall heat transfer is
represented by a linear driving force and an overall wall heat transfer coefficient a;. Typically
this effective coefficient is the sum of the transfer resistance to the wall and the resistance in
the bed. For special cases based on the analysis of the standard model, analytical expressions
are available, for instance for a constant heat flux at the boundary [66, 226].

1 1 R

a1 a aw 4/1,-

(D.45)

In equation (D.45) the first term on the RHS is the wall resistance and the second the inner
resistance accounting for the radial heat conduction and the reactor radius.

The heat transfer to the wall is a local property described by a,,, which should be distin-
guished from the overall heat transfer coefficient h,, [223] used for the parameterization of
the correlation. The corresponding Nusselt number for the heat transfer problem is defined
by:

aydp
Ag

Nuy = (D.46)
At the beginning the correlations were only depending on the particle Reynolds number, for
instance Yagi et al. [227], Li et al. [228]. Recently, a correlation was published accounting for
radial heat conduction [229]. A comparison is given by [230]. The correlation by De Wasch
et al. [231] was applied in this work since it is closest to the experimental system. However,
significant differences in the correlations are found. Moreover, the uncertainties of this
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approach are seen in the simplified analytical equation (D.45), which is restricted to steady
state balances and a constant wall heat flux. Another cause of error is the presence of chemical
reactions which cause inhomogeneous heat fluxes.

This work attempts to include the reactor wall balance to represent better the heat conduc-
tion in the fixed-bed. For that reason, the radial heat flux to the surrounding is determined
by the second heat transfer coefficient a» in equation (D.23). Several correlations exist for
the defined geometries and materials and would also apply for the complex geometry [220],
nevertheless, this parameter was finally treated as an unknown and fitted in order to describe
all experiments.

D.3.4. Correlation for Pressure Drop

The Ergun-equation was used to relate pressure drop and gas phase velocity, which was used
to determine the void fractions of the fixed-beds reactors [220]:

op (1-¢)? n (1-¢) pg ,
&:150 3 d—%ug+1.75 = —pug (D.47)
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D.3.5. Listing of Parameters

Table D.2.: Parameters of power law kinetics of ethene and propene on CuCrOx/Al, O3 catalyst

k() Ea a
moll_”‘/(kgs 1o kJ/mol
Ethene 5.131-10° 116.5 0.689
Propene 8.672-101° 135.3 0.292
ko E,
1/(kgs) kJ/mol
Ethene 2.947-10%° 111.4
Propene 1.012-10"3 128.4
Table D.3.: Parameters of the experimental system
€ 0.450 mean void fraction
CK 1.5 kJ/kgK heat capacity catalyst
PK 1190 kg/m3 density catalyst
Pw 7900 kg/m3 density steel
Aax 0.7 W/mK axial heat conductivity of fixed-bed
Aw 15W/mK heat conductivity of reactor wall
a 0.006 kW/m?2K heat transfer
a 0.0101 kW/m?K heat transfer valve
(pCp)n 4500 kJ/kgK heat capacity
Ty 298K ambient temperature
Lgeg 0.45m reactor length
D1 seg 0.0212m inner diameter
D5 seg 0.0254 m outer diameter
dp 0.001 m particle diameter
M; 0.02896 kg/mol molar mass air
M, 0.02805 kg/mol molar mass ethene
M, 0.04208 kg/mol molar mass propene
AHp; —1926 kJ/mol reaction enthalpy propene oxidation
AHpg > —1322kJ/mol reaction enthalpy ethene oxidation
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