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Zusammenfassung

Die  mathematische  Modellierung  ist  ein  unverzichtbares  Werkzeug  für  den  Entwurf 
chemischer Prozesse. Sowohl bei der Auslegung etablierter Prozesse als auch bei der 
Entwicklung neuer Systeme werden Modelle für eine große Vielfalt von Anwendungen 
benötigt.  Da  jede  Anwendung  individuelle  Forderungen  an  die  zu  verwendenden 
Modelle stellt, ist ein ähnlich breites Spektrum an Modellen für die Entwicklung eines 
Prozesses notwendig. Die Herleitung, Implementierung und Validierung dieser Modelle 
bedeutet einen nicht zu unterschätzenden Aufwand.

Der  Fokus  der  chemischen  Prozessentwicklung  hat  sich  in  den  letzten  beiden 
Jahrzehnten  zu  Systemen verlagert,  die  ein  hohes  Maß an  Komplexität  aufweisen. 
Diese  Komplexität  kann  zum  Beispiel  auf  die  Integration  mehrerer  Prozesse,  auf 
inhärent dynamischen Betrieb oder auf die Realisierung einer gezielten Prozessführung 
zurückzuführen  sein.  Einerseits  ist  die  Entwicklung  solcher  Systeme ohne  die  Hilfe 
mathematischer  Modellierung  nicht  denkbar.  Andererseits  steigt  aber  der 
Modellierungsaufwand  mit  der  Komplexität  der  Systeme.  Hinzu  kommt  eine  immer 
stärker  werdende  Integration  von  unterschiedlichen  Größen-  und  Zeitskalen  im 
Prozessentwurf,  beispielsweise  wenn  das  Reaktorverhalten  mit  Hilfe  der 
Mikrostrukturierung  des  Katalysators  optimiert  werden  soll.  Dies  erfordert  die 
Verknüpfung von Modellen auf verschiedenen Größenskalen.

Eine  sinnvolle  Strategie  zur  effizienten  Modellierung  komplexer  Systeme  stellen 
Modellhierarchien  dar.  Deren  grundlegende  Idee  ist,  Modelle  für  unterschiedliche 
Verwendungszwecke nicht unabhängig von einander zu erstellen, sondern mit Hilfe von 
Methoden der Modellreduktion von einander abzuleiten. Auf diese Weise wird nicht nur 
der  Modellierungsaufwand  verringert,  sondern  darüber  hinaus  hängen  die 
resultierenden Modelle zusammen, da sie auf ähnlichen Annahmen basieren. Dadurch 
können  Ergebnisse,  die  mit  einem  Modell  erzielt  werden,  auf  andere  Modelle  der 
gleichen Hierarchie übertragen werden. In der vorliegenden Arbeit wird das Konzept der 
Modellhierarchien angewendet, um Modelle für den Entwurf von vier unterschiedlichen 
Prozessen zu entwickeln.

Die Modellhierarchie für den zyklischen Wassergas-Shiftreaktor (Cyclic Water Gas Shift 
Reactor,  CWGSR)  umfasst  drei  unterschiedliche  Modelle.  Ausgehend  vom 
Referenzmodell  werden  die  anderen  beiden  Modelle  durch  zusätzliche  Annahmen 
hinsichtlich des Reaktionssystems beziehungsweise der Reaktionsrate hergeleitet. Sie 
decken  ein  breites  Spektrum  an  Einsatzzwecken  ab.  Das  Einzelreaktionsmodell 
ermöglicht  grundlegende Entscheidungen im Entwurfsprozess,  etwa zur  Umkehr der 
Strömungsrichtung  oder  zur  ungefähren  Phasendauer  dieses  zyklischen  Prozesses. 
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Das Frontenmodell stellt ausgehend von den Befunden des Einzelreaktionsmodells den 
isothermen  Grenzfall  unter  chemischen  Gleichgewichtsbedingungen  dar.  Aufgrund 
seiner  mathematisch  sehr  einfachen  Struktur  eignet  es  sich  hervorragend  zur 
Abschätzung maximal erreichbarer Leistungsparameter des CWGSR unter gegebenen 
Randbedingungen  und  zur  Identifikation  sinnvoller  Fenster  von  Betriebsparametern. 
Das Referenzmodell stellt die detaillierteste Stufe in dieser Modellhierarchie dar und ist 
zur  Optimierung  von  Betriebs-  und  Auslegungsparametern,  zur  Entwicklung  von 
Wärmeintegrationskonzepten und Anfahrstrategien geeignet. Diese Modellhierarchie ist 
auch auf ähnliche, zyklisch betriebene reaktive Festbettreaktoren übertragbar.

Der  systematische  Entwurf  strukturierter  Reaktoren,  insbesondere  solche  mit 
geordneten Strukturen, ist der Mittelpunkt der zweiten Modellhierarchie. Diese umfasst 
drei  Modelle,  welche den Prozess auf  unterschiedlichen Größenskalen  beschreiben. 
Das Detailmodell  spiegelt  die Phänomene in den wiederkehrenden Struktureinheiten 
des Reaktors wider. Die mit diesem Modell ermittelten Parameter finden unter anderem 
direkte Verwendung im Zonenmodell,  welches ausgehend von den Ergebnissen des 
Detailmodells von diesem mit Hilfe physikalisch-chemischer Vereinfachungen abgeleitet 
wurde. Mit dem Zonenmodell können Entscheidungen auf der Reaktorskala getroffen 
werden,  wie  beispielsweise  die  gestufte  Anordnung  unterschiedlicher  Strukturen  im 
Reaktor. Das dritte Modell in der Hierarchie, das Phasenmodell, wird durch zusätzliche 
Annahmen und mathematische Mittelungsmethoden von dem Zonenmodell abgeleitet. 
Es ermöglicht die modellbasierte Auslegung der Integration des strukturierten Reaktors 
mit  anderen Einheiten. In dieser Arbeit  werden Anwendungen aller drei  Modelle am 
Beispiel eines Indirekten Internen Reformierungsreaktors (IIR) vorgestellt.

Der optimale Entwurf von Temperaturprogrammierten Reduktionsexperimenten (TPR) 
ist  Gegenstand  der  dritten  Modellhierarchie.  Da  es  sich  bei  TPR  um  dynamische 
Versuche  handelt,  führt  diese  Aufgabe  zu  Optimalsteuerungsproblemen.  Die 
numerische  Lösung  dieser  Probleme  ist  nicht  trivial  und  erfordert  daher 
Expertenwissen.  Allerdings  weisen  die  optimalen  Kontrollprofile  für  unterschiedliche 
Parameterkombinationen starke Ähnlichkeiten auf. Darauf basierend werden in dieser 
Arbeit  reduzierte  Optimalsteuerungsprobleme  mit  deutlich  weniger  Freiheitsgraden 
entworfen. Die Reduktion geht in diesem Fall darauf zurück, dass die Kontrollprofile als 
abschnittweise  konstant  definiert  werden.  Die  Ergebnisse  der  reduzierten  Probleme 
stimmen gut mit denen der vollständigen Probleme überein und lassen sich darüber 
hinaus zuverlässig, schnell und weitgehend automatisiert lösen.

Die stoffliche Integration von Brennstoffaufschluß und Hochtemperaturbrennstoffzelle in 
Kraftwerkssystemen steht im Mittelpunkt der vierten Modellhierarchie. Dabei geht es um 
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die Idee,  Anodenabgase zurückzuführen und als Oxidationsmittel  im Reformierungs- 
oder Vergasungsprozess einzusetzen. Die Machbarkeit dieses Konzepts wurde mittels 
zweier  verschiedener  Modellsätze  untersucht.  Mit  Hilfe  von  Modellen,  die  im 
Wesentlichen auf Gleichgewichtsannahmen beruhen und zudem Kohlenstoffablagerung 
und  systemweite  Wärmeintegration  berücksichtigen,  wurden  geeignete 
Rückführungsverhältnisse  ermittelt.  Sie  deuten  darauf  hin,  dass  das  Konzept 
insbesondere  für  Brennstoffzellen  mit  hohen  Temperaturen  wie  der  SOFC  für  ein 
breites  Spektrum  an  Brennstoffen  funktioniert.  Das  reduzierte  Modell  geht  von 
stöchiometrischen  Einsatzverhältnissen  und  Umsätzen  aus.  Es  stimmt  für  SOFC-
Systeme sehr gut mit dem komplexeren Gleichgewichtsmodell überein und erlaubt eine 
Abschätzung  der  notwendigen  Rückführungsraten  mit  Hilfe  einer  einzigen 
algebraischen Gleichung.

Die  in  dieser  Arbeit  gezeigten  Modellhierarchien  sind  Beispiele  für  die  Entwicklung 
physikalisch-chemisch  motivierter  Modelle  mit  einer  klaren  Anwendungsorientierung. 
Die Verwendungszwecke der Modelle sind klar definiert und von einander abgegrenzt. 
Die Kompatibilität der Modelle wird durch die Übertragung von Ergebnissen innerhalb 
einer  Hierarchie  in  mehreren  Beispielen  belegt.  Die  meisten  der  Methoden  zur 
Modellreduktion,  die  Modelle  und  deren  Anwendungen  sind  auf  andere  Systeme 
übertragbar. Somit geht der Nutzen der hier gezeigten Modelle deutlich über die hier 
präsentierten Anwendungen hinaus.
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1 Introduction

1.1 Boundary conditions of process modelling

Mathematical modelling is a part of almost all aspects of chemical process design ([1]-
[4]). The increasing necessity to develop more efficient, economically and ecologically 
sustainable  processes  has  lead  to  new  ideas  in  chemical  engineering  which  are 
summarised under the term “process intensification”. One of the novelties of process 
intensification compared to traditional chemical engineering concepts is the integration 
of all aspects on different time and length scales in process design ([5]). Ideally, this 
means  that  catalyst  development  and  system  design  should  be  executed 
simultaneously, or at least in an iterative, closed loop process. This is an ambitious aim, 
and it requires models for a wide spectrum of purposes.

Figure 1: Factors influencing the outcome of a modelling process.

The  process  of  model  development  is  conducted  under  certain  conditions,  which 
ultimately determine the mathematical form and the dimension of a model. Figure 1 lists 
five important questions regarding the modelling process and indicates which factors 
influence the answers to these questions:
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� The purpose of the model influences the modelling approach1 that is chosen. This 
decision also strongly depends on the availability of numerical tools that allow to 
apply certain modelling approaches2. In addition, this decision is often made against 
the background of the personal experience and preferences of the modeller. This is 
not necessarily bad, as long as the modeller does not reject approaches that are 
significantly better than his preferred ones.

� An important part of the model development is to decide which physical and chem-
ical phenomena to include in the model. As a general rule, all phenomena should 
be considered which contribute significantly to the process behaviour which is in the 
focus of the model purpose3. According to the principle of parsimony (also known 
as 'Ockham's razor', [7]), the simplest possible model should be used, so irrelevant 
phenomena should be excluded from the model4. Of course, this requires sufficient 
qualitative knowledge about the relevant phenomena, as the modeller must be able 
to decide whether or not a phenomenon is relevant for the purpose. If the process 
knowledge is insufficient, this may result in a failure of the modelling process.

� Also the level of precision needed in the description of the relevant physical and 
chemical  phenomena  depends  on  the  model  purpose.  A  sufficiently  precise 
description also requires adequate quantitative knowledge about the process5. Very 
often, a lack of quantitative knowledge in process modelling is overcome by 'fitting' 
model parameters to data from an experimental realisation of the process.

� Model development can be a very laborious task. The effort one is going to take to 
set up a model depends on the model purpose and its importance. Only important 
purposes justify complex models.

� At the end of the modelling process, the mathematical model needs to be solved. 
The effort that is  considered acceptable for this depends on the purpose of the 

1 Examples for modelling approaches are continuum models, population balance models or stochastic 
models.

2 E.g., one would not choose to set up a computational fluid dynamics model unless one has access to 
a numerical CFD package.

3 E.g., electrostatic effects on the surfaces of particles in a fixed bed are negligible if the purpose of the 
model is to describe the pressure distribution in this reactor. However, if  the model is supposed to 
predict the spatial distribution of adhesive particles in the reactor, they may be of high importance.

4 A much more poetic and illustrative formulation of this criterion goes back to Antoine de Saint-Exupéry 
([6]): “Il semble que la perfection soit atteinte non quand il n'y a plus rien à ajouter, mais quand il n'y a 
plus rien à retrancher.” (It would seem that perfection is attained not when no more can be added, but
when no more can be removed).

5 Quantitative knowledge includes kinetic expressions and kinetic  parameters, material  properties as 
well as thermodynamic models and parameters.
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model6. Depending on the availability of numerical tools and computational power, 
this limits the numerical complexity of a model.

This short discussion shows that among all the boundary conditions, the model purpose 
has the strongest impact on the outcome of the modelling process ([8]). This conclusion 
can be inverted: A good model is not necessarily a model that describes many details of 
a process in excellent precision; a good model is a model which is appropriate for its 
purpose.

1.2 Requirements for models in process design

In process design, models are required for a wide range of applications, for example to 
roughly estimate a reactor's performance or to identify zones of educt maldistribution in 
a stirred tank reactor with a complex geometry. According to the previous chapter, this 
multitude of purposes demands a large number of different models.

Figure 2 shows three pairs of examples for different model purposes to illustrate the 
span of requirements that one encounters when designing a stirred tank reactor, for 
example:

� The conceptual design of the reactor requires models that can be solved within 
seconds, preferably analytically or even graphically7. In opposite to that, calculation 
times of one week or more may be considered acceptable for the analysis of the 
spatially distributed reactor behaviour during start-up, because the model needs to 
be solved only a few times.

� Depending on the model purpose, different physical phenomena may be relevant. 
The analysis of processes on the catalyst surface calls for models on the molecular 
scale, while  the integration of  the reactor in a multi-step synthesis plant applies 
spatially lumped models on a far larger length scale.

� The models may also differ with respect to the time constants involved; to design a 
temperature  controller,  a  model  needs  to  include  relevant  phenomena  on  the 
characteristic  time constant  of  the  energy  balance,  but  a  model  describing  the 
degradation of the catalyst neglects the dynamics of such fast processes.

6 A short cut model, for example, should be solved very quickly,  preferably manually.  For a process 
optimisation, a detailed model is required which can be solved within about one minute.

7 Examples for  graphical  solutions  are the design  of  a cascade of  adiabatic  reactors  as  shown for 
example by Baerns, Hofmann and Renken (Chapter 10.1.4 in  [9]), and the Mc-Cabe-Thiele diagram 
([10]).
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Figure 2: Examples of model purposes in the design process of a stirred tank 
reactor.

1.3 Model hierarchies

The previous discussion indicates that a large number of different models is needed to 
design a process, which gives rise to two problems. Firstly, the development (and the 
implementation, numerical solution and experimental validation) of so many models is a 
time-consuming task. Secondly, if the individual models are derived independently, they 
are  most  likely  not  compatible  to  each  other.  Chances  are  high  that  models  apply 
different  –  even  contradicting  –  approaches,  for  example  with  regard  to  reaction 
kinetics. That means that results obtained with one model, for example estimates of 
parameters, can not be transferred to another model.

The application of model hierarchies in the model development process can solve or at 
least alleviate these two problems. The basic idea of this concept is that models are not 
derived individually,  but  most of  them are derived from others.  This  is  illustrated in 
Figure 3, where reduced models are derived from a reference model by some reduction 



Introduction 11

technique. This simplifies the modelling process, because most of the reference model 
equations only need to be modified for the reduced model instead of being derived 
again from the start. Except for those assumptions that are changed in the reduction 
process, all of the characteristics of the reference model are transferred to the reduced 
model, so they are compatible to a certain degree. Therefore, the model hierarchy can 
be referred to as coherent.

A model hierarchy may not only contain three models as shown in Figure 3, but more 
reduced models can be generated from the reference model by applying different sets 
of additional assumptions to it, or from already reduced models. Each of the elements of 
the hierarchy can be tailored for one specific purpose or for several purposes that pose 
similar boundary conditions on the modelling process. Figuratively speaking, a model 
hierarchy is a tool box for designing a certain process, whose tools are specialised for 
different tasks, but they all have been forged in the same smithy.

Figure 3: Principle of a model hierarchy.

In the subsequent chapters, several examples of model hierarchies for the design of 
four  different  processes  are  shown.  The  shape  and  size  of  the  models  are  briefly 
outlined and the approach for model reductions is explained. In addition, exemplary 
results and applications are shown. In the last chapter, some general remarks regarding 
model hierarchies and model reduction are made.
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2 Cyclic Water Gas Shift Reactor

2.1 Working principle of the Cyclic Water Gas Shift Reactor (CWGSR)

The idea of the CWGSR dates back to the beginning of the 20th century, when it was 
patented by Messerschmitt ([11]). Its principle is illustrated in Figure 4. A gas mixture 
containing hydrogen and carbon monoxide, for example from a gasification or reforming 
process, is used to reduce a fixed bed of iron oxide at temperatures of about 600-800 ºC. 
This temperature range is very similar to typical  temperatures of the mentioned fuel 
conversion processes,  so a combination of them with the CWGSR is advantageous 
from an  energetic  point  of  view.  The  gaseous  product  during  the  reduction  phase 
contains steam and carbon dioxide as well  as a remainder of hydrogen and carbon 
monoxide. Once the bed is reduced to a sufficient extent, the gas feed is switched to 
steam, which  then  oxidises  the iron  to  iron  oxide.  During this  oxidation phase,  the 
gaseous  product  is  a  mixture  of  steam  and  hydrogen,  which  contains  no  carbon 
monoxide. It  is suitable for low temperature fuel cells such as the PEMFC. The net 
reaction over a complete cycle is the water gas shift reaction. Thus, the CWGSR can be 
applied to replace the sequence of shift reactors which is traditionally used to remove 
carbon monoxide in low temperature fuel cell systems.

Figure 4: Working principle of the Cyclic Water Gas Shift Reactor (CWGSR).

Despite its early invention, this reactor has not yet  been applied commercially.  Only 
during  the  last  decade,  with  the  foreseeable  demand  for  clean  hydrogen  and  the 
necessity for alternative routes for the water gas shift process, research groups have 
started to investigate it again. Its principle has been realised as a stirred tank reactor 
([12]-[15])  and  as  a  chemical  looping  process  ([16]-[19]).  However,  because  these 
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options  can  only  achieve  lower  efficiencies8,  this  chapter  is  focused  on  fixed  bed 
reactors with a high length-to-diameter-ratio (as shown in Figure 4).

There are many questions to answer in the course of designing a CWGSR, for example:

� Is the application of periodic flow reversal (as indicated in Figure 4) beneficial?

� What is the qualitative system behaviour?

� What  are  the  optimal  durations  of  the  oxidation  and  the  reduction  phase  with 
respect to fuel efficiency?

� What does the axial temperature profile look like?

� Are there easily measurable states that can be used for process control?

These questions can be answered with the help of the model hierarchy illustrated in 
Figure 5. It comprises three models: the Reference Model, the Single Reaction Model 
and the Front Model, which are discussed in the following sections.

Figure 5: Model hierarchy for the design of the CWGSR.

8 The chemical looping process applies two fluidised beds, one for the reduction of iron oxide particles, 
the other for their oxidation. Each of the fluidised beds can be approximated as a well mixed reactor 
with respect to the solid particles and contains a population of particles of varying oxidation degree. In 
order to achieve a high conversion of the reducing gas at short gas residence times, the particles must 
have a relatively high oxygen content. Due to this,  also highly oxidised particles are moved to the 
oxidising bed,  where they do not contribute to the production of hydrogen, and are still  subject to 
mechanical stress.
A fixed bed reactor with a low length-to-diameter-ratio can be approximated as a stirred tank reactor.
In such a reactor, the conversion of the reducing gas is decreasing with increasing degree of reduction 
of the fixed bed, which leads to low fuel efficiency. To avoid this, the fixed bed may only be reduced to 
a small extent, which in turn leads to low reaction rates during the oxidation phase.
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2.2 The Reference Model

This model (Figure 5a) is the basis of the CWGSR model hierarchy. It describes the 
CWGSR as a transient system, with a spatial distribution along the axial coordinate. It 
considers  the  equilibria  of  the reactions  in  a  temperature  dependent  approach  and 
features reaction rate kinetics depending on the temperature and the composition of the 
gas and the fixed bed. The gas is assumed to be ideal, and because experimental data 
have shown that the pressure drop over the reactor is generally low, isobaric conditions 
are assumed.

Based on these assumptions, a set of partial differential equations has been derived 
from mass and enthalpy balances. They describe the gas phase composition in the 
CWGSR in terms of molar fractions,  xi

G , the composition of the solid phase, xi
S , and 

the temperatures of the gas and solid phases, TG and TS:

��ct
G � xi

G

� t
����g

� xi
G

� z
�ct

G�Dax
�2 xi

G

� z2 �� S�	
j�1

4


i , j
G r j (1)

ct
S � xi

S

� t
�	

j�1

4


 i , j
S r j (2)

� ct
G��c p

G �T G

� t
����g��c p

G �T G

� z
�qW�qSG�qM + (3)

� S�c p
S �T S

� t
�� �2 T S

� z 2 �qSG�qM -�qR (4)

The total mass balance of the gas phase in conjunction with the isobaric condition and 
the assumption of ideal gas yields an ordinary differential equation for the molar gas flux 
density, g:

0�� � g T G

� z
� 1

�c p
G�
q

W�qSG�qM +� (5)

The porosity of  the fixed bed,  �,  can be estimated from a simple  measurement,  for 
example by a water displacement experiment. The gas phase dispersion coefficient, Dax, 
and  the  effective  heat  conductivity  in  the  solid  phase,  �,  can  be  estimated  from 
correlations (e.g. in  [20]).  ct

S  describes the amount of available iron atoms9 and thus 

9 Available iron atoms are those iron atoms in the fixed bed particles which can be accessed by oxygen,
either directly from the gas phase or via interstitial mass transport through the iron atom lattice, so they 
can be reduced and oxidised during the cyclic process.
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reflects the oxygen capacity of the fixed bed. Under the assumption that the fixed bed 
material  can  be  completely  converted,  this  parameter  can  be  calculated  from  the 
apparent density of the fixed bed material. Otherwise, it needs to be estimated from 
experimental data. The heat flux across the reactor wall into the gas phase, qW, and the 
heat flux between the gas phase and the solid phase,  qSG, follow linear kinetics. The 
corresponding heat exchange coefficients can also be estimated from correlations for 
fixed beds ([20]).  qM+ and  qM- represent the enthalpy fluxes associated to  the mass 
transport between the gas phase and the catalyst surface. qR is the heat source density 
due to reaction. The gas phase heat capacity,  �c p

G , depends on the gas composition, 
while the solid phase heat capacity, c p

S , is assumed to be constant.

The density of the catalytic material in the fixed bed, �S, is the ratio of the weighed in 
solid  mass  and  the  reactor  volume.  
i , j

G  and  
i , j
S  represent  the  stoichiometric 

coefficients  of  the  chemical  gas  components  and  the  solid  phases  (index  i)  in  the 
reactions  (index  j).  Four  reactions  are  considered  in  the  model:  the  oxidation  and 
reduction reactions between iron and wuestite (Fe-FeO) and wuestite and magnetite 
(FeO-Fe3O4) under atmospheres of hydrogen / steam and carbon monoxide / carbon 
dioxide. Thermogravimetric experiments with a specific material ([21]) revealed that the 
reaction rates,  rj, can be described very well with simple power law kinetics. Although 
these kinetics  are  not  physically  justified  in  the  context  of  gas-solid  reactions,  their 
agreement  with  the  experimental  data  was  superior  to  a  number  of  other  kinetic 
approaches10. As an example, the rate expression of the reaction of iron and wuestite 
under hydrogen / steam (FeO + H2 � Fe + H2O) is given:
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(6)

The kinetic parameters, such as the reaction rate coefficient, the activation energy and 
the reaction orders with respect to the gas composition and the state of the solid phase 
have also been estimated from thermogravimetric experiments.

The Reference Model requires appropriate boundary and initial conditions. Danckwerts 
boundary  conditions  ([22])  are  used  for  the  component  gas  phase  balances 
(Equation 1). Dirichlet boundary conditions are used for the enthalpy balance and the 

10 In the kinetic study,  power law kinetics were compared with Avrami-Erofeev kinetics, the shrinking 
core model, the crackling core model and the changing voidage model. The results of this study are 
not published yet.
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total mass balance in the gas phase (Equations 3 and 5). Under periodic reversal of the 
flow direction,  the  positions  of  these  boundary  conditions  change.  The solid  phase 
enthalpy balance (Equation 4) requires two boundary conditions, which are given by 
insulation conditions at both ends of the reactor.

The initial conditions of the model depend on the simulated mode of operation. For a 
single reduction or oxidation run, the initial conditions describe the compositions and 
temperatures in the gas phase and solid phase at initial time. Under cyclic steady state, 
the initial conditions demand that all spatially distributed states at the beginning of the 
cycle (t=0) must be identical to the states at the end of the cycle (t=tend):

xi
G 
 z ,t�0��xi

G
 z , t end� ; xi
S 
 z , t�0��xi

S 
 z , t end�
T G 
 z ,t�0��T G
 z , t end� ; T S 
 z , t�0��T S 
 z , t end�

(7)

To solve this model, it was discretised along the spatial  coordinate according to the 
finite  volume  method.  The  resulting  differential-algebraic  equation  system  was 
implemented  in  the  simulation  environment  Matlab  and  integrated  along  the  time 
coordinate using implicit Runge-Kutta schemes.

A CWGSR mini-plant with a fixed bed of 167 g (length 65 cm, diameter 2 cm) was set up 
in order to validate the Reference Model.  The fixed bed consisted of pellets with an 
average  diameter  of  3 mm and a  porosity  of  0.67.  The pellets  were  produced  from 
hematite particles with an average diameter of 2 μm, which were pelletised by adding 15 
mass percent of sodium silicate (water glass). Due to the high porosity of the pellets and 
the high gas diffusion coefficients  at  typical  operating temperatures in  the CWGSR, 
mass transport in these pellets is not rate determining, so it can be neglected in the 
model.

To compensate the heat losses across the reactor wall, the fixed bed was located inside 
an oven which provided approximately constant temperatures along the reactor length.

A series of reduction experiments has been conducted with this mini-plant, each starting 
from a completely oxidised fixed bed (consisting of Fe3O4

11). A mixture of hydrogen and 
nitrogen  was  used  as  the  feed  gas.  Experiments  with  different  molar  fractions  of 
hydrogen  and  total  gas  flow  rates  were  carried  out.  In  Figure 6 (solid  lines),  the 
hydrogen fraction at the outlet  during four selected experiments is shown over time. 
These  profiles  indicate  that  under  the  given  operating  conditions,  the  qualitative 
behaviour of the CWGSR is dominated by the break-through of reaction waves. Each of 

11 Fe3O4 is  the  iron  oxide  species  which  can  be  produced  by  oxidation  with  steam  under  realistic 
operating conditions and limited time. Theoretically, steam can oxidise the fixed bed to Fe2O3, but that 
takes longer than the typical phase duration of 1-2 hours, so it is considered irrelevant for the process.
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the measured profiles shows the breakthrough of the magnetite / wuestite front after 5-
20  minutes. The breakthrough time depends on the applied gas velocity.  The molar 
fraction of hydrogen is approximately constant for some time after that. It corresponds to 
the  equilibrium  hydrogen  fraction  of  the  FeO-Fe  reaction.  The  breakthrough  of  the 
second front (wuestite / iron) is observed after 30 minutes (for high gas velocities) up to 
120 minutes  (for  low gas  velocities).  After  the  second  breakthrough,  the  measured 
molar fraction of hydrogen is equal to the molar fraction at the inlet, so the fixed bed is 
not reduced any further.
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Figure 6: Comparison of simulated (dashed lines) and measured exhaust gas 
composition  (solid  lines)  during  four  reduction  experiments  with  hydrogen  / 
nitrogen mixture as feed and different gas flow rates.

Only two parameters need to be adjusted in order to quantitatively reflect this behaviour 
with the Reference Model. Due to the pelletising process, some of the primary particles 
in  the  pellets  are  completely  encapsulated  in  glass.  This  effectively  prevents  the 
transport of hydrogen to these pellets, so they can not participate in the reaction. This 
leads to a reduced oxygen capacity of the fixed bed, which is reflected by the model 
parameter ct

S , which thus needs to be adjusted. The second parameter that needs to 
be fitted is the reaction rate constant. During the experiments, the same material was 
reduced  and  oxidised  repeatedly,  which  caused  a  certain  degradation  after  a  few 
cycles.  This  is  described  by a  decrease  of  the  reaction  rate  constants.  In  order  to 
estimate  these  two  parameters,  the  time  constants  (meantime  and  length)  of  the 
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breakthroughs from the experiments were compared to the simulated time constants. 
The  minimisation  of  the  residuals  between  these  experimental  and  simulated  time 
constants yielded that the fixed bed capacity is reduced to  42 % of its stoichiometric 
value, and that the reaction rate constant is at 30 % of its initial value, as estimated from 
the previously described kinetic measurements.

With these  two  adjusted  parameters  in  the Reference  Model,  the  simulation  of  the 
breakthrough experiments yields output functions which are shown as dashed lines in 
Figure 6. The comparison indicates that the model reflects the time constants of the 
reactor behaviour very well. This is especially the case with regard to the breakthrough 
of the second reaction wave; the time and the width of these breakthroughs agree very 
well. The remaining quantitative deviations, especially between the breakthroughs, can 
not be amended using the two adjustable parameters12. Thus, the Reference Model is a 
suitable mathematical representation of the CWGSR.

The Reference Model delivers  a large amount of  information on the spatio-temporal 
behaviour of the gas composition, gas velocities and the fixed bed composition. It is 
most suited to analyse the transient reactor behaviour in many details. As an example, 
Figure 7 shows the molar fraction of  hydrogen at  a cyclic  steady state during three 
repeating  reduction  and  oxidation  phases  with  periodic  reversal  of  the  gas  flow 
direction. During the reduction phase13, a mixture of 90 % hydrogen and 10 % of steam 
is fed (at z=0). During the oxidation phase, pure steam is fed at the opposite end. The 
concentration fronts indicate the location of the reaction zones, which move forward and 
backward along the reactor length at different velocities.

This model can be applied for the optimisation of operating parameters such as the 
duration  of  each  phase.  It  can  also  be  used  to  evaluate  whether  purging  phases 
between the reduction and the oxidation phases are beneficial. Another idea that may 
be studied using the Reference Model is the application of non-constant gas flow rates 
during some of the phases. For example, it may be advantageous to reduce the gas 
velocity towards the end of the oxidation phase in order to achieve high degrees of gas 
conversion.

In  addition  to  the  phase  durations,  the  heat  integration  of  the  CWGSR is  of  high 
practical relevance. Different concepts are possible: because the CWGSR is a fixed-bed 
reactor with a slightly exothermic net reaction operated under periodic flow reversal, the 
temperatures  inside  the  CWGSR  can  reach  much  higher  values  than  the  gas 
temperatures at the inlet or outlet, as Matros and Bunimovich have shown ([23]). This 

12 A publication focussing on the experimental works, the model and the model validation is currently 
under preparation.

13 In this example, the first reduction phase is at t=0-3000 s; the first oxidation phase is at t=3000-6000 s.
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finding has been theoretically  confirmed for  the CWGSR using the Single  Reaction 
Model  (Chapter 2.3,  [PH  2]),  and  it  can  be  exploited  to  design  a  heat  integration 
concept. Another option is to heat the CWGSR by off-heat from a high temperature fuel 
cell which is operated on the output gas from the reduction phase, or by heat from an 
afterburner. The Reference Model is the suitable tool for the validation of these heat 
integration concepts.

Figure 7: Simulated hydrogen fraction in the gas phase during a cyclic steady 
state with periodic flow reversal using the Reference Model. Feed gas position 
at  z = 0 during t = 0...3000s,  t = 6000...9000s and  t = 12000...15000s.  Feed  gas 
position at z = 0,65 at all other times.

A more qualitative application is the identification of suitable states for process control. 
Such states should be easily measurable at low cost and they should be sensitive with 
respect  to important  states.  For  example,  if  the position of  a  reaction zone can be 
reliably detected by measuring the gas temperature at the outlet, this state would be a 
favourable  measurement  quantity  to  control  the  switching  time  between  both  cycle 
phases. The Reference Model can serve as a tool to identify such states.

The application of the Reference Model is limited by two issues. The first one is the 
relatively high numerical effort that is necessary to solve it, especially if the cyclic steady 
state needs to be attained from arbitrary initial conditions. The second limitation is due 
to  the  large  amount  of  data  that  is  produced  by  this  model,  which  makes  their 
interpretation in terms of physical and chemical processes rather difficult.
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2.3 The Single Reaction Model

In  order  to  gain  a  better  understanding  of  the  process  and  to  make  some  basic 
decisions about its design, the Single Reaction Model was derived (Figure 5b, [PH 2]). 
In contrast to the Reference Model, which considers a two-step reduction / oxidation 
reaction scheme, this reduced model assumes that the reduction takes place in a single 
reversible  reaction  from an  oxidised  fixed  bed  species  to  a  reduced  species.  This 
alleviates two of the problems of the Reference Model: the Single Reaction Model is 
faster to solve and the results are easier to interpret from a physical point of view.

The reduction from the Reference Model to the Single Reaction Model is achieved by 
adding the assumption of a single step reduction to the assumptions of the Reference 
Model,  followed by a  derivation of  the  model equations  from the energy and mass 
balance equations. As a result, the Single Reaction Model has a similar structure as the 
Reference  Model,  but  a  lower  dimension.  In  addition,  it  contains  fewer  kinetic 
parameters, thus parameter studies are less complex.  The number of parameters is 
further reduced by formulating the Single Reaction Model in  terms of  dimensionless 
parameters.

With the  single  reaction  model,  several  important  qualitative  design  decisions  were 
made ([PH 2]).  The model  showed that  a significantly higher  fuel  efficiency can be 
obtained under periodic flow reversal and short phase durations14 (Figure 8). The fuel 
efficiency is defined as the ratio of the amount of hydrogen obtained from the process 
and the amount of fuel fed to it, and it  is an important performance indicator of the 
CWSGR15.  However,  for  very  short  phase  durations,  which  are  in  the  order  of 
magnitude of the gas residence time, the fuel efficiency decreases rapidly.

The Single Reaction Model also indicates that at periodic flow reversal and short cycle 
times,  the thermal behaviour  of  the CWGSR resembles the classical  Matros reactor 
([23]).  Because the overall  reaction is slightly  exothermic,  flow reversal  leads to  an 
accumulation of sensible energy in the fixed bed, so that sufficiently high temperatures 
can be obtained at relatively low gas inlet temperatures. This is an important result for 
the heat integration of the CWGSR.

14 “Short phase durations” refers to phase durations during which only a small part of the fixed bed is
converted. However, these phase durations are still  multiple gas residence times. In contrary,  long 
cycle times are phase durations during which most or all of the fixed bed is converted.

15 The fuel efficiency is a mass related performance parameter. An energetic assessment can be made 
with the help of the energetic  efficiency,  which is  defined as the ratio  of the heating value  of  the 
cleaned product gas and the feed gas.
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Figure 8: Simulated fuel efficiency according to the Single Reaction Model as 
function of the reduction phase duration under different operating modes (from 
[PH 2]).

2.4 The Front Model

In  order  to  identify  and  describe  the  qualitative  behaviour  of  the  CWGSR,  another 
reduced model  was  derived (Figure 5c,  [PH 4]).  Assuming periodic  flow reversal  (a 
favourable  mode  of  operation  according  to  the  Single  Reaction  Model),  isothermal 
conditions and chemical equilibria at all locations in the reactor, this model represents 
the limit case of the Reference Model at infinitely high Damköhler numbers and thermal 
equilibrium  with  an  isothermal,  heated  environment.  A  wave  analysis  ([24])  of  the 
system shows that the reactions take place at sharp fronts, which move along the axial 
coordinate during each phase. Because these fronts are the dominating phenomenon 
that determines the dynamic behaviour of the system under the given assumptions, this 
reduced  model  is  called  the  Front  Model.  The  wave  analysis  quantifies  the  front 
velocities  during  each  phase  as  functions  of  the  fuel  gas  composition  and  the 
temperature. A typical example is the velocity of the iron-wuestite (Fe-FeO) front during 
the reduction phase for high fixed bed oxygen capacities, which reads (see [PH 4]):

w Fe�FeO
red � u��

� C Fe�FeO
�
cCO2, Fe�FeO

eq �cCO2, feed � (8)
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In Equation 6, u represents the true gas phase velocity, � is the volumetric gas fraction 
and  �CFe-FeO is the amount of oxygen taken up by the solid phase in this front.  The 
concentration difference inside the brackets16 can be interpreted as the driving force of 
this front.

The velocities of both fronts during each phase can be calculated individually.  They 
depend  on  the  composition  of  the  feed  gases  and  on  the  temperature  dependent 
equilibrium compositions. The average velocity of each front over a complete cycle is 
then formed by a summation of the velocities during each phase weighted with  the 
duration of the phase:

�w Fe�FeO�
� red�wFe�FeO

red ��ox�wFe�FeO
ox

�red��ox
(9)

With the relative duration of the reduction phase,

S I� � red

� red��ox (10)

the average front velocity becomes

�w Fe�FeO�S I�w Fe�FeO
red �
1�S I ��wFe�FeO

ox (11)

Depending on the sign of these average front velocities, the fronts are located near 
either end of the reactor at cyclic steady state. With two fronts, this yields four different 
operating  regimes.  Because  one  of  these  regimes  is  physically  impossible  –  the 
sequence of the fronts may not change – it decomposes into two degenerated regimes, 
so the reactor may be operated in one of five distinct operating regimes. As shown 
before,  the  average  front  velocities  depend  on  the  fuel  gas  composition,  the 
temperature and the ratio of the phase durations. Thus, the operating regime depends 
on these parameters. Figure 9 shows an example of a regime map for an arbitrarily 
chosen fuel gas composition of 65 % H2, 11 % H2O, 17 % CO, 4 % CO2, where the area 
of existence of each regime is shown as a function of the reactor temperature and the 
relative duration of the reduction phase.

The  fuel  efficiency  and  average  product  concentration  can  also  be  described  as 
functions of the same parameters. Figure 10 shows these two quantities for the same 
example as in Figure 9. These two diagrams not only quantify the maximum attainable 
fuel efficiency from this fuel gas, but they also indicate that high efficiency and high 

16 The concentration difference in Equation 8 is the concentration of carbon dioxide at the equilibrium
between iron and wuestite minus its concentration in the feed.
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product  concentration  can  not  be  obtained  simultaneously.  Useful  compromises 
between both performance indicators are attainable in the regime where both fronts lie 
at  opposite  ends  of  the  reactor.  Together  with  an  upper  bound  for  the  operating 
temperature due to material restrictions, this defines the range of preferable operating 
conditions.

Figure 9: Operating regimes of the CWGSR for a given fuel gas composition as 
a function of the reactor temperature and the ratio of phase durations (from [PH
4]).

        

Figure 10: Fuel efficiency (left) and product concentration (right) for a given fuel 
as functions of operating conditions (from [PH 4]).
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Besides these results, the identification of the moving fronts as the dominating process 
in  the  CWGSR greatly  helps  to  interpret  the  results  of  the  detailed  model  from  a 
physical  point  of  view.  Furthermore,  the Front  Model  has been used as a short-cut 
model in system design ([PH 6]).

2.5 Summary

The proposed model hierarchy for the Cyclic Water Gas Shift Reactor comprises three 
models. The Reference Model is experimentally validated and yields many details about 
the transient behaviour of spatially distributed states in the fixed bed reactor. Compared 
to the Reference Model, the Single Reaction Model uses a reduced reaction system. 
Based on this model, several important qualitative design decisions have been made. 
The Front Model describes a limit  case of the Reference Model.  Its results are very 
intuitive. In addition to an improved qualitative understanding of the CWGSR behaviour, 
the  Front  Model  also  allows  to  identify  suitable  operating  conditions  and  estimate 
attainable efficiencies.

The Single Reaction Model and the Front Model are derived from the Reference Model. 
The approaches for the model reduction are physically or chemically motivated, leading 
to  a  change  in  the  list  of  assumptions  which  ultimately  result  in  different  equation 
systems. While the Reference Model and the Single Reaction Model have very similar 
mathematical structures, namely PDEs in time and one spatial coordinate, the Front 
Model consists of only two algebraic equations.

The design of the CWGSR is an ongoing process, and the model hierarchy will  be 
extended according to its needs. One potential extension is a quasi steady state model. 
It  can  be  derived  under  the  assumption  of  periodic  flow  reversal  and  short  phase 
durations from the Reference Model by time integration over a complete cycle ([25], 
unpublished results). Such a model approximates the cyclic steady state under these 
assumptions and can be applied to obtain good initial conditions either for the cyclic 
steady state of the Reference Model or for the optimisation of operating and design 
parameters. These problems can be solved much faster with the quasi  steady state 
model, compared to optimisations with the Reference Model. The results can then be 
validated by use of the fully dynamic Reference Model.
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3 Structured reforming reactor

3.1 The Indirect Internal Reforming Reactor (IIR)

Molten Carbonate Fuel Cells (MCFC) are operated at temperatures of about 600 ºC and 
produce approximately equal amounts of heat and electrical power. The electrochemical 
reactions  at  the  anode  are  preceded by the  endothermic  reforming  process,  which 
transforms  the  fuel  gas  (for  example  natural  gas  or  bio  gas)  into  a  gas  mixture 
containing large fractions of hydrogen and carbon monoxide. This gas is then converted 
electrochemically in the fuel cell. The high operating temperature of the MCFC and the 
availability of heat in these systems enable the integration of the electrochemical and 
the reforming process within a single containment. The option with the most intense 
integration is the so-called direct internal reforming ([26]), where the reforming process 
takes place inside the anode channel  of  the fuel cell.  This  option is realised in  the 
majority of modern high temperature fuel cells.

Figure 11:  Arrangement of the Indirect Internal Reforming Reactor (IIR) in a 
Molten Carbonate Fuel Cell stack (MCFC).

Another integration concept is the indirect internal reforming (IIR), which is specific for 
MCFC.  Here,  dedicated  reforming  reactors  are  inserted  into  the  fuel  cell  stack 
(Figure 11). The IIR reactor is thermally coupled with the fuel cells via the separation 
sheet between them. This provides the necessary heat for the reforming process and 
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the required cooling for the fuel cell. A purposeful design of the IIR reactor can even be 
used to manipulate the spatial temperature profiles in the neighbouring fuel cells. Thus, 
hot and cold spots in the fuel cells can be avoided, which increases their lifetime and 
efficiency.

Figure 12: Model hierarchy for the design of the IIR.

In the Hotmodule by MTU Onsite Energy, Ottobrunn ([27],  [28]), IIR units are inserted 
into the fuel cell stack after every eighth fuel cell. The IIR reactors used by the MTU are 
arranged reactors (see Figure 12a,  [29]-[31]),  where catalyst pellets (red cylinders in 
Figure 12a)  are  arranged  in  a  structure  of  corrugated  metal  sheets.  Under  typical 
operating conditions, this design leads to transport limited reaction rates. The transport 
properties in the reactor strongly depend on the structure. This means that the reactor 
behaviour  is  dominated  by  the  transport  processes  on  a  small  scale.  The  reverse 
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conclusion  is  that  a  purposeful  design  of  the geometrical  structure  can be  used to 
design the IIR such that the temperature profile in the neighbouring fuel cells takes a 
preferable shape.

The design  of  an IIR requires  mathematical  models  that  describe the  processes of 
transport  and  chemical  reactions  in  the  structure  on  a  small  scale,  models  for  the 
analysis  and optimisation of  a  complete  IIR unit,  and models  for the design of  the 
coupled system of the IIR and the MCFC. The model hierarchy illustrated in Figure 12 
fulfils all these purposes ([PH 9]).

3.2 The Detailed Model

The  hierarchy  is  based  on  the  Detailed  Model  (Figure 13a,  [PH  3]).  It  reflects  an 
assembly  of  several  repeating  geometrical  sections  of  the  structure,  the  so-called 
elementary cells, plus an inlet and an outlet zone (top and bottom of Figure 13a). The 
size of the Detailed Model is chosen so that the gas flow in some of the elementary cells 
is undistorted by the effects at the inlet and the outlet. In this example, the Detailed 
Model  considers  one row of  catalyst  pellets,  which are shown as white  rectangular 
shapes in the figure. They are arranged in a slightly zig-zag manner. The characteristic 
length scales in this model are the size of the catalyst pellets of about 2 mm and the 
lengths of the corrugated sheets of about 3 mm. The Navier-Stokes equations are used 
to describe the transport of mass and energy between the gas phase and the pellets as 
well as the reaction at the surface of the pellets in three spatial dimensions.

As shown in [PH 9], the Detailed Model is suitable for a wide range of purposes. One 
important qualitative result obtained from it is the identification of two zones in the IIR 
structure.  Figure 13 shows  spatial  profiles  of  the  molar  fraction  of  methane17,  the 
temperature and the gas velocity at a certain set of boundary conditions. The methane 
molar fractions in the vicinity of the catalyst pellets (visible as white boxes) in Figure 13a 
are close to chemical equilibrium. Further away from the pellets, the gas composition 
changes only slowly due to mass transport to and from the pellets. This mass transport 
is  hindered  by  the  corrugated  sheets.  The  gas  temperature  near  the  pellets  is 
significantly lower than the gas temperature far away from them (Figure 13b). As with 
the mass transport, the heat transfer from the pellet surfaces to the gas far away from 
them is slowed down by the sheets. With regard to the gas velocity, the gas is almost 
stagnant near the pellets (Figure 13c). These results indicate that the gas phase can be 
divided into two zones: the reactive zone near the pellets (red box in Figure 13a) and 
the non-reactive zone far away from it (blue box).

17 Methane is an educt in the reforming process.
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Figure 13:  Simulation  results  from  the  Detailed  Model  of  the  IIR:  a)  molar 
fraction of methane, b) gas temperature and c) gas velocity (from [PH 9]).

The reduced models of this hierarchy, namely the Zone Model and the Phase Model, 
avoid the description of the detailed geometry by using simplified approaches to reflect 
the transport  processes between the two zones.  The detailed information about the 
transport processes as simulated in the Detailed Model is aggregated in the transport 
parameters of the reduced models. The Detailed Model can be used to estimate these 
parameters.  The  estimation  of  pressure  drop  coefficients  and  the  heat  exchange 
coefficient between both zones is briefly outlined in the following.

The pressure  difference  per  unit  length  in  a  structured reactor  is  a  function  of  the 
structure geometry (characteristic  length,  d,  and void fraction,  �),  the gas properties 
(density, �, and viscosity, �) and the superficial gas velocity, u:

� p
L

� f � d ,� ,� ,� ,u � (12)

Note that the friction correlation,  f, is not further specified. It may be described by the 
Ergun equation ([32]), Darcy's law ([33]) or any other suitable correlation. Each of these 
correlations includes one or  more parameters.  The Detailed Model  can  be used to 
conduct  numerical  experiments under different  conditions (velocity,  viscosity  etc.)  to 
obtain values for  �p/L, from which the unknown parameters of the friction correlation 
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can be estimated. This approach has been applied to estimate anisotropic coefficients 
in the gas phase close to the catalyst pellets and in the gas phase which is free of 
pellets. It can also be used to investigate the dependencies of the coefficients from the 
variables listed in Equation 12. A similar method has been applied by Mahr and Mewes 
to estimate pressure drop coefficients in a structured Katapak bed ([34]).

Figure 14: Detailed Models used to estimate anisotropic permeabilities in the 
reactive and the non-reactive zone (from [PH 9]).

In the given structure, the pressure gradient is not constant over the whole geometry of 
a Detailed Model. Especially near the inlet and outlet, the gradients are expected to 
deviate from their value at fully developed flow. In order to obtain a more representative 
estimate of the pressure drop, two simulations of the Detailed Model under identical 
boundary  conditions,  but  with  different  lengths  have  been  performed  (Figure 14). 
Assuming that the pressure losses in the inlet and outlet regions are identical in both 
models, the difference of both pressure drops can be used together with the difference 
in length to calculate a value for the friction correlation at given conditions18:

� p1�� p2

L1�L2
� f 
d ,� ,� ,� , u � (13)

18 A derivation of this equation is given in Heidebrecht et al. ([PH 9]).
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This  approach  has  been  applied  to  estimate  anisotropic  permeabilities  in  the  IIR 
structure. It requires numerical experiments with the Detailed Model with and without 
catalyst pellets and with different gas flow directions (see Figure 14).

In the Phase Model (see Chapter 3.4 and [PH 9]), the heat flux density between both 
zones is described by linear kinetics:

qI�k I�
T N�T R� (14)

Here,  TN and  TR are representative temperatures of the non-reactive and the reactive 
gas,  qI is  the  heat  flux  density  between  both  zones  and  kI is  the  heat  exchange 
coefficient  that  needs  to  be estimated.  In  order  to  obtain  values that  represent  the 
average of a whole elementary cell, this equation is integrated over the interfacial area 
of such a cell:

QI�k I AI�
T N�T R� (15)

where QI is the total heat flux between both zones in an elementary cell, and AI is the 
interfacial area between the two zones in this cell. Using an adiabatic version of the 
Detailed Model19, the heat flux between the reactor walls and the reactive zone is zero. 
Because the gas velocity in the reactive zone is low, this convective heat transport is 
negligible compared to the heat flux across the interface between the reactive and the 
non-reactive  zone.  Thus,  under  steady  state  conditions  the  heat  flux  across  the 
interface is approximately equal to the heat of reaction produced in the elementary cell. 
The  heat  of  reaction  equals  the  integral  of  the  reaction  rates  times  the  reaction 
enthalpies over the whole catalyst surface:

QI�Qcat��
Acat

	
j

� R h j
�
T ��r j dA (16)

The representative temperatures of the two zones are obtained by averaging over the 
volume of the non-reactive gas and the surface of the catalyst pellets:

T N� 1
V N �

V N

T dV (17)

T R� 1
Acat

�
Acat

T dA (18)

19 In this version of the Detailed Model, the heat fluxes through the top and bottom metal sheets are 
zero.
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The  quantities  in  Equations 16-18 can  be  evaluated  from simulation  results  of  the
Detailed Model. After insertion into Equation 15, the heat exchange parameter can be 
estimated.

Further  parameters such as the volume fraction of  each zone  and mass exchange 
parameters have been estimated from the Detailed Model with similar approaches ([PH
9]). The Detailed Model can also be applied to estimate representative axial dispersion 
coefficients, for example as shown by Freund et al. ([35]).

3.3 The Zone Model

The numerical effort  to solve the Detailed Model is  too high to describe a complete 
reactor at this level of detail. For the analysis of existing or the design of new flow fields 
on a reactor's scale, the Zone Model was derived (Figure 12b,  [PH 3],  [PH 9]).  This 
model is based on the identification of the two zones from the detailed model. 

The reduction from the Detailed Model to the Zone Model is achieved in two steps:

� A cuboidal volume around the catalyst pellets is defined as the reactive zone (see 
Figure 12b). The size of this volume can be defined with the help of the results from 
the Detailed Model. The reactions are modelled as quasi-homogeneous reactions in 
this zone.

� The  geometrical  structure  of  the  reactor  is  neglected.  To  represent  the  flow 
resistance of the original structure, a Darcy term with anisotropic permeabilities is 
added  to  the  momentum  balance.  The  permeabilities  can  be  estimated  from 
versions of the Detailed Model as shown in the previous subsection.

Apart  from  the  addition  of  the  Darcy  term  in  the  momentum  balance  and  the 
homogeneous reaction terms in the mass and energy balances of the reactive volumes, 
the Zone  Model  uses the same set  of  partial  differential  equations  as  the  Detailed 
Model.  However,  the  reduction  of  the  geometry  from  detailed  structures  of  the 
corrugated  sheets  to  cuboidal  gas  zones  is  sufficient  to  allow  the  simulation  of  a 
complete IIR reactor with the Zone Model.

Figure 15 shows two exemplary results from the Zone Model of a complete IIR reactor. 
The cut out drawing in Figure 15a indicates the locations of the reactive and the non-
reactive  zones  in  these  figures.  The  IIR  reactor  is  subdivided  into  four  sections 
(Figure 15a). Section 1 contains neither corrugated sheets nor catalyst pellets, so the 
gas passes without reaction in an upward direction. Section 2 comprises structures as 
shown in the previous chapter, but with the channels and pellet rows in a horizontal 
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arrangement (as shown in Figure 13, but rotated by 90°). Upon entering this section, the 
gas is redirected to a horizontal flow direction, and the reforming reaction takes place in 
the reactive zones. This can be clearly seen by the funnel-like shapes around these 
zones in Figure 15a. Section 3 comprises of essentially the same structures as Section 
2, but this time with a downward main flow direction. At the end of this section, the 
reaction rate decreases because the reactant concentration in the non-reactive phase 
decreases. In order to enforce the reaction rate in the last section of the IIR reactor, 
Section 4 applies the same structure of corrugated sheets as in the previous sections, 
but  with  a higher  density  of  catalyst  pellets.  This  staged design helps to  sustain  a 
relatively constant reaction rate over the whole reactor, which can also be seen by the 
smooth transition from high to low methane concentrations in Figure 15a. The Zone 
Model can also be applied to evaluate the performance of other staged arrangements of 
structures.

   

Figure 15: Methane molar fraction (a) and streamlines (b) in an indirect internal 
reforming reactor simulated with the Zone Model (from [PH 9]).

Besides this, the Zone Model is suitable to analyse reactor-wide flow fields. In the flow 
field used in this version of the Zone Model, one might intuitively presume two deficits: A 
dead zone with insufficient supply of reactants may occur in the upper left corner of the 
reactor, and a bypass of gas may happen around the separating wall between Sections 
1, 2 and 3. Figure 15b shows streamlines in the IIR according to the Zone Model. They 
start at the inlet at equidistant positions. At the reactor outlet, the streamlines leave the 
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reactor  in  an  almost  equidistant  pattern,  so  the  gas  is  relatively  homogeneously 
distributed.  Some  streamlines  also  touch  the  upper  left  corner  of  the  reactor,  so 
obviously this corner is also supplied with reactants. At the joint between Sections 1, 2 
and 3, the streamlines are denser, but a bypass can not be observed at this position. 
Thus, this reactor design has no deficits with respect to gas distribution.

3.4 The Phase Model

The IIR reactor is thermally coupled with a high temperature Molten Carbonate Fuel Cell 
(MCFC). Due to this coupling, the endothermic reforming process withdraws a spatially 
distributed heat flux from the neighbouring fuel cells, thus influencing the cells' spatial 
temperature  profiles.  Because the  temperature  distribution is  a  very  important  state 
within the MCFC, the catalyst  and structure placement in the IIR reactor should be 
designed  such that  a  preferable  temperature  profile  is  obtained  in  the  fuel  cells.  A 
combination of the Zone Model with a spatially distributed fuel cell model is too complex 
to be solved efficiently in the framework of an optimisation. Thus, an even more reduced 
model of the IIR is necessary.

Figure 16: Repeating section of the IIR Zone Model, comprising non-reactive 
(N) and reactive (R) volumes (from [PH 9]).

The  so-called  Phase  Model  is  derived  by  mathematical  means  and  by  additional 
physical assumptions from the Zone Model.  The first physical  assumption is that no 
mass transport occurs through the alternating non-reactive and reactive zones (in  z3-
direction, Figure 16). Furthermore, it is assumed that mass transport along z1 and z2 in 
the  reactive  zone  is  negligible.  In  the  following,  the  derivation  of  the  partial  molar 
balance in the non-reactive gas is shown as an example. It considers a repeating cut 
out section of the Zone Model as shown in Figure 16 (see also  [PH 9]). The general 
formulation of the transient component balance in three cartesian coordinates, as used 
in the Zone Model, reads:
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� ci

�t
��

�ni , k

� zk
�� i (19)

This equation is formulated in Tensor notation ([36]).  ni,k refers to the one-dimensional 
tensor  of  molar  flux  densities  of  species  i,  including  convective  and  diffusive 
contributions.  Two  integrations  are  applied  to  this  equation  to  obtain  a  reduced 
formulation. The first integration is over the complete volume of the non-reactive zone. 
After some manipulation, the following equation is obtained:
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where  the  N i , k
N  are  the  total  molar  fluxes  of  species  i in  direction  k across  the 

boundaries of the cut out section (see Figure 16). N i
I , up� low  are the molar fluxes across 

the interface between both zones. According to the first mentioned physical assumption, 
the mass fluxes between the non-reactive  and the reactive  zones through opposing 
interfaces must be equal: N i

I , up�N i
I ,low :�N i

I . Furthermore, constant profile assumptions 
are used to evaluate the two remaining integral expressions:
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With the following definition of superficial molar flux densities and the average molar flux 
density across the zone interface
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we obtain

V N � ci
N

� t
��
ni ,1

N 
 z1�Z 1��ni ,1
N 
z 1�0���Z 2 Z 3

�
ni , 2
N 
 z2�Z 2��ni , 2

N 
 z 2�0���Z 1 Z 3�2AI�ni
I�V N�� i

N
(24)

Dividing by V = Z1Z2Z3 and letting Z1 and Z2 approach zero, finishes the first part of the 
reduction procedure:
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Here, �N = VN/V and aI = 2 AI/V. In the non-reactive zone, the last term of Equation 25 is 
zero.

The second integration is performed over the height of the reactor. This is motivated by 
the fact that variations in the concentration along z2 are small compared to those along 
z1.  Because  the  flux  densities  at  the  boundaries  of  the  integration  are  zero20,  this 
essentially eliminates the derivative term with respect to this coordinate, so the final 
reduced equation for the non-reactive gas reads:

�N � ci
N

� t
��

�ni ,1
N

� z1
�aI�ni

I (26)

A similar procedure for the partial molar balance in the reactive gas yields, under the 
assumption of stagnant gas in this volume:

�R � ci
R

� t
�aI�ni

I��R�� i
R (27)

Figure 17: Methane molar fractions from the Phase Model of the IIR reactor. 
The two planes represent states from the reactive and the non-reactive phase 
(from [PH 9]).

The derivation of the reduced model is completed by reduction of the remaining balance 
equations in a similar way. A comprehensive list of the equations is given by Pfafferodt 
et al. ([PH 5]). Equations 26 and  27 indicate the structure of the reduced model. The 

20 I.e. ni ,2
N  z2�0�ni , 2

N  z2�Z 2
�0  .
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zones are  no longer  described  at  discrete  locations  in  space,  but  instead  they are 
homogenised with respect to space. This model can be interpreted as two gas phases 
that are both present at every location in the reactor, and which exchange mass via an 
interfacial area. This is the reason why this model is called the Phase Model. This is 
illustrated in Figure 17, where the molar fractions of methane in both phases in an IIR 
according to the Phase Model are displayed. Each of the two planes in Figure 17 shows 
molar fractions that are typical for the corresponding zone at the respective location.

Figure 18:  Temperature  distributions in  the fuel  cells  according to the stack 
model of an MCFC (from [PH 5]).  In order to protect intellectual  property of 
MTU Onsite Energy, the absolute temperature values are not given.

The dimension and complexity of the Phase Model corresponds very well to those of the 
spatially distributed MCFC model ([26],  [37]),  so both can be combined in the stack 
model ([PH 5]). A typical result of the stack model is shown in Figure 18, where the 
impact of the IIR on the temperature of the fuel cells becomes visible. Fuel cell 1, which 
is directly attached to the IIR (c.f. Figure 11), has significantly lower temperatures than 
the other cells, which are farther away from the cold reforming reactor. In the current 
fuel cell design, a temperature peak is observed near the anode inlet / cathode outlet 
corner. The stack model can be used to identify design changes to the IIR and the fuel 
cells that reduce this hot spot, for example by a modified arrangement of the catalyst 
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staging in both types of units. Also, the stack model allows to take operating parameters 
such as the inlet conditions of the fuel gas or the amount of air21 into account. Also, by 
comparison of stack models with different numbers of fuel cells per IIR, the impact of 
this design parameter on the temperature distribution and stack performance can be 
evaluated.

3.5 Summary

The Indirect Internal Reforming reactor is an arranged, structured reactor. It applies a 
regular structure on the millimetre scale in order to control the reaction rate by means of 
mass transport limitation. Because the geometrical design on a small scale determines 
the overall reactor behaviour, the proposed model hierarchy consists of three models, 
each describing the reactor on a different scale. The Detailed Model focusses on an 
assembly of only a few elementary cells and serves to estimate its properties regarding 
the transport of mass, energy and momentum. It also shows that the gas in the reactor 
can be subdivided into a reactive zone around the catalyst pellets and a non-reactive 
zone. Based on this finding, the Zone Model neglects the detailed geometrical structure 
and  uses  a  reduced  representation  of  both  types  of  zones  instead.  Due  to  this 
reduction, the zone model can be used to design the flow field of a complete reactor. 
The  Phase  Model  is  the  most  reduced  description  of  the  IIR  in  this  hierarchy.  It 
describes representative states for both zones in a homogenised approach, and it can 
be combined with models of other reactors in order to optimise their integration with the 
IIR.

The reduction from the Detailed Model  to  the Zone  Model  is  achieved primarily  by 
simplification  of  the  geometrical  structure.  Both  models  apply  the  Navier-Stokes 
equations. The Zone Model uses an additional friction term in the momentum balance to 
reflect the friction forces that are exerted by the structure internals upon the flowing gas; 
it also includes a reactive source term in the component mass balances, because the 
reactions are modelled as homogeneous reactions in this model. The reduction to the 
Phase  Model  leads  to  an  increase  of  the  number  of  partial  differential  equations; 
because both phases are described all over the reactor volume, their number effectively 
doubles. However, the number of spatial coordinates is reduced from three to two, and 
many spatial derivatives in the PDEs are eliminated in the Phase Model. Moreover, the 
solution  of  the  Zone  Model  is  numerically  expensive  because  the  reaction  rate 

21 In an MCFC, air is added to the afterburner which is located at the anode outlet. The off-gas from the 
burner is fed into the cathode channel, which is a unique feature of the MCFC. Due to this, the air 
number has a strong impact on the cell temperature, the cathode gas composition and the energetic 
performance of the MCFC and is thus an important operating parameter.
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coefficients and the permeabilities change discontinuously over the spatial coordinate, 
whereas in the Phase Model, these parameters are constant. This leads to a significant 
decrease in the numerical solution effort, despite the increased number of PDEs.

Although  this  model  hierarchy  was  developed  for  a  specific  structured  reactor,  its 
principles may well be transferred to other types of reactors with an arranged structure, 
provided that the reactions therein are transport-limited. One example is the class of 
Katapak structures ([38],  [39]), where the catalyst particles are placed inside cages of 
wired gauze and the reactant flows past them through zig-zag channels. Although the 
model hierarchy shown in this chapter is not directly applicable to a Katapak structure, 
many principles and applications of this hierarchy can be transferred to it. However, it 
would  be  desirable  to  develop  a  general  methodological  foundation  for  the  model 
reduction of arranged reactors. Such a method could be based on the works on the 
volume averaging method in porous media by Whitaker and Ochoa-Tapia  ([40]-[42]). 
That technique has originally been developed for non-regular structures with a low ratio 
of characteristic structure length to reactor size. How this can be applied or adapted to 
systems with relatively large structures (compared to the reactor size22), is one of the 
open questions that need to be solved on the way towards a general model reduction 
methodology for structured reactors.

22 For example, in some Katapak columns, only a few repeating units are placed over the diameter of the
reactor.
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4 Optimal design of TPR experiments

4.1 The Temperature Programmed Reduction (TPR) method

The experimental method of TPR is widely applied to estimate kinetic parameters of 
reduction reactions of metal oxides ([43], [44]). Its working principle is illustrated inside 
the box in Figure 19. A reducing gas, e.g. hydrogen, continuously flows through a small 
sample of the metal oxide powder. Due to the reducing atmosphere, the metal oxide is 
reduced and steam is  produced from the hydrogen.  A sensor  is  placed behind the 
sample  which  measures  the  steam concentration  in  the  gas.  This  concentration  is 
proportional to the actual overall reduction rate in the sample. At the beginning of the 
experiment, the sample temperature starts at low values and is increased at a constant 
rate, so it follows a linear profile. Thus, reaction rate at initial time is virtually zero and it 
increases with temperature. Once the sample is reduced, the reaction rate approaches 
zero  again,  and  the  TPR  experiment  ends23.  The  resulting  time  dependent 
measurement signal (red profile in Figure 19) is then used to estimate unknown kinetic 
parameters such as reaction rate coefficients, activation energies,  orders of  reaction 
and  oxygen  capacities.  In  addition,  the  co-variance  matrix  of  the  estimates  can be 
obtained from that data. Also, TPR data can be used to discriminate between rivalling 
kinetic models.

Figure 19: Physical principle of the TPR (shown inside the box), input quantities 
(blue) and output signal (red).

In traditional TPR experiments, the only control parameter that can be changed from 
one TPR run to another is the temperature gradient. Usually, a series of several TPR 
experiments with different temperature gradients is conducted and the parameters are 
estimated from the whole ensemble of measurement curves. However, in a system with 
three reactions24, twelve parameters need to be estimated. With twelve unknowns and 
only one control parameter, the control options of the TPR method are very limited. This 

23 Typical temperature gradients are several Kelvin per minute. A single TPR run takes between 15 and 
90 minutes, depending on the reaction rates and the temperature gradients. A typical sampling rate of 
the sensor is one measurement per second.

24 E.g. the reduction of haematite (Fe2O3) via magnetite (Fe3O4) and wuestite (FeO) to iron.



40 Model hierarchies for chemical process design

is also shown by Pineau et al. ([45]), who present a list of TPR studies on the reduction 
kinetics  of  iron oxide in hydrogen atmosphere by different  authors.  They show that 
estimates vary significantly.  Although some of these deviations can be explained by 
morphological  differences  in  the metal  oxides  in  the studies,  this  indicates  that  the 
estimates have a large variance. Also with regard to model discrimination,  the TPR 
method is not well suited ([PH 1]). Very different kinetic models fitted the data from a 
series of TPR experiments equally well.

In order to improve the TPR method, its control options need to be increased. This can 
be done by lifting the restriction of a constant temperature gradient and applying a time 
dependent gradient instead. This leads to non-linear temperature profiles, which is the 
reason  why  this  method  is  referred  to  as  Non-linear  Temperature  Programmed 
Reduction  (N-TPR).  The  control  function,  namely  the  time  dependent  temperature 
gradient  (blue  profile  in  Figure 19),  can  be  designed  so  that  the  precision  of  the 
parameter estimates is maximised.

The resulting optimal control problem is not easily solved by numerical means. With 
respect  to  practical  applicability,  a  reduced problem is  formulated.  Thus,  the model 
hierarchy of this experimental design problem comprises two elements (Figure 20).

Figure 20:  Model  hierarchy  for  the  design  of  optimal  non-linear  TPR 
experiments.

4.2 The Complete Problem

Designing an N-TPR experiment is an attempt to identify a control profile that yields a 
measurement signal which minimises the variances of the parameter estimate. Several 
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optimality criteria have been proposed which associate an objective function value to a 
given co-variance matrix ([46],  [47]).  From these, the D-optimality criterion has been 
chosen,  because  in  addition  to  the  individual  variances  of  the  parameters,  it  also 
considers the co-variances of the parameters estimates ([48]).  After two reasonable 
simplifications (see [PH 7]), the objective function reads:

max
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The partial derivatives inside the integral are the time-dependent sensitivity functions of 
the measurement output,  y, with respect to the model parameters, p. The argument in 
the integral is the combined sensitivity matrix of the measurement, and it is integrated 
over the whole duration of the TPR experiment. The determinant of this matrix is the 
objective that has to be maximised. In other words, the optimisation identifies a control 
function, u(�), at which the measurement function, y(�), is most sensitive with respect to 
the estimated parameters, p.

This optimisation problem is constrained by the transient model equations of the TPR 
system,  which  include  ordinary  differential  equations  for  the  temperature  and  the 
sample composition25. In addition, a larger number of differential equations is used to 
describe  the  Jacobian  functions,  which  are  needed  to  evaluate  the  sensitivity 
expressions  in  the  integral  of  the  objective  function.  Furthermore,  several  algebraic 
constraint equations are required. Due to physical constraints, the temperature and its 
gradient are bounded below and above, so the complete problem also contains some 
inequality constraints. Overall, for a system with three reactions, the problem comprises 
40 ODE constraints, 13 algebraic constraints  and 5 inequality constraints. A detailed 
discussion and a comprehensive list of the complete problem is given by Heidebrecht et 
al. ([PH 7]). The whole problem is formulated in terms of dimensionless parameters.

The complete problem was discretised in time according to the method of orthogonal 
collocation on finite elements ([49]), with three collocation points per finite element and 
a  typical  number  of  100  to  300  finite  elements.  Typically,  a  discretised  problem 
comprises about ten thousand unknowns and a few hundred degrees of freedom. The 
discretised problem was implemented in AMPL ([50]) and solved using the algorithms 
CONOPT and IPOPT ([51]).

25 Often,  the  number  of  reduction  reactions  considered  in  the  system  is  identical  to  the  number  of 
ordinary differential equations needed to describe the sample composition. For example, a TPR model 
for a three-step reduction of haematite comprises three ODEs for the sample composition plus one for 
the temperature.
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Different versions of the complete problem with one and two reactions were solved, and 
system parameters were varied systematically.  A typical result for a system with two 
reactions is shown in Figure 21. It comprises four diagrams: In the lower left diagram, 
the  control  profile  is  shown.  The  upper  left  diagram  shows  the  corresponding 
temperature profile and in the upper right diagram, the sample composition is depicted. 
The  lower  right  diagram  shows  the  expected  measurement  signal  from  the  TPR 
experiment. In each diagram, dotted lines represent the profiles from the best possible 
linear TPR experiment, which applies the maximum allowable gradient26. The solid lines 
show the profile according to the optimal non-linear experiment.

In the optimal control profile, the temperature gradient is at the upper bound except 
during a certain period of time in the middle of the experiment27. This period begins at 
the time when the peak of the first reaction has just passed. First, the control function 
switches to its lower bound, so the temperature is decreased. Then, the temperature 
gradient is kept close to zero, so an almost isothermal period is applied. During this 
period, the first reaction continues to proceed at a low rate, while the second reaction 
produces no measurable contribution to the output signal. At the end of the isothermal 
phase, the first reaction has reached virtually full  conversion. Then, the temperature 
gradient is set back to maximum, and the second reaction peak is observed.

The effect of the non-linear control becomes evident in the lower right diagram. In the 
linear experiment, both peaks of the two reactions are close together, which leads to 
high  co-variances  of  the  estimates  of  the  corresponding  parameters.  Due  to  the 
decrease of temperature and the isothermal period in the non-linear experiment, the 
occurrence of  the  second reaction peak  is  delayed  towards  later  times,  so  the  co-
variances of the parameter estimates are decreased. This period is referred to as the 
delay phase. The complete optimisation problem has been solved for many other cases 
with two reactions. In the majority of these cases, the optimal control profile shows a 
similar delay phase. With respect to the objective function, non-linear TPR experiments 
yield 10-40% higher values compared to the best possible linear TPR runs.

26 Note  that  in  this  example,  0.25 $ u(�) $%-0.25 were  applied  as  upper  and  lower  bounds  of  the 
(dimensionless) control function.

27 This was expected from an analytical  solution of the complete problem for a system with a single 
reaction, neglecting the sensitivities with respect to the activation energy (see [PH 7]). 
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Figure 21: Exemplary results of the complete problem for a system with two 
reactions (from [PH 7]).

Similar optimisation problems have been set up and solved with regard to improving the 
model discrimination properties of the TPR method. The objective function used for this 
purpose describes the difference between the expected output signal of two competing 
models:

max
u 
� �

�
��0

�e


y
1 �
��� y
2 �
���2 d � (29)

where  y(1) and  y(2) are  the output  signals  of  the two  models.  This  objective  function 
requires no sensitivity information, so compared to the previous problem, it has fewer 
constraints.

A  typical  solution  of  the  complete  problem  for  model  discrimination  is  shown  in 
Figure 22.  Both  models  consider  a  single  reaction,  but  they  use  different  kinetic 
approaches. In the upper right diagram, the solid black and the dotted green profile 
indicate that both models were chosen so that they are indistinguishable from a linear 
TPR  experiment  with  maximum  temperature  gradient.  Reducing  the  temperature 
gradient in a linear experiment, the two signals shown as the red and the black dotted 
lines  are  obtained.  Although  the  difference  between  both  model  outputs  can  be 
dramatically increased already with a linear experiment, the two curves are qualitatively 
very similar, and a clear discrimination requires precise measurements.  Application of 
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the optimal control profile (solid blue line in Figure 22, lower left diagram) leads to the 
measurement signals shown in the lower right diagram. The non-linear experiment not 
only increases the quantitative difference between both outputs, but they also become 
qualitatively different, and can therefore be discriminated with higher certainty.
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Figure 22: Exemplary results of the complete problem for model discrimination 
(from  [PH  7]).  Upper  right  diagram:  Model  outputs  from  different  linear 
experiments; lower right diagram: Model outputs from optimal non-linear TPR 
experiment.

4.3 The Reduced Problem

The numerical determination of optimal control profiles from the complete problems can 
be difficult. Convergence to an optimum is not achieved from arbitrary initial points, and 
so  the  solution  usually  requires  a  multi-step  procedure,  which  varies  for  different 
problems.  This  is  basically  because  this  optimal  control  problem  is  singular.  With 
respect  to  practical  application  in  a  laboratory  environment,  these  optimal  control 
profiles need to be computed in an automated way. For this purpose, reduced problems 
have been proposed.

It was observed from the solutions of the complete problems that the optimal control 
profiles for certain classes of problems28, especially the shape of the delay phases, are 

28 “Classes of  problems” denotes  groups of  complete problems with  a similar  structure,  for  example 
problems with a single reaction, or with two consecutive reactions.
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qualitatively similar. This leads to the idea to capture these control profiles by piecewise 
constant functions. A reduced control profile for a system with two reactions is illustrated 
in Figure 23. According to this scheme, the application of the reduced control profile 
reduces the degrees of freedom to five, represented by the switching times �1...3 and the 
temperature gradients u1,2.

Figure 23:  Schematic reduced control  profile  for  systems with  two  reactions 
(from [PH 7]).
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Figure 24: Example of a solution of the reduced problem. The solution of the 
complete problem is shown in dotted lines (from [PH 7]).

Figure 24 shows the solution of the reduced problem (solid lines) which corresponds to 
the profiles of the complete problem in Figure 21 (dotted lines). Obviously, the control 
profiles and the output signals of both solutions are very similar. The reduced problem 
can be solved very reliably in an automated way within less than a minute using the 
simulation environment  Matlab  on a standard PC. Thus, the reduced problem can be 
implemented in the control software of a TPR device, where it identifies and proposes 
non-linear TPR experiments in an automated way, only based on the user's input of the 
type of system and a priori estimates of the system parameters.
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As discussed by Heidebrecht  et  al.  ([PH 7]),  cases have been observed where the 
reduced problem has at least two local minima. One of them approximates the solution 
of the complete problem very well, but the other optimum strongly differs from that. It 
depends on the system parameters which of the two solutions of the reduced model is 
the global optimum. A first analysis of this effect indicated that these optima also deviate 
with respect to their robustness. In a real N-TPR experiment, the temperature profile 
can only be an approximation of the theoretical optimum, so it is important to have a low 
sensitivity of the objective function value with respect to changes in the control function. 
How this can be included in the optimal design is left as a subject for further studies.

4.4 Summary

The design of non-linear TPR experiments leads to an optimal control problem, which 
has been set up and solved numerically for many different variations of the problem. 
The  solutions  showed  that  the  N-TPR  method  yields  better  parameter  estimates 
compared to the linear TPR method and that the model discrimination properties can be 
improved. With respect to applicability, a reduced formulation was proposed which can 
be solved in a fully automated way and approximates the solutions of the corresponding 
complete problems very well.

The reduction of the complete problem to the reduced problem is solely based on profile 
assumptions regarding the control function. This empirical approach is motivated by the 
observation that classes of similar problems yield qualitatively similar optimal profiles. 
The reduction is justified by the very good agreement between the solutions of both 
types of problems. However, the agreement is not always satisfactory, as some of the 
reduced problems showed multiple optima which could not be seen in the solutions of 
the complete problems. This point has not been solved yet.

The idea of optimal experimental design can be combined with other transient analysis 
techniques such as cyclic voltammetry or temperature programmed desorption. Similar 
ideas  in  the  field  of  chromatography  have  led  to  the  widely  applied  methods  of 
temperature programmed gas chromatography ([52],  [53])  and gradient elution liquid 
chromatography ([54], [55]). In these methods, control profiles are used to separate the 
peaks at the outlet of the chromatographic column and to reduce the duration of the 
experiments.  However,  these  input  profiles  are  not  based  on  the  results  of  an 
unconstrained optimisation (a complete problem as in Section 4.2), but use simplified 
approaches such as linear  temperature  profiles  a priori.  In  relation to the approach 
presented in this chapter, this means that only reduced problems are solved based on 
an intuitive selection of control profiles.
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5 Mass integration of high temperature fuel cell systems

5.1 Introduction

High temperature fuel cells such as the SOFC and the MCFC29 can be operated with a 
wide  variety  of  fuels  such  as  natural  gas,  alcohols,  coal  and  biomass.  A  reduced 
scheme  of  a  typical  stationary  high  temperature  fuel  cell  power  plant  is  shown  in 
Figure 25;  it  consists  of  a  fuel  processing  unit  (gasifier  and  reforming  reactor  are 
discussed here) which converts the raw fuel into a gas mixture rich of hydrogen and 
carbon monoxide, the fuel cell and a catalytic afterburner (not shown). In this scheme, 
gas  cleaning  units  such  as  sulphur  adsorption  beds  or  dust  removal  units  are  not 
explicitly  shown.  One  of  the  strongest  advantages  of  high  temperature  over  low 
temperature  fuel  cells  is  their  resistance  with  respect  to  carbon  monoxide,  which 
significantly  reduces  the  gas  cleaning  effort.  Moreover,  due  to  their  high  operating 
temperatures, their off-heat can be utilised in the fuel processing unit,  which usually 
operates under endothermal conditions.

Figure 25:  Principle  of  the mass integration  of  a  fuel  converter  with  a  high 
temperature fuel cell.

The fuel processor requires oxygen, which is typically provided by a feed of steam or 
air.  Both options come with certain drawbacks.  The feeding of air also introduces a 
large  amount  of  nitrogen,  which  dilutes  the  product  gas.  The  application  of  steam 
requires a high amount of energy to heat up and vaporise the water, and it increases 
the heat demand in the fuel processing unit.  The off-gas from the fuel cell  anode is 
oxidised to a high extent, and it is available at fuel cell temperature, which is close to the 
fuel processor temperature. Thus, this exhaust gas can be used to substitute a part or 
all of the external oxygen supply to the fuel processor. This leads to a partial recycle of 
the anode exhaust gas to the fuel processor as illustrated by the red line in Figure 25. In 
a fully integrated system, the oxygen supply to the fuel processor is accomplished by 

29 SOFC: Solid Oxide Fuel Cell ; MCFC: Molten Carbonate Fuel Cell
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ion  transport  across  the  fuel  cell  electrolyte  layer,  whereby  undesired  species  like 
nitrogen are automatically separated from air oxygen.

This idea leads to the questions whether the external oxygen feed can be completely 
replaced by the recycle  gas and at  which  recycle  ratios this  can be accomplished. 
These questions are answered using two different sets of models which are indicated in 
Figure 26. Each set comprises a model for the fuel processors, the fuel cells and the 
afterburner ([PH 8]).

Figure 26: Model hierarchy for the evaluation of the mass integration principle.

5.2 Equilibrium Models

In this set of spatially lumped models, the gas is assumed to be in equilibrium with 
respect to the methane steam reforming reaction and the water gas shift reaction in the 
fuel processor. In the fuel cells, only the equilibrium with respect to the water gas shift 
reaction is considered.

Each unit is assumed to operate isothermally at a given, individual temperature. Ingoing 
or outgoing heat fluxes are calculated from the enthalpy balance of each unit. These 
heat fluxes are used in a pinch analysis ([1]) to evaluate whether the complete system 
can be heat integrated.  Because carbon deposition can be a serious issue in  such 
systems, a thermodynamical criterion is evaluated in each fuel processor and fuel cell 
model which indicates whether carbon is deposited under the conditions that prevail in 
the unit. These models have also been applied as short cut models in a system design 
study, where a more detailed discussion of the models and the carbonisation check is 
given ([PH 6]).
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The system has three operating parameters. The first one is the fuel utilisation,  �fuel, 
which determines the electrochemical conversion at the outlet of the fuel cell anode. 
The second operating parameter is the amount of steam fed into the fuel processing 
unit,  which is described by the steam to carbon ratio,  S/C30.  This allows to consider 
partial  replacement  of  the external  oxygen  feed.  The third  operating variable  is  the 
recycle ratio of the anode exhaust gas, RR, which is defined as the molar flow rate of the 
recycle stream per molar flow rate of the anode exhaust gas. At a given combination of 
fuel utilisation and steam feed rate, the lowest possible recycle ratio is desired which 
fulfils the inequality constraints of carbonisation and heat integration. This optimisation 
is repeatedly carried out over a range of �fuel and S/C values.

An  exemplary  result  for  an  SOFC  system  fed  with  methane  and  with  given  unit 
temperatures is shown in Figure 27. The coloured plane shows the minimal recycle ratio 
required to suppress carbonisation as a function of the other two operating parameters, 
the fuel utilisation and the steam to carbon ratio. Two characteristic operating points at a 
typical  fuel  utilisation of  �fuel = 80 % are  marked:  The conventional  point  without  gas 
recycle (RR = 0, S/C = 1.05) and the fully integrated point without steam feed (RR = 0.34, 
S/C = 0).  The recycle ratio that is necessary to achieve complete mass integration is 
moderate. It causes an increase of the volumetric gas flow rate through the anode by 
about 50 %.

At lower  fuel  utilisation,  the oxygen content  in  the anode off-gas decreases,  so the 
recycle ratio needs to be increased in order to satisfy the oxygen demand of the fuel 
processor.  At  a  fuel  utilisation  of  about  �fuel = 25 %,  the  necessary  recycle  ratio  for 
complete integration reaches its upper limit; at fuel utilisations less than that, a complete 
mass integration is not possible. Towards higher degrees of fuel utilisation, at around 
�fuel = 85 %, the heat production by the SOFC and the burner becomes insufficient to 
satisfy the heat demand of the reformer, so the heat integration constraint is violated. 
This boundary is indicated by the transparent plane near �fuel = 90 % in Figure 27.

30 Only steam is considered as a gasification / reforming agent in this study.
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Figure 27: Minimal recycle ratio for an SOFC system with methane according to 
the Equilibrium Models (coloured plane) and according to the Stoichiometric 
Model (grey plane) (from [PH 8]).

5.3 Stoichiometric Model

The repeated solution of the Equilibrium Models for different fuel utilisations and steam 
feed rates as shown in Figure 27 requires several hours time on a typical PC. For the 
purpose of quick estimation of the minimal recycle rate for a wide variety of fuels, a 
reduced model is required. The Stoichiometric Model neglects the chemical equilibria of 
the reforming reactions, and it disregards the enthalpy balances and the carbonisation 
constraints. A basic assumption of the Stoichiometric Model is that the fuel processing 
unit works under stoichiometric conditions. Thus, the molar fluxes of methane, carbon 
dioxide and steam at the outlet of the fuel processor are zero. These three conditions 
determine the atomic feed rate of oxygen and the extent of both reforming reactions in 
the fuel processor.

Applying these assumptions to the mass balance equations of a system with an SOFC 
or an MCFC yields a simple algebraic equation describing the stoichiometric recycle 
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ratio for a given fuel composition, fuel utilisation and steam feed rate. For the SOFC 
using a fuel with the elementary composition CHYOZ, this equation reads (for the detailed 
derivation, see [PH 8]):

RRstoi
SOFC� 1�Z�S �C

& fuel��2'Y �2�Z � (30)

The stoichiometric recycle ratio for the MCFC is exactly half as much. This is due to the 
carbonate ions that migrate through the MCFC electrolyte, which transport more oxygen 
atoms per amount of electrical current than the O2--ions in the SOFC.

Figure 28:  Minimal  recycle  ratios  for  the  mass  integration  of  SOFC  plants 
(�fuel = 80 %,  S/C = 0).  The colour indicates the results from the Stoichiometric 
Model; the results from the Equilibrium Model with five different fuels are given 
(from [PH 8]).

In  the  case  of  SOFC  systems,  the  recycle  ratio  obtained  from  the  stoichiometric 
calculation  (grey  plane  in  Figure 27)  approximates  the  results  from  the  Equilibrium 
Model very closely. This is due to several reasons. Under equilibrium conditions and at 
the high operating temperatures in an SOFC, the equilibrium of the methane  steam 
reforming reaction is far on the product side and the equilibrium of the water gas shift 
reaction is far on the reactant side. Thus, the concentrations of methane and carbon 
dioxide  are  both  low.  This  is  in  good  agreement  with  the  assumptions  of  the 
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Stoichiometric Model. Furthermore, due to the high temperatures in the reformer and 
the  SOFC,  carbonisation  only  occurs  in  atmospheres  with  a  high  ratio  of  carbon 
monoxide to carbon dioxide; it can easily be avoided by a small increase of the recycle 
ratio.

To  evaluate  the  agreement  between  both  models  for  SOFC  systems,  the  fuel 
composition  was  varied  systematically;  the  two  axes  in  Figure 28 represent  the 
hydrogen  and  the  oxygen  content  of  the  fuel.  The  results  obtained  from  the 
Stoichiometric  Model  are  indicated  by  the  background  colour.  The  recycle  ratios 
according to both models are given for five different fuels. The deviations indicate that 
the Stoichiometric Model yields a good approximation for the minimal recycle ratio in 
SOFC systems.

Figure 29: Minimal recycle ratio for an MCFC system with wood according to 
the Equilibrium Models (coloured plane) and according to the Stoichiometric 
Model (grey plane) (from [PH 8]).

The results for the MCFC system show a very different picture, as illustrated by a wood-
fed system in Figure 29. Due to the lower temperatures and the increased  content of 
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carbon in the anode gas due to the flow of carbonate ions through the electrolyte, the 
system operates deep inside the carbon deposition regime unless high recycle ratios 
are applied. The range of infeasible conditions (no complete integration possible due to 
low fuel  utilisation) is enlarged. Heat integration limits the possible fuel utilisation to 
values significantly below  80 %.  This makes the mass integration in MCFC systems 
unattractive.

Furthermore,  because the assumptions from the Stoichiometric  Model  are not  even 
approximately fulfilled in an MCFC, the recycle ratios predicted by both models strongly 
deviate.  Thus,  the  Stoichiometric  Model  is  only  applicable  in  the  context  of  SOFC 
systems.

5.4 Summary

The feasibility of mass integration of high temperature fuel cells with their preceding fuel 
processors  by  anode  exhaust  gas  recycle  is  investigated  with  two  different  sets  of 
models. The set of Equilibrium Models considers the temperature levels of the system's 
units,  and  it  accounts  for  carbonisation  and  system  wide  heat  integration.  The 
Stoichiometric Model is based on the assumption of stoichiometric fuel conversion. Both 
sets of models are applied to estimate the minimal recycle ratio depending on the fuel 
composition,  fuel  utilisation  in  the  fuel  cell  and  the  feed  rate  of  steam to  the  fuel 
processor. They show that the integration is possible at moderate recycle ratios for a 
wide range of fuels in the SOFC, but it is not attractive in MCFC systems. The results 
obtained from both models for SOFC systems agree very well.

The reduction of the Equilibrium Models to the Stoichiometric Models is mainly based 
on  physical  assumptions  concerning  the  product  gas  of  the  fuel  processor.  These 
assumptions are equivalent to assumptions regarding the extents of reaction in this unit 
and the oxygen feed rate.

Both models focus on the feasibility of the integration concept, but not on an evaluation 
of  its  benefit  in  terms of  efficiency  or  economic  profit.  Besides  the  advantage of  a 
simpler system due to the integration, the recycle stream also increases the gas flow 
rate through the fuel processor and the anode channels, leading to a higher pressure 
drop and thereby increased internal energy consumption. How this affects the efficiency 
or profitability of a system, strongly depends on its design parameters.
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6 Concluding remarks

In this work, four examples have been shown how model hierarchies can be used in 
process  design.  The  first  two  examples  focus  on  reactor  design,  the  third  on 
experimental design and the fourth example treats the integration of a system consisting 
of several process units. The models in each hierarchy are different with respect to their 
complexity, detail level, degree of abstraction and their numerical effort.

Model reduction is an essential element of the development of model hierarchies. In the 
examples shown here, the derivation of reduced models has different motivations. In the 
case of the structured IIR reactor (Chapter 3), model reductions are conducted in order 
to extend a model or its solution domain. The Detailed Model was reduced in order to 
extend the solution domain from a cut-out section to the complete reactor. The further 
reduction of the Zone Model enabled the combination of the resulting Phase Model with 
fuel cell models to a representation of a fuel cell stack.

Complex models yield a lot of data, but simple models can convey more insight and 
understanding  of  a  process,  which  is  another  motivation  for  model  reduction.  Both 
reduced models of the hierarchy for the CWGSR (Chapter 2) follow this idea. Also, the 
reduction of the Equilibrium Model for the mass integration of high temperature fuel cells 
in Chapter 5 is conducted partially due to this reason.

Because computational power is limited and some applications demand quick solutions, 
the decrease of computational effort is the third reason for model reduction in this work. 
The reduction of the Complete Problems to the Reduced Problems in the design of N-
TPR experiments  (Chapter 4)  is  a  good  example  for  this.  This  is  also  partially  the 
reason for the derivation of the Equilibrium Model in Chapter 5.

According to the categories of model hierarchies proposed by Hangos and Cameron 
([8]), the hierarchy of the structured reactor (Chapter 3) is driven by characteristic sizes. 
Each  model  describes  the  structured  reactor  on  a  different  size:  the  geometrical 
structure on the millimetre scale, the complete reactor and the reactor integrated with 
fuel cells. According to this scheme, the other model hierarchies would be classified as 
driven by the level of detail; their models describe the same process on different levels 
of abstraction.

The technical  approach to  reduce  a  model  can  be entirely  mathematical.  A  simple 
example for this is the transformation of mass balances to equations in terms of extents 
of reaction, as shown by Heidebrecht et al. ([56]). In this reduction, the dimension of a 
model is reduced from five molar fractions to two extents of reaction. Another example 
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is the reduction by proper orthogonal decomposition (POD), as applied by Mangold et 
al. ([57]) to a transient, spatially distributed model of a high temperature fuel cell.

In other cases, model reduction is obtained by modification of the set of assumptions. 
This may call  for a completely new derivation of the model equations based on the 
altered assumptions, as with the Front Model (Chapter 2.4) or the Stoichiometric Model 
(Chapter 5.3).  In  other  cases,  the  equations  of  the  more  complex  model  can  be 
changed according to the modified assumptions to obtain the reduced model. This is the 
case with the derivation of the Phase Model (Chapter 3.4), which is derived from the 
three-dimensional balance equations of the Zone Model. The same applies to the Single 
Reaction Model of the IIR reactor (Chapter 2.3), where the partial differential equations 
of the Reference Model can be used as an initial point to derive the reduced model. 
Also,  the  derivation  of  the  Reduced  Problem for  the  design  of  N-TPR experiments 
(Chapter 4.3) is a good example where the original equations are preserved and only 
slightly modified.

In general, model reduction leads to a reduction of the numerical effort31. However, this 
usually  leads  to  a  loss  of  precision  due  to  neglected  physical  phenomena  or 
approximations. This can be seen in the Phase Model of the IIR reactor (Chapter 3.4), 
where the exact locations of the catalyst pellets are no longer reflected in the model and 
only  representative  states  are  calculated;  or  in  the  Front  Model  of  the  CWGSR 
(Chapter 2.4), which yields no information about the dispersive character of the reaction 
front or the temperature distribution.

Moreover,  the applicability of reduced models is generally more restricted than their 
parent  model's.  For  example,  the permeabilities used in  the Zone Model  of  the IIR 
(Chapter 3.3)  depend  on  the  gas  velocity32.  However,  they  are  estimated  from the 
Detailed  Model  (Chapter 3.2)  for  a  certain  range  of  gas  flow  rates.  Applying  gas 
velocities to the Zone Model which are outside this range leads to wrong estimates of 
the pressure drop. Another example are the Stoichiometric Models (Chapter 5.3) whose 
application is limited to SOFC systems, because the deviation to the Equilibrium Models 
in MCFC systems is far too large.

Thus, qualitative and especially quantitative results from reduced models have to be 
validated  or  rendered  more  precisely,  either  by  using  their  parent  models  or  by 
experiments.  An  illustrative  example  for  this  is  a  result  from  the  Front  Model 
(Chapter 2.4). In Figures 9 and  10, the optimal operating regime is identified and the 

31 This should be true if the reduced model describes the same system as the original model.
32 That  means that  the  pressure  drop  in  the  IIR  is  actually  not  proportional  to  the  gas  velocity,  as 

postulated in Darcy's law.
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optimal phase duration can be determined. However, this result is only an initial guess 
for an optimisation using the more detailed Reference Model.

Process modelling is motivated by the desire to answer process related questions. This 
work  shows  how model  hierarchies  provide  tools  for  a  wide variety  of  applications. 
These  range  from  conceptual  process  analysis  (see  the  CWGSR  Front  Model, 
Chapter 2.4) to the detailed simulation of a complex reactor (see the IIR zone model, 
Chapter 3.3). The models are specifically tailored for their respective applications, which 
makes their usage efficient in terms of numerical effort and interpretability. The second 
advantage of model hierarchies is the reduced model development effort, which shows 
in almost all of the examples in this work. Usually, not all models have to be derived 
“from scratch”, because they are based on similar assumptions or have similar equation 
structures.  This  accelerates  the  modelling  process.  The  third  strong  advantage  of 
developing models in the framework of a hierarchy is that they are compatible; a good 
example is the estimation of pressure loss coefficients and heat transport parameters 
from the Detailed Model of the IIR reactor, which are then used in the reduced models 
of this hierarchy (Chapter 3.2). These advantages make model hierarchies a powerful 
tool for the design of complex processes.
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Abstract

The experimental method of temperature programmed reduction (TPR) for the investigation of gas–solid reactions is well established and
widely used since the 1970s. With regard to the temporal and financial effort for TPR measurements, the quantitative model-based analysis
of the data is not adequately developed. The TPR data analysis is comprised of two aspects: a discrete model identification and a continuous
parameter optimisation. In this contribution, a general model for TPR experiments is introduced and a strategy for the model identification is
proposed. This results in a large number of continuous optimisation problems which can be solved very efficiently by a proposed optimisation
algorithm that is especially tailored for the problem at hand. The applicability of the method is demonstrated using TPR measurements of iron
oxide in hydrogen gas.
� 2007 Elsevier Ltd. All rights reserved.

Keywords: Temperature programmed reduction (TPR); Model discrimination; Parameter identification; Multi-phase reactions

1. Introduction

Reduction reactions of metal oxides play an important role,
especially in processes in the steel industry, but also in cat-
alyst preparation (Hu et al., 2000; Lambrou and Efstathiou,
2006; van den Berg et al., 2003; Kanervo and Krause, 2001;
Tiernan et al., 2001). Historically, the oxidation of iron oxide
with steam was a method for the production of clean hydrogen
(Messerschmitt, 1911), an idea that has drawn some attention
in the last few years regarding clean-up processes for hydrogen
for use in fuel cells (Hacker, 2003; Galvita and Sundmacher,
2007). Purposeful design of such catalysts and processes re-
quires detailed knowledge about the relevant reactions.

Temperature programmed reduction (TPR) and temperature
programmed oxidation (TPO) are established methods for ki-
netic analysis of these processes (Kissinger, 1957; Doyle, 1961;
Hurst et al., 1982). The principle is simple: gas containing the
reaction educts continuously flows through a small probe of
porous solid material (Fig. 1). At the beginning, temperature

∗ Corresponding author. Tel.: +49 391 6110 285.
E-mail address: heidebrecht@mpi-magdeburg.mpg.de (P. Heidebrecht).

0009-2509/$ - see front matter � 2007 Elsevier Ltd. All rights reserved.
doi:10.1016/j.ces.2007.10.012

is low, so all reaction rates are virtually zero. Temperature is
then increased at a constant rate, so the reaction rates increase
depending on the activity and the actual degree of reduction
of the solid material, until the material is completely reduced.
The concentration of the gaseous reaction products (or the con-
sumption of the reaction educts) is measured at the outlet with
a high sampling rate. This experiment is repeated with different
heating rates or with varying feed gas compositions. TPR ex-
periments are performed under high technical standards using
fully automated laboratory devices.

Although the method is well established and widely used,
the results can vary strongly. Pineau et al. (2006) list activation
energies of iron oxide reduction using hydrogen measured by
different authors using the TPR method. The results for the
apparent activation energy range from 18 to 246 kJ/mol. In
part this can be explained by different compositions and par-
ticle sizes of the solid material due to preparation method, gas
impurities and different temperature ranges in the TPR pro-
cedure. But in part these deviations are also due to inaccurate
data analysis.

Usually the analysis of the experimental data has several
objectives: To identify the reaction scheme and to determine
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T = T (t)

Gin

xH2, in

xH2O, outMeO → Me

Fig. 1. Scheme of a TPR reactor.

Table 1
Classical ensemble of kinetic models for reduction reactions (from Vyazovkin
and Wight, 1997)

f (�)

Power law/contracting cylinder (1 − �)1/2

Power law/contracting sphere (1 − �)2/3

Power law (1 − �)3/4

First order (1 − �)

Second order (1 − �)2

Avrami–Erofeev 2 · (1 − �) · [− log(1 − �)]1/2

Avrami–Erofeev 3 · (1 − �) · [− log(1 − �)]2/3

Avrami–Erofeev 4 · (1 − �) · [− log(1 − �)]3/4

1D diffusion (1 − �)0 · (1 − (1 − �)1)−1

2D diffusion (1 − �)1/2 · (1 − (1 − �)1/2)−1

3D diffusion (1 − �)2/3 · (1 − (1 − �)1/3)−1

the parameters (reaction rate constant and activation energy) of
each reaction. Usually, data analysis is based on an ordinary
differential equation describing the progress of the reduction:

d�

dt
= k0 · exp

(
−

EA

RT

)
· f (�), (1)

where � is the degree of reduction and the temperature T is a
linear function of time:

T = T0 + b · (t − t0). (2)

While the second factor on the right-hand side in Eq. (1) con-
siders the temperature dependence by an Arrhenius term, the
last factor describes the relation between reaction rate and the
degree of reduction, following one of the kinetics in Table 1,
which are commonly used in gas–solid reactions (Vyazovkin
and Wight, 1997). Several authors propose analytical approx-
imate solutions (Wimmers et al., 1986; Doyle, 1961; Šesták
et al., 1973). These approximate solutions allow to quickly cal-
culate the TPR profile for any reaction and compare it with the
measured TPR data.

However, the approximate solution is only strictly valid un-
der the assumption that each reaction happens independently
from all other reactions. This is true for the following cases or
combinations of them:

• The solid material is reduced in only one single reaction
step.

• The solid material is composed of oxides of different metals,
each being reduced independently from all the others in a
single reduction step.

• A metal oxide is reduced in several steps, but in the TPR
experiment, the next step occurs only after the previous one
is completed.

This restricts the method either to very simple cases
(single reaction) or to very unlikely ones (reduction step is
completed before the next reduction step starts). For all other
cases with multi-step reductions or mixtures of different metal
oxide species, this method can at best deliver rough estimates,
but in no way can it be applied for a reliable parameter estima-
tion. Nevertheless, it is common practice that the approximate
solutions for several consecutive reactions are simply super-
imposed to calculate the TPR curve, which is then used to fit
the unknown parameters by means of least square optimisa-
tion. Although this method is quite fast, it is not physically
correct and usually leads to considerable deviations between
measurement and simulation.

In addition, many studies presume a certain reaction mech-
anism based on a priori knowledge, on additional measure-
ments, on experience, or sometimes simply by assumption. This
means that the number of species and reactions as well as their
exact stoichiometry is fixed. This is valid if the mechanism is
known for sure, but for a realistic powdery material with parti-
cles of different sizes, possible segregation of metal species at
the surface, different behaviour of the particle bulks, one often
cannot tell a priori which reactions are relevant in each part
of this solid material. Thus often times neither the number of
reactions is known nor their mechanism.

In this contribution we propose a new modelling approach
for TPR/TPO systems and an efficient algorithm for parameter
estimation. The model is still simple, but it allows to consider
more complex material behaviour involving parallel and multi-
step reductions. The amount of a priori knowledge required for
this model is minimal. The estimation algorithm is a combina-
tion of standard minimisation algorithms, but it is especially
tailored for this type of problem. The time required for this
optimisation is several hours, which is in the same order of
magnitude as for the TPR experiments. Regarding the effort
spent to obtain the experimental data (in terms of time and
money spent), it is justified to spend a similar amount of (com-
puting) time to extract a maximum of information from the
data. The result of this parameter identification method is not
one single reaction scheme and its optimal kinetic parameters,
but a whole range of models which fit the experimental data
well. At this point, physical and chemical interpretation is
required to help choose one or two plausible models which
can then be assumed to adequately describe the reduction
process.

In the following sections the modelling approach is intro-
duced first and some requirements concerning the experimen-
tal data are mentioned. After that, the optimisation algorithm
is introduced. The whole method is then demonstrated for the
reduction of iron oxide. In the conclusion, possibilities and lim-
itations of the method are discussed, and some indications for
further development are given. Throughout this contribution,
only TPR is discussed, but all methods apply to TPO experi-
ments as well.
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2. Modelling

2.1. Modelling based on “a priori” reaction scheme

TPR experiments are usually conducted using a small
probe of fixed bed material, through which gas flows contin-
uously (see Fig. 1). The model is set up under the following
assumptions:

• Using a small amount of solid material and applying high
gas velocities, the conversion of the gas is low. This leads not
only to the assumption of homogeneous conditions through-
out the reactor (CSTR assumption), but the gas composi-
tion in the reactor can be approximated by the inlet gas
composition with regard to the reaction kinetics (differential
reactor).

• The gas residence time is small compared to the characteristic
time of the reduction process of the fixed bed. Thus the molar
fractions of the gas can be considered to be in quasi-steady
state.

• The product concentration in the gas is negligible, so that no
backward reaction (oxidation in case of a TPR) occurs.

• Due to the high gas flow rate and the low heat capacity of
the reactor, the temperature follows the given profile of the
TPR device without lag or deviation.

Usually, a multi-step reduction process is modelled under the
assumption of a specific reaction scheme. For the sake of clar-
ity, we chose a simple example: the reduction of iron oxide
with hydrogen in a presumed two-step reduction process (i.e.,
without considering the intermediate FeO species):

r1: 3Fe2O3 + H2 → 2Fe3O4 + H2O,

r2: 1
4 Fe3O4 + H2 → 3

4 Fe + H2O.

The stoichiometry of the reaction scheme is normalised so that
exactly one oxygen atom is taken from the fixed bed material
in each reaction step. This has the advantage of comparable
reaction rates. The balances of the fixed bed species in the
reactor read:

dnFe2O3

dt
= 0 − 3 · r1,

dnFe3O4

dt
= +2 · r1 −

1

4
· r2. (3)

The stoichiometry of the reactions and the composition of the
solid species allows to define oxygen capacities of each metal
oxide species. It is the amount of oxygen per metal atom that
can be released in the next reduction step. In the first reaction of
the example, one oxygen atom is taken from 3Fe2O3 molecules
(hematite), so the oxygen capacity of this species is one-third
of the maximum number of hematite molecules available. The
maximum amount of hematite is half the total amount of iron
in the fixed bed, nFe. Thus the oxygen capacity of hematite per
iron atom is one-sixth. An equivalent procedure is performed

for the Fe3O4 species:

CFe2O3 = 1
3nFe2O3,max,

nFe2O3,max = 1
2nFe ⇒ CFe2O3 = 1

6nFe,

CFe3O4 = 4nFe3O4,max,

nFe3O4,max = 1
3nFe ⇒ CFe3O4 = 8

6nFe. (4)

The total oxygen capacity is the sum of all capacities:

Ct =
∑

i

Ci =
9

6
nFe. (5)

Furthermore we introduce the characteristic time constant as
the time required to reduce the whole fixed bed at a standard
reaction rate:

t� =
Ct

r�
. (6)

By introducing the following dimensionless numbers:

� =
t

t�
, (7)

�i = 1 −
ni

ni,max
, (8)

�i =
Ci

Ct

, (9)

�j =
rj

r�
j

, (10)

Daj =
r�
j

r�
(11)

into Eq. (3) we obtain the dimensionless balance equations

d�Fe2O3

d�
= 0 +

Da1�1

�Fe2O3

,

d�Fe3O4

d�
= −

Da1�1

�Fe2O3

+
Da2�2

�Fe3O4

. (12)

In this dimensionless notation, the stoichiometric coefficients
of the reaction scheme (Eq. (3)) disappear, as they are incorpo-
rated in the oxygen capacities, �Fe2O3 and �Fe3O4 . Assuming
that the reaction scheme is not known for sure a priori, the
stoichiometry is also to be considered as unknown. Thus, the
oxygen capacities are to be considered as unknown parameters
that have to be identified together with the Damköhler numbers,
Daj , and the Arrhenius numbers, Arrj , describing the reaction
activation energies.

2.2. Modelling based on the oxygen storage scheme

2.2.1. Mass balances
The dimensionless model formulation, which is given in

Eq. (12) for a simple example, can be extended to a general
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�1

�2 �3

�I

�II �III

Fig. 2. Example for an oxygen storage scheme. The reduction process is
interpreted as mass being transferred from one oxygen storage into another
by reduction reactions, ending at terminal storages.

modelling concept for reduction processes. The cornerstones
of this concept are listed in the following:

• Each reducible species in the solid material represents an
oxygen storage. Knowledge about the exact chemical com-
position of this species is not required. The corresponding
degree of reduction, �, describes how far this storage has
been emptied (� = 0 is a full storage, � = 1 is an empty
storage).

• Reduction reactions transform molecules of one species into
molecules of another species. This means that metal atoms
are transferred from one oxygen storage to another one, or
one storage is emptied while the other one is filled. Thus
reactions are fluxes from a source storage to a destination
storage.

• Each oxygen storage possesses its own oxygen capacity. It
describes the amount of oxygen that is released when the
whole storage is emptied into the next storage. All capacities
are related to the total oxygen capacity.

• A terminal storage is a storage of mass which cannot be
reduced further. Any series of storages connected by reaction
fluxes ends in a terminal storage. The oxygen capacity of a
terminal storage is zero.

In Fig. 2, this is depicted using an example. Assume a system
consisting of two different reducible species. Species I is re-
duced in a single-step process (by reaction 1), while species
II is reduced in a two-step process via intermediate species III
(reactions 2 and 3). For example, this could be a storage net-
work for a mixture of iron oxide and ceria oxide, where iron
is reduced in two steps and ceria is reduced in a single step.
Note that the final form of ceria, Ce2O3, contains oxygen, but
cannot be further reduced, so it is a terminal storage. Note that
two parallel storages do not necessarily imply the existence of
two different species. Topochemical effects can be the reason
why the same species reacts differently at different locations in
the solid material. This needs to be described as two parallel
storages.

Once a storage scheme including its reactions has been cho-
sen, the balance equations for the degrees of reduction are
clearly defined. For each reaction originating from the respec-
tive storage, a reaction term with a positive sign occurs, di-
vided by the capacity of the source storage. For each reaction

ending in the considered storage, a reaction term with a neg-
ative sign appears, which is divided by the capacity of the
reaction source (see the first term on the right-hand side in
Eq. (12b)). The general balance equation then reads

d�i

d�
=

∑
j

�S
i,j

Daj�j

�̃j

, (13)

where �̃j is the capacity of the source storage of reaction j. In
the example in Fig. 2,⎛⎜⎝

�̃1

�̃2

�̃3

⎞⎟⎠ =

⎛⎜⎝
�I

�II

�III

⎞⎟⎠ (14)

and

�S =

⎛⎜⎝
+1 0 0

0 +1 0

0 −1 +1

⎞⎟⎠ . (15)

As initial conditions for a completely oxidised material, the
degrees of reduction for all source storages usually are zero,
except for the intermediate storages, which equal unity. In our
example:

�I(� = 0) = �II(� = 0) = 0, �III(� = 0) = 1. (16)

2.2.2. Output concentration
The steady state component mass balances at the reactor (see

Fig. 1) for any component k read

0 = Gin · (xk,in − xk) + A ·
∑
j

(�k,j − xk · �j ) · rj , (17)

where

�j =
∑

k

�k,j . (18)

Rearranging and solving for the molar fraction at the outlet,
one obtains

xk =
Ginxk,in + A

∑
j �k,j rj

Gin + A
∑

j �j rj
. (19)

This is the gas composition at the reactor outlet which is mea-
sured during the TPR experiment. Assuming that

• the conversion is low compared to the convective flow rate
(Gin?A

∑
j �j rj , compare for assumptions in Section 2.1),

• only the product species is of interest, i.e., xk,in = 0 and
�k,j = +1,

one obtains the molar fraction of the reaction product at the
outlet:

xout =
A

Gin

∑
j

rj . (20)
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Using Eqs. (10) and (11), the dimensionless formulation reads

xout =
1

G̃in

∑
j

Daj�j , (21)

where

G̃in =
Gin · t�

ACt

. (22)

It can be shown that for a normalised TPR curve (area be-
low the curve equals unity), this parameter must also be unity
(see Appendix). Thus, the output molar fraction of the gaseous
product is

xout =
∑
j

Daj�j . (23)

2.2.3. Temperature
In most TPR experiments, temperature is simply a linear

function of time. In dimensionless formulation, this reads

ϑ(�) = ϑ0 + � · �, (24)

where

ϑ =
T

T �
(25)

and � stands for the dimensionless “heating rate”, i.e., temper-
ature gradient:

� =
b · t�

T �
. (26)

2.2.4. Reaction kinetics
In the literature on TPR, one usually finds a set of commonly

used kinetic expressions for gas–solid reactions, defining the
relation between the degree of reduction and the reaction rate
for different reaction mechanisms (see Table 1). In addition,
each reaction rate also obeys to Arrhenius’ law:

rj = k0,j · exp

(
−

EA,j

RT

)
· fj (�). (27)

The standard reaction rate (see the definition of the Damköhler
number, Eq. (12)), should be a typical rate for this reaction.
Therefore, it is defined as the reaction rate constant at a typical
reference temperature, where the reaction rate is significant in
a TPR experiment:

r�
j = k0,j · exp

(
−

EA,j

RT �

)
. (28)

Thus, with the Arrhenius number

Arrj =
EA,j

RT �
. (29)

The dimensionless reaction rate is

�j = exp

(
Arrj

(
1

ϑ
ref
j

−
1

ϑ

))
· fj (�). (30)

This formulation of the standard reaction rate leads to the fol-
lowing definition of the Damköhler number:

Daj =
k0,j · t�

Ct

· exp

(
−

EA,j

RT ref
j

)
. (31)

Due to this definition, all Damköhler numbers are in the order
of magnitude of unity, which has strong numerical advantages
for the parameter identification algorithm.

2.2.5. Discussion of the model
The proposed dimensionless model consists of Eqs. (13),

(23) and (24), together with the reaction rates (Eq. (30) and
Table 1) and appropriate initial conditions.

The strong advantage of this modelling concept is that no
knowledge is required about the chemical processes and the
occurring metal oxide species in the solid material. While the
starting point for a conventional model (Section 2.1) is a re-
action scheme, the starting point for this model is a storage
scheme (Fig. 2). The number of reactions and storages in the
scheme can be chosen according to the experimental data with-
out the necessity to interpret the data with respect to possi-
ble chemical species and their presumed reduction reactions.
Thus, one can avoid a fixation on favourite reaction schemes.
However, that does not imply ignoring knowledge about the
reaction system. The models generated by this method should
still be interpretable from a physical point of view. For exam-
ple, knowledge about the possible number of reduction steps
of certain species may be used to eliminate physically impos-
sible schemes. In any case, one should take care only to ex-
clude really impossible storage schemes and not to eliminate
schemes that one feels are unlikely, but which are still possi-
ble. In the case of a single storage with only one reaction, this
model can be solved by an analytical approximation (Wimmers
et al., 1986). For more than one reaction, no generally applica-
ble analytical solution is available, so numerical ODE-solvers
are required. The numerical treatment of the model is simple,
because it is explicit with respect to the state variables, can be
formulated in vectorised form and therefore it can be solved
very efficiently with standard algorithms (any ODE-solver in
Matlab, for example).

Beyond the features shown in the example in Fig. 2, the
storage concept can also incorporate parallel reactions with
identical source and destination; for example, there could be
two reactions between storages II and III. Note that in the
example, the number of storages equals the number of reactions,
but this is not necessarily the case.

3. Experimental data

TPR data are recorded by automated TPR devices. Usually,
the sampling rate is in the order of 1 s, whereas one single TPR
curve takes several hours to measure, depending on the heating
rate applied. Due to the non-linear character of the model, it
is advisable to cover a wide range of experimental conditions,
that means a wide range of heating rates. Within this range,
the heating rate of the experiments should be about equally
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distributed in order to avoid overweighting of experiments with
low or high heating rates.

To obtain a measure for the typical variance of the measure-
ment, i.e., the measurement error, repeated measurements are
required. Assuming that the measurement error is nearly identi-
cal for all heating rates, it is sufficient to perform repeated mea-
surements at one single arbitrarily chosen heating rate. Note
that these additional measurements are used solely to estimate
the typical measurement variance. They should not be included
in the parameter estimation in order to avoid an overweighting
of the results at this heating rate.

4. Parameter estimation algorithm

Analysis of TPR data is an inverse problem that can be split
into two parts. The first part is to identify a suitable model,
consisting of a storage scheme (i.e., reaction network) and ap-
propriate reaction mechanisms, the second part is to identify
the kinetic parameters of the reactions. While the first part is
a discrete model identification, the second part is a continuous
parameter optimisation problem. The two aspects are discussed
separately.

4.1. Model identification

TPR experiments do not deliver separate data on each reac-
tion occurring in the system, but only the sum of all reaction
rates, which is a lumped information. From the raw TPR data,
one cannot say with certainty how many relevant reactions oc-
cur. Also, the data give no information whether the reactions
are parallel or consecutive reactions. In fact, two peaks in a
TPR curve could be a two-step reduction process of one metal
oxide, but it could also be a one-step reduction of the same
metal oxide at different topologies in the solid material.

However, the data give a good hint concerning the number
of reactions which should at least be considered. This is the
starting point for the model identification. A certain number of
reactions can be arranged in a storage scheme in different ways.
While there are two options in the case of two reactions (con-
secutive or parallel), the number of possible schemes quickly
increases for three or more reactions (see Fig. 3 for possi-
ble storage schemes with three storages and three reactions).
According to Table 1, each reaction can follow any of nine ki-
netic laws, which means that for each scheme with n reactions,
we have 9n possible models. A model is defined by a storage
scheme and kinetic laws for each reaction. The parameters of
every single model must be fitted to the experimental data.

�I �II �I �I�II

�II

�III

�III

�III

�1 �2
�1 �1

�2

�2

�3

�3

�3

Fig. 3. Possible storage schemes for three reactions and three storages.

To reduce the number of models considerably, the kinetic
laws from Table 1 are grouped and rearranged in Table 2. One
can see that kinetics 1 . . . 5 from Table 1 have the same struc-
ture, but they have a different order of reaction. The same
holds true for the three reaction kinetic expressions according
to Avrami–Erofeev, which only deviate by one single parame-
ter. The diffusion limited kinetics can also be described by one
single equation. Thus, it is possible to reduce the number of
models by reducing the number of kinetic laws. As a result,
each reaction is not only described by a Damköhler and an
Arrhenius number, but also by an additional parameter denot-
ing the order of reaction. Although this increases the number
of unknown parameters slightly, it significantly decreases the
number of possible models.

Our approach to the model identification problem is to opti-
mise the parameters of each possible model. In order to keep
computation times at a reasonable level, an efficient optimisa-
tion is required, for which an algorithm is proposed in Section
4.3. The measure for the quality of a model fit is the sum of the
squares of the errors. After optimising all models with the min-
imum number of reactions, a certain number of these usually
shows nearly equally good fits.

In the next step, the number of reactions considered is in-
creased by one, all possible storage schemes are set up and
all possible kinetic laws are assigned to each reaction, and the
parameters of each new model are optimised. Note that with
each additional reaction, not only the number of possible stor-
age schemes and combinations of reaction kinetics, but also the
number of parameters increases.

This procedure is repeated until the deviation of the best
models from the experimental data is in the same order of mag-
nitude as the variance of repeated measurements. The result is a
large number of fitted models, some of which approximate the
measured data quite well. Afterwards, physical and chemical
knowledge come into play. They are required to exclude mod-
els that fit well, but are physically implausible, and to identify
one or two models that not only fit well to the experimental
data, but also allow a good physical interpretation.

4.2. Discussion of the approach

This frontal approach to the combinatorial problem is some-
times called a “brute force” approach, and most authors try to
avoid it. One alternative approach is to select only a few models
using a priori knowledge about the chemical processes in the
system. This strategy excludes possible models that might ac-
tually be better than the selected ones. Another strategy would
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Table 2
Reduction kinetics with variable reaction order

f (�) m

Power law (PL) (1 − �)m 1
2 �m�2

Avrami–Erofeev (AE)
1 − �

1 − m
· [− log(1 − �)]m 1

2 �m� 3
4

Diffusion (Diff.)
(1 − �)1−1/m

1 − (1 − �)1/m
1�m�3

be to start with a selected model and then use statistical tests
for parameter significance, lack of fit, as well as forward model
selection (for example see Li et al., 2006, and also Joshi et al.,
2006; Maria, 2004). There are two problems in applying this
method to TPR data. First, there is no systematic way to de-
cide how to extend an existing model by one reaction. In the
general case, the reactions in TPR are coupled and non-linear,
so adding a new reaction is not just like adding an additional
term to the simulated data. The second point is that any model
selection strategy requires statistical tests of parameter sig-
nificance and of model lack of fit. Usually, these require the
degrees of freedom of the problem, which is the number of lin-
early independent measurements minus the number of model
parameters. In TPR curves, the measurement points are not
linearly independent, so the degrees of freedom are unknown
and the existing statistical tests for parameter significance and
model discrimination are not applicable here. This seems to be
a general problem with transient experiments and requires the
development of new statistical tools, which is not the focus of
this contribution.

The advantage of the frontal approach is that it is not lim-
ited by the knowledge of the experimentalist. It also considers
storage schemes and combinations of reactions which have
not been considered of before. The method usually produces
a number of well fitting models instead of one single model.
At this point, knowledge about the chemistry and physical
processes are of great value, for many models that are not
physically interpretable can be eliminated after the optimisa-
tion. Some groups of models can be eliminated prior to the
optimisation process, if they are physically impossible (for
example, models with three diffusion limited consecutive re-
actions). But many models which seem to be interpretable
at first may become unlikely once their parameters are de-
termined. The necessity of post-optimisation interpretation
and elimination of impossible models may seem laborious,
but it possibly is preferable to the search for proper models
prior to the optimisation, which also can be time-consuming.
Even models that cannot be interpreted by physical means
can be applied as black box models, although their appli-
cability is certainly limited to processes similar to TPR
experiments.

Despite its advantages, this method also has some drawbacks.
Consideration of reaction schemes with four or more reactions
quickly leads to long computational times of several days. Fur-
thermore, the number of resulting models also increases sig-
nificantly, yielding a large number of models to be interpreted
after optimisation.

4.3. Parameter optimisation

With the frontal approach to the model identification prob-
lem, the number of possible models is high and an efficient
algorithm is required to optimise their parameter sets within
reasonable time.

Given a model (a storage scheme and kinetic laws for each
reaction), the parameter optimisation has to identify a set of
model parameters which best fits the model to the measurement
data. The quality of the fit is described by the sum of residuals
squared, F(p). The residual is the difference between the sim-
ulated output, xout,sim(p), depending on the model parameters,
p, and the measured TPR data, xout,meas. In this optimisation,
several TPR curves at different heating rates are considered
simultaneously. The parameter vector, p, comprises one
Damköhler number, one Arrhenius number and the order of
reaction for each reaction as well as the oxygen capacities for
each storage in the model. Each parameter value is confined by
upper and lower bounds given by the non-negativity condition
of all parameters, the range of realistic values for the Arrhenius
number, and the limits of the order of reaction (Table 2). Let
xout,meas be the vector of all measured points and xout,sim(p)

be the vector of the corresponding simulated values, then the
minimisation problem reads

min
p

F (p) = X(p)T · X(p) (32)

subject to the dynamic model equations and

pmin �p�pmax, (33)

where1

X(p) = xout,sim(p) − xout,meas. (34)

In principle, this parameter optimisation problem can be solved
by virtually all existing algorithms capable of handling in-
equality constraints, for example any SQP-based algorithm.
However, these do not take advantage of the special structure of
the problem at hand and cannot easily be manipulated to do so.
Thus an optimisation algorithm is developed which is especially
tailored for this problem. The objective function is a quadratic
function, so the iterative Gauss–Newton algorithm is well
suited for this type of optimisation problem. The Marquardt
correction (Marquardt number, 	) improves the performance of
this algorithm for non-linear problems like the one here (Edgar
and Himmelblau, 2001; Fletcher, 2000). In a Gauss–Newton–
Marquardt step, the parameters are repeatedly changed accord-
ing to

�p = [J TJ + 	]−1 · J T · X. (35)

This algorithm requires the gradient of the vector X with respect
to the model parameters, which is the Jacobian of the model, J.

1 Assuming an identical sampling rate for all measured TPR curves,
experiments with a high heating rate include fewer data points than those
curves generated at a low heating rate. This must be compensated using a
weighting factor for the errors in that curve in such way that the sum of
residuals squared of each curve has the same weight. For simplicity, this
shall be omitted in the following.
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Usually, this gradient is approximated numerically by repeated
evaluation of X at slightly varied parameter sets. Each eval-
uation of X requires to simulate all TPR curves at the given
parameter set. For n parameters, the approximation of J requires
n + 1 function evaluations, which is quite time-consuming.
To avoid this, an ODE system for the Jacobian matrix is de-
rived and integrated simultaneously with the model ODEs (see
Appendix as well as Caracotsios and Stewart, 1985). This leads
to a slight increase in integration time for each evaluation of X,
but it strongly reduces the number of required function evalua-
tions. The code is further improved if the model ODEs can op-
tionally be solved alone or be solved together with the ODEs of
the Jacobian. To consider the inequality constraints (Eq. (33)),
an active set strategy in combination with a reduced gradient
is applied.

The algorithm of a single optimisation step is depicted in
Fig. 4. At first, the errors, the Jacobian and the sum of residuals
squared is calculated. Eq. (35) delivers the parameter change ac-
cording to the Gauss–Newton–Marquardt correction. The next
step is to check which parameters are already at their bounds
and would violate it if they followed the proposed parame-
ter change; these form the active set. The entries in the Jaco-
bian corresponding to the active parameters are eliminated and
the Gauss–Newton instruction is repeated for a reduced set of
parameters (principle of the reduced gradient). The active pa-
rameters are not changed.

The proposed parameter change is then checked for viola-
tions of the inequality constraints. If one or more modified
parameters would violate any constraint, the parameter change
is reduced in such a way that the first inequality constraint is
just active. According to the Marquardt modification, the algo-
rithm now evaluates the sum of residuals squared at the modi-
fied parameters to check whether this proposed correction leads
to a decrease of the objective function. If not, the step size
is decreased by increasing the Marquardt number by a given
factor and the procedure is repeated. If the parameter change
is favourable, it is accepted and the Marquardt number is de-
creased by a certain factor. The optimisation step is aborted if
the Marquardt number becomes too high, which means that the
step size becomes very small.

So far, only conventional optimisation elements are com-
bined in this algorithm. However, the optimisation problem has
a special structure which can be utilised to refine the optimisa-
tion algorithm. Each reaction basically contributes a peak shape
to the simulated TPR curve, although these can vary strongly
in height and shape. In some cases it is favourable not to try
to adjust all reaction parameters simultaneously, but to adjust
the parameters of each reaction separately. Thus, the algorithm
should be able to conduct “full steps”, where all parameters are
manipulated simultaneously, and “partial steps”, where only a
part of the parameter vector is optimised which belongs to a sin-
gle reaction. While in a full step, a single Gauss–Newton itera-
tion is conducted, the partial step can be different: At first, two
or three Gauss–Newton iterations are performed exclusively for
the parameters of reaction 1, then for the next reaction and so on.

Fig. 5 shows the strategy using full and partial steps for the
parameter optimisation. While full steps are usually faster and

Fig. 4. Algorithm of a single parameter optimisation step. The algorithm
is based on a Gauss–Newton–Marquardt correction and uses active set and
reduced gradients strategies.

more efficient than a series of partial steps, these can greatly
enhance the convergence of the optimisation. They are useful at
the beginning of an optimisation, when the guessed parameters
are far away from the optimum and the simulated curve is
very different from the measured curve. After beginning with
a few partial steps, the algorithm attempts to continue with full
steps to achieve a faster convergence. As long as the objective
function is sufficiently decreased by each full step, they are
repeatedly used. If the progress of the optimisation by full steps
is too slow, a partial step is used again. This can happen due
to two reasons: Either the parameters are already close to their
optimum or the objective function is strongly non-linear with
respect to the parameters of one single reaction. In the first
case, the partial step cannot decrease the objective function
very much further, so the descent in the objective function
will remain small, leading to a successful termination of the
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Fig. 5. Utilisation of partial and full steps in the parameter optimisation.
Both kinds of optimisation steps are conducted according to Fig. 4. Full
steps optimise all parameters simultaneously, while partial steps consider the
parameters of each reaction separately.

algorithm. In the second case, the partial step improves the
parameters of each reaction separately, bringing the parameters
closer to an optimum, from where a full step can be applied
with better results.

One more aspect can be utilised to greatly decrease the com-
putation time. In this optimisation, it is not necessary to ob-
tain the optimum with a high precision. It is perfectly sufficient
to see whether a model converges to a good fit or not. Thus,
the maximum number of optimisation steps can be limited to
a number depending on the complexity of the model. If re-
quired, the parameters of the best models can be refined after-
wards, but this is not necessary for models with a mediocre or
bad fit.

5. Exemplary application to iron oxide reduction

The functionality of the proposed method is demonstrated
using an example: the reduction of iron oxide with hydrogen.
TPR experiments have been conducted with four different heat-
ing rates (3, 5, 10 and 20 K/min) and seven repeated mea-
surements at one single heating rate (10 K/min). Each curve
has been normalised so that the area below the curve equals
unity.

The repeated measurements at 10 K/min are shown in
Fig. 6. Computing an average curve and calculating the sum of
residuals squared (Fi) of each TPR curve at 10 K/min relative
to the average, one obtains the values listed in Table 3, from
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Fig. 6. Repeated TPR measurements of iron oxide in hydrogen at a heating
rate of 10 K/min (dashed lines) together with the average TPR curve (solid
line). The deviation between the measurements and their average indicates
the precision of the measurement and serves as criterion for model extension.

which a variance, s2, is estimated according to

s2 =
1

n − 1
·
∑

Fi . (36)

Note that the value given in Table 3 is valid for a single TPR
curve. In this example, four TPR curves are considered for
parameter fitting, so the threshold value for adequate models
should be four times higher at about F = 33. A model with
a residual squared of about this value can be assumed to be
adequate. Note that this is not a statistically sound approach,
but it basically compares the model error to the measurement
error to judge the quality of a model fit.

The four TPR curves at different heating rates which are
used for the parameter identification are shown in Fig. 7. The
curves at lower heating rate suggest a minimum of two reac-
tions. Thus, the optimisation is started with models contain-
ing two reactions, although the curve at 20 K/min shows three
peaks, indicating three reactions. The two reactions can be ar-
ranged in series or in parallel, thus two different schemes are
treated. Each reaction can follow any of the three reaction
mechanism groups (see Table 2), thus each scheme contains
nine different models with eight parameters each (Damköhler,
Arrhenius, order of reaction for each reaction plus capacity for
each storage). The sum of residuals squared of the best fit-
ting model is about 71, so the deviation of these models from
the measurement is higher than the variance of the repeated
measurements.

In the next step, all models consisting of three reactions are
considered. Fig. 3 illustrates the three possible storage schemes
for three reactions. With three possible mechanisms for each
reaction, this results in 27 models per scheme, thus 81 models
with 12 parameters each are to be optimised.

The best fitting models are listed in Table 4. The sum of
residuals squared of several models approach the variance of
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Table 3
Deviations between the repeated TPR curves and estimated variance of the measurement error

No. of TPR curve, i 1 2 3 4 5 6 7 Variance s2

Sum of errors squared rel. to average, Fi 2.6 9.7 10.7 17.6 1.7 2.2 4.5 8.2
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Fig. 7. TPR curves of iron oxide in hydrogen at heating rates of 3, 5, 10 and
20 K/min, which are used for the parameter identification (solid lines) together
with the simulated TPR curves from model 1 in Table 4 (dashed lines).

the measurement (F =33), although no model actually reaches
or surpasses this threshold value. Judging solely by the sum of
residuals squared, the first eight models can be considered to
be of about equal fit. The optimum parameter sets can be repro-
duced by repeating the optimisation with different initial param-
eter values, so we expect that the optima shown here are global
ones. However, this is just an indication of the solution being the
global optimum. A sound proof of global optimality is beyond
the scope of this contribution. To converge reliably and quickly,
the optimisation algorithm requires appropriate initial parame-
ter values. This requires the user to specify reference tempera-
tures for each reaction and to roughly guess the corresponding
oxygen capacities. Both can be estimated roughly from the TPR
data diagrams. For the Damköhler and Arrhenius numbers as
well as for the orders of reaction, average parameter values can
be used.

In Fig. 7, the simulated curves of model no. 1 are plotted
along with the measurement curves. The curves correspond
fairly nicely, but the third peak which can be seen in the TPR
curve at 20 K/min is not reflected by the model. The reason
for this could be that this peak is small compared to the two
other peaks and only occurs in one of the four TPR curves. The
error caused by this qualitative inaccuracy of the model is small
compared to others, so the first eight models do not show this
third peak at all. The third peak appears in models no. 9 and
10 (not shown here), which in turn have a worse quantitative
fit than other models.

The next issue that needs to be considered in the discussion
of the models are the storage schemes. Some of the models in
Table 4 (1, 2, 6, 7, 9, 10) simply show a three-step reduction,
which can be interpreted as the classical three steps of iron oxide
reduction. The other models have a different storage scheme
which assumes that part of the iron oxide, possibly the finest
particles, is reduced in a single step at low temperature. The
bulk of the iron oxide, which is located on the surface and inside
large particles, is reduced in two sequential reduction steps at
higher temperatures.

Going more into the details of the reaction mechanism,
models no. 9 and 10 assume that three reduction steps hap-
pen according to Avrami–Erofeev (or power law, respectively)
followed by a diffusion-limited process and then again an
Avrami–Erofeev step. It is not plausible why the third reaction
should not be diffusion limited if the previous is dominated by
mass transport inside the particles.

Concerning the parameter values, the activation energies are
within a reasonable range. The third reaction shows a relatively
low value, while the diffusion limited reactions in models 9
and 10 have a very high activation energy, which is typical
for diffusion of atoms in metals. Most of the reaction order
parameters are located at their minimum or maximum value.
The oxygen capacities are similar for each model. The ratio be-
tween the first and the third oxygen capacity differs from what
one would expect from the three possible iron oxide species
(Fe2O3, Fe3O4, and FeO), which have a stoichiometric oxy-
gen capacity ratio of 1:2:6. This indicates that the first peak is
not merely the fast reduction of hematite (Fe2O3) to magnetite
(Fe3O4), but some other fast reduction process, probably oc-
curring at the finest particles of the fixed bed. The Damköhler
numbers are not given here. Due to their definition (Eq. (31)),
their values are at around 1, so discussion of this parameter
yields no additional insights. Although some conclusions can
be drawn from these results, it does not seem possible to clearly
identify the actual reaction mechanism. Note that this is not
necessarily a flaw of the modelling and optimisation procedure,
but possibly in the TPR data. For example, if more TPR curves
with high heating rate would be used instead of those with
low temperature gradients, models showing a third peak would
have been preferred. A better design of experiments could im-
prove this situation, but probably the question for the reac-
tion mechanism cannot be answered from TPR experiments
alone.

A combination with other experimental techniques like TGA
(thermogravimetric analysis) could help to discriminate be-
tween different reduction models. The modelling approach and
the optimisation strategy proposed in this contribution can also
be applied to TGA experiments.
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Table 4
Ten best fitting models with three reactions

No Scheme Mechanism Resid. squar. Activ. energy (kJ/mol) Reaction order Oxygen cap.

R1 R2 R3 F EA,1 EA,2 EA,3 m1 m2 m3 �1 �2 �3

1 • → • → • → ◦ AE PL AE 40.3 77 72 18 0.5 0.5 0.75 0.09 0.03 0.89
2 • → • → • → ◦ PL PL AE 40.6 92 72 18 0.5 0.5 0.75 0.10 0.03 0.90
3 • → ◦ AE PL AE 41.0 82 73 18 0.5 0.5 0.75 0.07 0.03 0.91

• → • → ◦

4 • → ◦ PL PL AE 42.0 94 76 20 0.5 0.54 0.75 0.09 0.03 0.91
• → • → ◦

5 • → ◦ AE PL PL 43.7 82 69 10 0.56 0.5 0.5 0.05 0.03 0.93
• → • → ◦

6 • → • → • → ◦ PL PL PL 44.0 91 68 11 0.5 0.5 0.5 0.08 0.03 0.91
7 • → • → • → ◦ AE PL PL 44.4 78 67 13 0.5 0.5 0.5 0.07 0.03 0.90
8 • → ◦ PL PL PL 44.6 96 69 11 0.5 0.5 0.5 0.07 0.03 0.93

• → • → ◦

9 • → • → • → ◦ AE Diff. AE 52.2 79 125 33 0.5 2.0 0.75 0.10 0.03 0.90
10 • → • → • → ◦ PL Diff. AE 52.6 96 125 33 0.5 2.0 0.75 0.11 0.03 0.90

The storage scheme, the reaction mechanisms, the sum of residuals squared and most parameter values are listed.

6. Conclusions

The example shows that the modelling approach for reduc-
tion processes via the oxygen storage concept allows to quickly
and methodically establish a large number of models with-
out a priori knowledge about reaction mechanisms and the
topochemical behaviour of the specific metal oxide. It not only
simplifies the modelling, but it also allows to survey a broad
and exhaustive range of models, including non-intuitive mod-
els, which can show a good fit to experimental data and can be
interpreted by physical and chemical means.

The parameters of the numerous models are fitted to exper-
imental data by a specially tailored optimisation algorithm. It
takes advantage of the special structure of the problem by al-
lowing to optimise the parameters of single reactions alone or
to simultaneously treat the parameters of all reactions. In the
demonstrated example, the cumulative computation time was
about 10 h, which is significantly lower than the time required
for the TPR measurements.

No statistical analysis of the optimisation results is presented
here. This is because the standard methods like test of parameter
significance or model discrimination are not suited for this type
of problem. Nevertheless, repeated measurements provide an
estimate of typical measurement errors and this serves as an
orientation for the quality of a model fit.

The result of the method is not a single mechanism together
with a set of parameters, but a whole list of well fitting models.
The number of these strongly depends on the experimental data,
whether it allows to discriminate different models or not. Some
of the good models can be rejected due to unlikely parameter
combinations, lack of interpretation or impossible combinations
of reaction mechanisms. However, usually a certain number of
well fitting and interpretable models will remain, which can be
used further on.

A clear and unambiguous identification of reaction mecha-
nisms can probably not be based on TPR alone. Here, additional

measurement techniques must be included like chemical anal-
ysis or other dynamic experiments. The proposed modelling
approach and optimisation algorithm is not restricted to TPR
measurements, but can also be applied to other dynamic mea-
surement techniques like the isothermal thermogravimetric
analysis (TGA). An extension of this method to a combined
analysis of TPR and TGA data could help to further discrimi-
nate between different models and to increase the precision of
the estimated parameters.

Notation

A surface area in the reactor, m2

Arrj Arrhenius number; Dim-less activation energy,
dimensionless

B heating rate of the TPR experiment, K/s
Ci surface related oxygen capacity of component i,

mol/m2

Ct surface related total oxygen capacity, mol/m2

Daj Damköhler number; Dim-less reaction rate con-
stant, dimensionless

EA,j activation energy, J/mol
fj (�) concentrations dependence of reaction rate, di-

mensionless
F(p) sum of squares of errors, dimensionless
g(�, p) right-hand side of model ODEs, dimensionless
G molar flow, mol/s
G̃ dim-less molar flow rate, dimensionless
h(�, p) right-hand side of output equation, dimension-

less
J Jacobian of the output concentration, dimen-

sionless
J� Jacobian of the model ODEs, dimensionless
k0,j reaction rate constant, mol/m2 s
mj reaction order, dimensionless
ni surface related amount of component i, mol/m2
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ni,max maximum amount possible of component i,
mol/m2

pmin, pmax minimum/maximum parameter value, dimen-
sionless

�p dim-less parameter change in optimisation algo-
rithm, dimensionless

P vector of model parameters, dimensionless
rj reaction rate, mol/m2 s
R gas constant, J/mol K
t time, s
T temperature, K
xi molar fraction, dimensionless
xout, measured output concentration, dimensionless
xout,meas
xout,sim simulated output concentration, dimensionless
X(p) deviation between simulation and measurement,

dimensionless

Greek letters

�i degree of reduction, dimensionless
� dim-less heating rate, dimensionless
�j dim-less oxygen capacity, dimensionless
�̃j dim-less ox. cap. related to reaction j, dimen-

sionless
	 Marquardt number, dimensionless
�S
i,j stoichiometric coefficients of solid component,

dimensionless
�k,j stoichiometric coefficients of gas components,

dimensionless
�j change in gas mole numbers due to reaction,

dimensionless
�j dim-less reaction rate, dimensionless
� dim-less time, dimensionless
ϑ dim-less temperature, dimensionless
ϑ

ref
j dim-less reference temperature of reaction j,

dimensionless

Subscripts

i solid component/storage
j reaction
K gas component
t total
0 start of TPR measurement

Superscript

� standard values
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Appendix A

A.1. Normalisation of the output concentration profile

The following can be proven for a general case, but for sake
of clarity it is demonstrated for the example in Section 2.2

(Fig. 2). The integral of the output concentration over the whole
experiment time should be normalised to unity:∫ ∞

0
xout d� = 1. (37)

For the chosen example, Eq. (13) reads (�̇ = d�/d�)

�̇I =
Da1�1

�I
,

�̇II =
Da2�2

�II
,

�̇III =
Da3�3

�III
−

Da2�2

�II
=

Da3�3

�III
− �̇II (38)

with the initial conditions from Eq. (16). At the end of the TPR,

�I(� = ∞) = �II(� = ∞) = �III(� = ∞) = 1. (39)

Inserting Eq. (23) into Eq. (37), and rearranging the integral
expression using the balance equations (Eq. (38)), this yields∫ ∞

0
xout d� =

1

G̃

∫ ∞

0
Da1�1 + Da2�2 + Da3�3 d�

=
1

G̃

∫ ∞

0
�I�̇I + �II�̇II + �III(�̇III + �̇II) d�

=
1

G̃
[�I · (1 − 0) + �II · (1 − 0)

+ �III · (1 − 1 + 1 − 0)]

=
1

G̃
[�I + �II + �III]. (40)

With Eqs. (5) and (9),∑
i

�i = 1 (41)

and thus

G̃ = 1.

A.2. Jacobian matrix of the TPR model

The model ODE (Eq. (13)) and the equation for the output
concentration (Eq. (23)) can be noted as (�̇ = d�/d�):(

�̇ − g(�, p)

xout − h(�, p)

)
=

(0

0

)
. (42)

The required Jacobian is the derivative of the deviation between
simulation and measurement, X(p), (Eq. (34)) with respect to
the model parameters:

J =
�X

�p
=

�xout

�p
−

�xmeas

�p
=

�xout

�p
. (43)
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It can be derived in the following way. Set up the total derivative
of Eq. (42) with respect to the parameters:

�

��̇

(
�̇ − g

xout − h

)
·

��̇

�p
+

�

��

(
�̇ − g

xout − h

)
·

��

�p

+
�

�p

(
�̇ − g

xout − h

)
·
�p

�p
+

�

�xout

(
�̇ − g

xout − h

)
·
�xout

�p

=

(0

0

)
. (44)

Introducing the Jacobian of the ODE system

JODE =
��

�p
, J̇ODE =

��̇

�p
(45)

and evaluating the derivations leads to(1

0

)
· J̇ODE +

(
−g�

−h�

)
· JODE +

(
−gp

−hp

)
+

(0

1

)
· J

=

(0

0

)
. (46)

After short manipulation the result is

J̇ODE = g� · JODE + gp,

J = h� · JODE + hp (47)

with the initial condition

JODE(� = 0) = 0. (48)

The ODE system in Eq. (47) can be solved together with the
model equations by numerical integration. The required Jaco-
bian can then be calculated from the results. The partial deriva-
tives of the model ODEs with respect to the states and the
parameters, g� and gp, respectively, and the derivatives of the
output concentration, h� and hp, can be derived analytically.
For sake of brevity, they are not given here in detail.
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1. Introduction

A number of actual and future applications require carbon monoxide free hydro-
gen. Carbon monoxide is a strong catalyst poison, especially for noble catalysts,
limiting its tolerable concentration in low temperature fuel cells like the PEMFC
(Polymer electrolyte membrane fuel cells, using Platinum electrodes) to 10 ppm.
The production of hydrogen was and is still mainly based on fossil fuels like gas,
oil and coal and – to a small, but steadily increasing part – from biomass. Apart
from the energy intensive Kvaerner process (Lynum et al, 1999), which is restric-
ted to gaseous educts, gasification and reformation processes are applied which
usually deliver a mixture of hydrogen, carbon monoxide and carbon dioxide. The
cleaning of these gas mixtures from carbon monoxide is usually done via the wa-
ter gas shift reaction:

CO + H2O � CO2 + H2

Depending on the desired purity level, this process usually comprises sev-
eral steps like high and low temperature shift reactors, pressure swing adsorption
or others. This often leads to a considerable effort for the cleaning process with
energetic losses and high investment costs. A simplification of the cleaning pro-
cess in one single reactor could provide a breakthrough for many energetic and
chemical applications. The cyclic water gas shift reactor (CWGSR) could be a
solution to this problem.

The water gas shift reaction is a
redox reaction, where the carbon within
the  carbon  monoxide  is  oxidized  and
the  hydrogen  within  the  water  mo-
lecules is reduced. The principle of the
CWGSR is the temporal separation of
the  two  parts  of  this  redox  reaction.
This  is  achieved  with  the  help  of  a
fixed bed of some metal oxide, prefer-
ably iron oxide (Figure  1).  At first,  a
gas mixture containing carbon monox-
ide – and possibly hydrogen, if the gas
originates from a reforming reactor – is fed into the reactor, reducing the iron ox-
ide. During this, carbon dioxide and water are produced:

CO + 1/x FeOx � CO2 + 1/x Fe

H2 + 1/x FeOx  � H2O + 1/x Fe

Figure 1.  Principle of the cyclic water gas shift
reactor (CWGSR).

����������������'$J��
"<��#�;'$��<'$F!�!�"D�'�
F�$���R'�����'!�*��D����'��"�

-./012345�/6�734��4894046��04:;8<=1:�-8422������



After a while, when the bed is reduced to a sufficient extent, the feed is
switched to steam, which then oxidizes the iron to iron oxide, producing pure hy-
drogen without contaminants like carbon monoxide at the outlet of the reactor:

H2O + 1/x Fe  � H2 + 1/x FeOx

The CWGSR, which is sometimes referred to as sponge iron process, can
be compared to other cyclic processes such as a conventional fixed bed reactor or
a pressure swing adsorption process. In a fixed bed reactor (e.g. Glöckler et al.,
2003; Kulkarni and Dudukovic, 1998), the gas flows through porous solid materi-
al, which acts as catalyst and as heat storage. Usually, the heat capacity of the
fixed bed is much larger than that of the gas inside the reactor, so in addition to
the gas composition, which can change very quickly in a fixed bed reactor, the re-
actor temperature is the important state variable, dominated by a large time con-
stant. In the CWGSR, the fixed bed also serves as an oxygen storage. The degree
of reduction, which describes the oxygen content of the fixed bed, determines the
reaction rates in the reactor and is thus the second important state variable. As
with the heat storage, the oxygen capacity of the fixed bed is significantly higher
than the capacity of the gas, so this state variable is also dominated by a large
time constant.

Another process similar to the CWGSR is the pressure swing adsorption
(PSA, e.g. Malek and Farooq, 1998; Sircar and Golden, 2000). In addition to tem-
perature, which can play an important role in this process, the coverage of the ad-
sorbed species is a second, slow state variable, influencing the adsorption kinetics.
Pressure is an important state in PSA, but it is governed by a very low time con-
stant and is not related to the fixed bed. Although the fixed bed in PSA has two
state variables (temperature and coverage), it is still different from the CWGSR.
In PSA, one or more gas components are adsorbed from the gas stream and the
phase is ended before the bed is saturated with these components and they eventu-
ally break through. In the desorption phase the focus is to desorb the components
again by an auxiliary gas stream. The quality of the output gases during this phase
or the phase duration is only of secondary importance. In the CWGSR, the de-
sorption phase corresponds to the reduction phase, where the valuable fuel gas is
consumed to reduce the fixed bed. Gas utilization and phase duration are highly
important during this phase.

With this in mind, it is evident that although the CWGSR shares some as-
pects with conventional fixed bed or pressure swing adsorption processes, it has
its own unique characteristics which need to be understood for a thorough process
design. Although the process idea is not new (Messerschmitt, 1911; Hacker et al.,
1998; Hacker et al., 2000), the system has not yet been analyzed on a conceptual
level. The aim of this analysis is to give some understanding of the basic behavior
of this reactor and to draw some relevant conclusions for the reactor design rather
than going into the details of reaction kinetics, mass and heat transfer. Therefore,

� 
�
�	��
���������	��������������������
�	��������	��� �"$J���������G������$�����

3;;>	

???�/4>8422�:<@
1A:84
B<0�

��



a model is set up which neglects a number of aspects like thermodynamic equilib-
ria  and  complex  kinetics  in  order  to  capture  the  very  basic  behavior  of  the
CWGSR. This model is then used to evaluate suitable operating modes and condi-
tions.

2. Dimensionless model

For a conceptual analysis of the CWGSR a transient, spatially one-dimensional
model is sufficient. Simplifying assumptions are set up (see section 2.1) to de-
scribe representative gas phase concentrations, flow rates and temperatures (sec-
tion 2.2). All model equations are then expressed in terms of dimensionless para-
meters,  so  a  very  general  description  is  obtained  which  can  be  applied  to  a
CWGSR of any size (section 2.3). The values of the most important model para-
meters are given at the end of this chapter (section 2.4).

2.1 Model assumptions

The model is derived under
the following assumptions:

� The  reactor  has  a
constant cross sec-
tional  area.  Its
length  is  much
higher  than  its
width.  The  two
phases (gas phase and solid fixed bed material) occupy constant volume
fractions within the reactor. Heat exchange with the environment across
the reactor walls is considered by a linear approach.

� The gas is assumed to be ideal. Friction forces and gravity are neglected.
Isobaric conditions are applied. Due to the fixed bed, plug flow is as-
sumed. Due to high gas velocities, axial diffusion and heat conduction in
the gas phase are neglected.

� The fixed bed material consists of two components: reduced and oxidized
species. The relative amount of these is described by the degree of reduc-
tion. Changes of the properties of the fixed bed material due to reduction
or oxidation are neglected. A constant axial heat conductivity is assumed.

� The reduction and oxidation reactions are of 1st order with respect to the
gas concentrations and the degree of reduction of the fixed bed. Mass
transport is not explicitly considered.

� The kinetics of heat exchange between solid and gas are very fast, so a
pseudo homogeneous enthalpy balance for both phases is used.

Figure 2. Scheme of the model of the CWGSR. States at the
gas inlet and inside the reactor are indicated.
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2.2 Dimensional equations

Given the assumptions listed above, one can derive a spatially one-dimensional
model. In the gas phase, two states are of interest: the gas velocity and the gas
compositions, described here in terms of molar fractions. The gas compositions
are given by the following transient partial differential equation:

ct ��
� xi

� t
��ct ��v�

� xi

� z
��1����a�	

j
� 
i , j�xi �
 j ��r j (1)

With the accumulation term on the left hand side of the equation, the first
term on the right hand side can be identified as the convective term along the re-
actor axis. The last term considers the change in concentrations due to reaction
and due to non-equimolar reactions (which do not occur in this specific example).
The total gas concentration is computed according to the ideal gas law. This equa-
tion requires an initial condition for the molar fractions and a boundary condition,
which is given by the gas composition at the gas inlet of the reactor (Figure 2).

The total  mass  balance in  combination with  the ideal  gas  law and the
isobaric assumption yields the following equation which can be used to calculate
the gas velocity:

0��
� v
� z

�
1��

�
�

a
ct
�	

j
�
 j�r j�

1
T
�
�T
� t

�
v
T
�
�T
� z (2)

The second term considers the effect of non-equimolar reactions on the
gas velocity, while the last two terms account for temperature effects, for example
gas expansion due to increasing temperature. The only boundary condition re-
quired to solve this equation is given by the gas velocity at the reactor inlet.

In addition to the gas phase equations, the fixed bed needs to be described.
The following ordinary differential equation is a molar mass balance of the re-
duced metal species and takes into account the reduction and oxidation reactions:

�c Fe
a

� t
�	

j

Fe , j r j (3)

Only an initial condition for the concentration of the reduced species is re-
quired.

The pseudo-homogeneous enthalpy balance assumes that the temperatures
of both gas and solid are identical:
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�1��� c p
S�
�T
� t

��� v c p
G�
�T
� z

��1�����
�2T
� z2

��1���a�	
j
��
R h j

�� r j�
2
Rr

k h��T e�T �
(4)

The accumulation term contains the heat capacity of the fixed bed materi-
al, whereas the capacity of the gas phase is neglected. The convection term only
considers heat transport in the gas phase, while the second derivative describes
the heat conduction in the fixed bed material according to Fourier's law. The third
term accounts for the heats of reaction and the last term stands for the heat ex-
change with the environment across the reactor walls. This equation requires the
reactor temperature profile as initial condition. The two required boundary condi-
tions are given by the gas temperature at the reactor inlet and a zero temperature
gradient at the opposite end of the reactor.

2.3 Dimensionless equations

With the dimensional equations listed above and the definitions of the dimension-
less parameters (see notation table), the following set of equations forms the di-
mensionless model equations:

� xi

��
���

� xi

��
���	

j
� 
i , j�xi�
 j ��Da j�R j (5)

0��
��

��
���	

j
�
 j�Da j�R j�

1
�
�
��

��
�
�

�
�
��

��
(6)
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��
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j

Fe , j Da j R j (7)
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��

��
����

��

��
�

1
Pe

�
�2�

��2���	
j

�ad , j�Da j R j�St�����e� (8)

Note that the dimensionless temperature occurs as a factor in Eqs. 5 and 6,
where it replaces the reciprocal total gas concentration, ct �. The temperature, , is
the dimensional temperature divided by a typical CWGSR temperature. The gas

�velocity, , is the dimensional velocity related to a typical gas velocity at the re-
actor inlet. With this definition, both variables are in the order of magnitude of 1.

Reaction rates are required for the reactions of carbon monoxide to carbon
dioxide and of hydrogen to water. They include an Arrhenius term to account for
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the  temperature  dependence of  the  reaction rates.  The kinetics usually are as-
sumed to be of first order with respect to each gas concentration, but this reaction
order can be varied. The following reactions are considered:

r1: H2O + Fe  � H2 + FeOx

r2: H2 + FeOx  � H2O + Fe

r3: CO2 + Fe � CO + FeOx

r4: CO + FeOx � CO2 + Fe

R1�exp ��1��1�1
� ���x H 2 O

n1 �� (9)

R2�exp��2��1�1
����x H 2

n2��1��� (10)

R3�exp ��3��1� 1
� ���xCO2

n3 �� (11)

R4�exp ��4��1�1
� ���xCO

n4 ��1��� (12)

The ratios Da1/Da2 and Da3/Da4 can be interpreted as some kind of equi-
librium constants, although this is not strictly applicable in gas-solid reactions.

2.4 Model parameters

Among the most  important  parameters  in  this  model  are  the  reaction specific
Damköhler numbers, Da. Their magnitude is a measure for the reactor size relat-
ive to the inlet gas flow. The ratio between two Damköhler numbers is the relative
activity of the fixed bed material with respect to the two reactions. As the size of
the reactor is not yet fixed, the Damköhler numbers can be chosen arbitrarily for
each simulation. However, preliminary experiments conducted with a differential
reactor with a fixed bed material based on Fe2O3-CeO2 (Figures 3a and 3b, from
Galvita and Sundmacher, 2007) indicate that the reduction with H2 (reaction 2,
Figure 3a) is about 3 to 5 times slower than the oxidation using H2O (reaction 1,
Figure 3b). This fact should be reflected by the ratio of the Damköhler numbers
Da1 and Da2.
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Figure 3. Experimental data from a reduction (top) and oxidation (bottom) of a small
sample of  Fe2O3-CeO2 with H2 and H2O, respectively.  The reduction is about 3 times
slower than the oxidation. From Galvita and Sundmacher, 2007.

Concerning the values of the Damköhler numbers, the breakthrough beha-
vior of the reactor is essential. Ideally, a breakthrough of contaminated hydrogen
during the reduction phase should only occur after the complete fixed bed has
been fully reduced. At that time, the feed streams would be switched and the oxid-
ation phase would begin. Only for Damköhler numbers approaching infinity the
CWGSR would show such behavior. For very low Damköhler numbers, only a
small portion of the contaminated hydrogen would be utilized to reduce the fixed
bed, the rest of the gas would be lost for the process. Thus, high Damköhler num-
bers are preferred. In the simulations in this work, we generally apply Da1=50 and
Da2=15, which takes into account the ratio between both reaction rates and which
is a compromise between ideal reactor behavior and limited reactor size.
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Besides the Damköhler numbers, four important parameters can be identi-
fied, two of them are capacities. The substantial fixed bed capacity, �, is the ratio
between the oxygen capacity of the fixed bed and the gas hold up of the reactor.
Due to the low density of gas under ambient pressure and at high temperature, and
due to the high oxygen capacity of the fixed bed material, this ratio is at about
103. The thermal capacity, �, relates the heat capacity of the fixed bed to the heat
capacity of the gas phase, and is at about 104. This means that Equations (7) and
(8) are governed by large time constants and change fairly slowly compared to the
gas composition, which has a time constant of 1.

Further parameters are the dimensionless heats of reaction,  �ϑad,j, which
are the negative reaction enthalpy divided by the heat capacity of the gas phase
and the standard temperature. For the oxidation of H2 (reaction 2), this is -6·10-5,
while for the oxidation of CO (reaction 4) its value is 4·10-5. The heats of reaction
1 and 3 have the same absolute values, but different signs (+6·10-5 and -4·10-5).
Although these values seem negligible, note that they are always multiplied with
the dimensionless heat capacity, �, which is rather large. To consider the temper-
ature effect on the reaction rate, Arrhenius numbers, �j, are introduced. They are
defined as activation energies divided by the gas constant and the standard tem-
perature. With a standard temperature of 1000 K and an estimated activation en-
ergy of 70 kJ/mol, the Arrhenius numbers are at about 8.4. The Arrhenius num-
bers are assumed to be identical for all reactions, as kinetic experiments are cur-
rently being conducted and no reliable values are available in the literature for the
considered reactions.

3. Isothermal simulations

In the simulations of this chapter, Equation (8) is not used, but isothermal condi-
tions (ϑ=const.) are applied. In addition, carbon monoxide is not explicitly con-
sidered here during the reduction phase. The only effect of considering carbon
monoxide would be that the whole reaction would be exothermic, which is irrel-
evant in case of an isothermal model. Nevertheless, the hydrogen which is fed
into the reactor during the oxidation phase is considered contaminated. The inlet
velocities are always �in=±1, depending on the flow direction.

The duration of the reduction phase can be fixed arbitrarily. In the simula-
tions shown, this duration was chosen long enough to reduce a major part of the

�fixed bed, which was the case with reduction = 2000. The duration of the oxidation
phase was determined using a quality specification of the hydrogen product. As
soon as the hydrogen concentration in the product stream dropped below 90 mol-
%, the oxidation phase was stopped and the reduction phase was initiated.

The simulation results show the cyclic steady state, i.e. the repeating cycle
which the system attains after a sufficient number of cycles. Starting with arbitrar-
ily chosen initial conditions (no reactants inside the channel, fully oxidized fixed
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bed), only three to five cycles were necessary to bring the isothermal simulations
with long cycle durations into a cyclic steady state.

3.1 Co-flow operation

At the beginning of the oxidation phase, the fixed bed is virtually completely re-
duced and steam is fed into the reactor on the left hand side. Most of the steam is
converted to hydrogen. Due to the high Damköhler number of the dominant reac-
tion, Da1, the reaction proceeds in a front-like shape along the reactor (Figure 4).
With time, this front moves along the reactor and eventually reaches its right end.
When this happens, the hydrogen concentration in the output stream decreases be-
low the given limit and the reduction phase is initiated.

At the end of the oxidation phase, most of the fixed bed is completely ox-
idized, but a considerable amount near the right hand side of the reactor is still in
a reduced state (see the red curves in Figure 4, right). With this fixed bed, the re-
duction phase is initiated by feeding contaminated hydrogen into the left end (Fig-
ure 5, left). This hydrogen is converted to steam, whereby the reduction degree of
the fixed bed is rising near  the inlet.  Towards the reactor's  end, the produced
steam meets the reduced fixed bed, so oxidation occurs near the reactor outlet (see
both Figures 5). Due to this, the reactor produces contaminated hydrogen, which
must be considered as lost fuel gas for the process.

To avoid the losses at the reactor's rear end, the fixed bed there must be
oxidized. This can be realized by extending the oxidation phase duration. In that
case, the hydrogen concentration at the output would decrease quickly and ap-
proach zero. The changing hydrogen concentration may pose a problem for the
following processes, but even if not, extending the oxidation phase brings losses
in steam and costs time, reducing the efficiency of the process and its production
capacity per time.

If not during an extended oxidation phase, the fixed bed near the reactor
outlet is reduced after sufficient time during the reduction phase. However, the
oxidation occurring during the reduction phase is a clear sign of inefficiency. This
can also be seen figuratively in the profiles of the reduction degree at the begin-

� �ning of each phase. While ( ) increases along the reactor coordinate at the end of
the oxidation phase (Figure 4, right), it has a falling slope at the end of the reduc-
tion phase (Figure 5, right). The necessary inversion of this profile during each
phase can be interpreted as the reason for losses in the feed gas.

Furthermore, notice that the reduction does not proceed in a sharp front,
but  the  concentration profiles  show a distinct  slope.  This  is  due to  the  lower
Damköhler number of the prevailing reaction, Da2. Thus a considerable amount of
contaminated  feed  gas  is  lost  in  order  to  obtain  a  high  degree  of  reduction
throughout the reactor.
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Figure 4. Molar fraction of hydrogen (reaction product, left)  and degree of reduction
(right)  in a co-flow CWGSR during the oxidation phase. Hydrogen is  produced in a
moving front and the fixed bed material is oxidized from left to right.
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Figure 5. Molar fraction of water (reaction product, left) and degree of reduction (right)
in a co-flow CWGSR during reduction phase. In the beginning (�=0) in the rear end
(�=1), water is consumed and the bed is oxidized. The hydrogen produced therein can
not be used and is lost.

Gas losses are also known from pressure swing adsorption reactors (PSA).
However, there are certain differences between the CWGSR and PSA. Consider-
ing a PSA for the removal of CO from a reformate gas, the adsorption phase in
the PSA is comparable to the oxidation phase in the CWGSR, and the free adsorp-
tion surface is the analogue of the degree of reduction. The duration of the adsorp-
tion and oxidation phase are both determined by the exhaustion of the fixed bed.
In the PSA desorption phase, a sweep gas is used to clean the fixed bed under re-
duced pressure. Inefficiencies due to co-flow configuration cost additional time
and sweep gas,  which is an auxiliary component. In the case of CWGSR, this
causes losses in valuable fuel gas. This difference has its impact on the operation
of a CWGSR.
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3.2 Reverse-flow operation

The drawbacks of the co-flow CWGSR are amended under reverse-flow opera-
tion, that is if the gas flow direction is reversed during the oxidation phase. Figure
6 shows the profiles of the steam concentration and the degree of reduction during
the reduction phase, which are monotonous throughout the whole phase. The ad-
vantage of reverse-flow operation is also emphasized in Figure 7, where the outlet
concentrations are shown for both modes of operation. The red dashed line shows
again that after the reduction phase has begun, a considerable amount of hydrogen
leaves the reactor due to the non-oxidized end of the fixed bed. In opposite to that,
the profile for reverse-flow not only shows a favorably high hydrogen concentra-
tion during the oxidation phase, but it also has a fast transition at the switching
time from oxidation to reduction phase. These two aspects make the reverse-flow
operation superior to co-flow operation mode.
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Figure 6. Molar fraction of water (reaction product, left) and degree of reduction (right)
in a reverse-flow CWGSR during the reduction phase.
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Figure  7.  Output  concentrations  in  co-
flow (dashed lines) and reverse-flow (full
lines) operation modes. The reverse-flow
configuration produces higher concentra-
tion of hydrogen and shows less losses of
combustible gases.

Figure  8.  Energetic  efficiencies  for  co-
and reverse-flow operation as a function
of the duration of the reduction phase.
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These qualitative findings are not depending on the chosen reaction kinet-
ics. Although the actual curves look different, other orders of reactions with re-
spect to the gas phase and to the degree of reduction show the same basic behavi-
or for co-flow and reverse-flow. Thus the reverse-flow is preferable over co-flow
independent of the real kinetics in the CWGSR.

3.3 Efficiency and cycling duration

The CWGSR is meant to be used in electric power plants based on fuel cells.
Therefore, one of the most important issues is the efficiency of the CWGSR. De-
fining the efficiency as the total amount of clean hydrogen obtained during the
oxidation phase divided by the amount of contaminated hydrogen fed into the re-
actor during the reduction phase yields the following expression:

�H 2
�

�
oxidation

�� ���xH 2 �out d �

�
reduction

�� ���xH 2 �ind �
(5)

For a given set of parameters, the reduction phase duration can be varied
in order to increase the efficiency of the CWGSR. As before, the oxidation phase
is stopped as soon as the molar fraction of hydrogen in the output gas drops below
0.9. The result of this parameter study is shown in Figure 8. In the case of co-flow
configuration, the reduction phase has to last at least 1700 dimensionless time
units, otherwise a hydrogen output concentration of 90 % can not be obtained. In
reverse-flow operation, cycling times can be decreased considerably, with the res-
ulting efficiency increasing steadily up to 90%. However, the maximum is not ob-
tained at infinitely short cycle duration, but at about  �reduction=70. This is because
after the switching of gas streams, the first portion of outlet gases must be con-
sidered contaminated and can not be used as product gas, which is accounted for
in the calculation. Thus, the reverse-flow operation mode with short cycle dura-
tions seems to be favorable and promises high energetic efficiencies.

The  short  cycle  duration  has  an  additional  advantage  over  long  cycle
times. As seen in Figures 4 to 6, long cycle times lead to repeated large changes in
the degree of reduction over time. This leads to strong morphological changes of
the fixed bed material. The consequence is fast sintering and thereby the deactiva-
tion of the metal oxide. Applying short cycle durations means that the reduction
degree of the fixed bed does not change much anywhere in the reactor, as can be
seen in Figure 9 (�reduction=70). This reduces the stress of the material and signific-
antly delays its deactivation.

The fact that short cycle durations are preferred is what discriminates the
CWGSR from a pressure swing adsorption reactor. In a PSA, the adsorption phase
lasts until short before a breakthrough. After depressurization, these species are
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desorbed again until the bed is nearly completely free. Although this is a simpli-
fied description of real  PSA processes,  the point  is that  the adsorption bed is
nearly completely filled and emptied again, which corresponds to long cycle dura-
tions. Applying short cycle times to the CWGSR means that a partially loaded
fixed bed is loaded with a small additional amount of oxygen and then unloaded
again by the same amount.  Deep reduction or oxidation are thus avoided in the
CWGSR.

4. Non-isothermal simulations
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Figure 9. Degree of reduction during re-
verse-flow  operation  with  short  phase
duration. The small  changes help reduce
material deactivation.

Figure  8.  Temperature  during  reverse-
flow operation with short phase duration
and similar phase durations for oxidation
and reduction.  The CWGSR works  as  a
Matros reactor.

After a suitable operating regime for the CWGSR is identified, the thermal beha-
vior is simulated. This is done using the full model (Equations (5) to (8)) includ-
ing the enthalpy balance. Starting from arbitrary initial conditions, the slow fixed
bed states do not change much during each short cycle, so it usually takes several
thousand cycles to obtain a cyclic steady state. In this simulation, a mixture of hy-
drogen and carbon monoxide is fed into the reactor during the reduction phase, so
the net reaction is exothermic. Due to the short cycling times, the temperature
profile does not change much during each cycle, which is also favorable with re-
spect to thermally controlled deactivation mechanisms. Applying nearly similar
durations for the reduction and for the oxidation phase as well as a low inlet tem-
perature of ϑin=0.5 leads to an interesting thermal behavior. The net heat released
by the water gas shift reaction inside the reactor is convectively transported by the
gas flows. In reverse-flow operation, the direction of this transportation mechan-
ism changes frequently, so that for short cycle times, the heat is captured inside
the reactor (see Figure 8). This behavior is known from so-called Matros reactors
(Matros  et  al.,  1989;  Matros  et  al,  1993)  and  can be utilized to  integrate  the
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CWGSR into a system without extensive heat exchangers at the inlet and outlet.
Relatively cool gas can be supplied into the reactor, which can sustain a high tem-
perature level and emit relatively cold product gases.

5. Conclusions and outlook

The cyclic water gas shift reactor is a fixed bed reactor for the production of car-
bon monoxide free hydrogen. Although it has some common aspects with a cyc-
lically operated catalytic fixed bed reactor or a pressure swing adsorption reactor,
it has some unique features that are analyzed and discussed on a conceptual level
in this contribution.

The simulation of the cyclic behavior shows that the co-flow mode of op-
eration has certain drawbacks that curtail its efficiency and lead to high deactiva-
tion rates of the fixed bed material. Instead, we suggest to apply a reverse-flow
operation mode. Although reverse-flow is more difficult to realize practically, it
has significant  advantages. Fuel losses occurring in co-flow mode are avoided
here and the slope of the reduction profile does not change its sign during each
cycle phase. Applying short cycle times can further improve the performance of
the reverse-flow mode. Efficiency can reach up to 90% and the almost constant
reduction degree of the fixed bed slows down deactivation processes. In addition,
a reverse-flow reactor with short cycle duration can work in a heat-integrated
manner like a Matros reactor, which offers attractive options for system integra-
tion with other process steps like a steam reformer or a low temperature fuel cell.

Further works on the CWGSR include a more detailed modeling of the re-
actor,  taking  into  account  multiple  reaction  steps,  non-linear  reaction  kinetics
(Avrami-Erofeev or diffusion limited kinetics) and radial distributions in the gas
flow and temperature. Simultaneously, kinetic experiments are being conducted
that will help to understand and incorporate the microscopic behavior of the fixed
bed material, and a lab scale CWGSR is being constructed to validate the simula-
tion results from the advanced models.

Notation

In case of dimensional parameters, their unit is given. For dimensionless paramet-
ers their definition in terms of dimensional parameters is given.

Latin symbols
a �m2�m�3

�
Fixed bed surface area per reactor
volume

c Fe
a

�mol�m�2
� Surface related iron concentration

c p � J�m�3�K�1
� Volume related heat capacity

ct �mol�m�3
� Total molar concentration gas phase
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Da j�
�1���a L r j

�

� v�ct
�

�-� Damköhler number (reaction rate con-
stant) of reaction j

Ea , j � J�mol�1
� Activation energy reaction j

k h �W�m�2�K�1
�

Heat transfer coefficient across reactor
walls

L �m � Reactor length
n j �-� Order of reaction j

Pe�
�v�c p , g

�1�����L
�-� Peclet number (inverse heat conductiv-

ity) of the fixed bed
R � J�mol�1�K�1

� Gas constant

R j�
r j

r j
� �-� Reaction rate of reaction j

Rr �m � Reactor radius
r j �mol�m�2�s�1

� Surface related reaction rate of reaction j

St� 2L �v� kh

Rr � c p , g
�-� Stanton number (heat exchange coef.)

with the environment
T �K � Temperature
t �s � Time
v �m�s�1

� True gas velocity
xi �-� Molar fraction of component i
z �m � Spatial coordinate

Greek symbols

��
cFe

a

c Fe ,max
a �-� Degree of reduction of the fixed bed

� j�
E A, j

RT � �-� Arrhenius number (activation energy) of
reaction j


�ad , j�
�
R h j

� �ct
�

�1��� c p , sT
�

�-� Adiabatic temperature increase due to
reaction j


r h j
�

� J�mol�1
� Reaction enthalpy of reaction j

� �-� Fixed bed porosity, gas volume fraction

��
z
L �-� Axial reactor coordinate

� �-� Energetic efficiency

��
�1���a cFe , max

a

�ct
� �-� Substantial (oxygen) capacity of the

fixed bed
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��
T
T � �-� Reactor temperature

� �W�m�1�K�1
� Heat conductivity fixed bed material


i , j �-� Stoichiometric coefficient of gas com-
ponent i in reaction j

�
 j �-� Net stoichiometric coefficient of reac-
tion j

��
t

L �v� �-� Time

��
v
v� �-� True gas velocity

��
�1��� c p , s

� c p , g
�-� Heat capacity of the fixed bed

Lower indices
e Outside the reactor
Fe Iron species
i Gas component
j Reaction

Upper indices
G Gas phase
S Solid phase, fixed bed
� Standard value
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Multiscale Simulation of the Indirect Internal Reforming Unit (IIR) in a Molten
Carbonate Fuel Cell (MCFC)

Matthias Pfafferodt,† Peter Heidebrecht,‡ Kai Sundmacher,*,†,‡ Uwe Würtenberger,§ and
Marc Bednarz§

Process Systems Engineering, Otto-Von-Guericke-UniVersity Magdeburg, UniVersitätsplatz 2,
39106 Magdeburg, Germany, Max Planck Institute for Dynamics of Complex Technical Systems, Sandtorstrasse
1, 39106 Magdeburg, Germany, and CFC Solutions GmbH, Christa-Mc-Auliffe-Strasse 1, 85521 Ottobrunn, Germany

This paper studies the coupled mass and heat transport as well as the reactions in an indirect internal reforming
(IIR) unit of a molten carbonate fuel cell (MCFC). The aims of the work are first to identify the dominating
transport processes for a specific design. Because the temperature field is one major issue in MCFCs, the
second aim is to predict the spatially distributed temperature field within the unit. In a first step, several
variants of a microscale model, describing only a small detail of the IIR unit, are created. The governing
equations and the boundary conditions of this model are given. The results of these simulations, especially
the temperature and concentration distributions, are discussed. They show that the gas phase is divided into
a reactive and a nonreactive zone in the actual design of the IIR and the reforming process is dominated by
mass transfer between these zones. In a second step, a macroscale model of the entire IIR unit is presented.
It considers a simplified geometry, but it incorporates the two gas zones identified by the microscale model.

1. Introduction

The molten carbonate fuel cell (MCFC) is suitable for
stationary coproduction of electricity and high-graded heat. A
stationary fuel cell power plant based on an MCFC was
developed by the CFC Solutions GmbH, the so-called HotMod-
ule.1 A variety of fuel gases can be used: natural gas, gas from
biomass fermentation, gasified coal, or waste gas. The fuel gas
has to be reformed before it can be used for electrochemical
conversion. The reforming can be done either in an external
reformer (ER), in a special unit attached to the fuel cells in the
stack called the indirect internal reformer (IIR), or in direct
neighborhood to the anode of the fuel cell (direct internal
reforming, DIR).

In today’s MCFCs, which are fuelled with natural gas, the
external reformer is used to crack the hydrocarbon chains. The
heat for the reaction is provided by the exhaust gas of the fuel
cell. Therefore, the ER and the fuel cell are thermally coupled
by a heat exchanger. Such reforming reactors are widely used
in the chemical industries and are discussed in detail in the
literature.2,3

The IIR units are special flat reactors located within the fuel
cell stack between two fuel cells (Figure 1). In this integrated
reactor concept, heat exchange between the endothermic
reforming reactions and the heat-releasing electrochemical
reactions in the neighboring fuel cells is realized. Thus, the IIR
influences the temperature profile of the fuel cell stack. Because
the rate of the (electro-)chemical reactions as well as the rate
of the undesired degradation processes strongly depend on the
temperature distribution, an understanding of the gas flow and
the reactions within the IIR is needed. This can be used to
develop new IIR designs, leading to higher cell efficiency and
increased lifetime. In previous studies, the IIR is included as
part of a lumped-parameter MCFC model4 or is implemented
as an additional layer in 2D simulations of an MCFC.5

A mathematical model for a MCFC is presented in the
literature.6 Within this paper, the chemical and electrochemical
processes within the fuel cell are discussed in detail. This MCFC
model was validated using data obtained from an industrial
MCFC system.7 In addition to the electrochemical reactions and
the direct internal reforming, the IIR is taken into account for
the validation process.

However, these models do not have the level of detail needed
for a further optimization of the MCFC stack. In the above-
mentioned models, a flat 2D representation of the different
components of a MCFC is considered. While this is a valid
approach for a first spatially distributed simulation, a detailed
simulation of each part is needed to further improve the model
accuracy. In this contribution, the IIR unit is simulated. The
complex 3D geometry of the reforming reactor as well as the
spatial distribution of the catalyst pellets for the reforming
reaction are taken into account. Models at two scales are created
for a detailed analysis of the structure. This helps to understand
the behavior of the IIR unit as a cooling device for the
neighboring fuel cells. Together with similar multiscale simula-
tions for the anode and cathode compartments as well as models
of the electrodes and the electrolyte, these simulations lead to
a revised model of the MCFC stack and to a model-based design
of the next generation of MCFC stacks.

The simulation results presented in this contribution were
obtained within an industrial cooperation project. To protect
the intellectual property, no exact quantitative data can be given.
However, the model equations and boundary conditions for the
IIR models are given in detail, and the transition from the
microscale to the macroscale and their relevance for the MCFC
are discussed qualitatively.

In the following, the multiscale approach is described. The
microscale model is introduced, and its results are shown.
Further on, some important conclusions are drawn. On the basis
of these, the macroscale model is presented together with
simulation results obtained from it.
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2. Multiscale Modeling

The structure of the IIR unit as well as a cutout detail are
shown in Figure 2. The flow direction within the reactor is
enforced by corrugated steel sheets. The repeating pattern of
the sheets creates rows of cages in which the cylindric reforming
catalyst pellets can be placed (see cutout detail in Figure 2).

The IIR unit is divided into four sections with different flow
directions and different spatial reforming catalyst distributions.
On the lower right-hand side, the gas enters the IIR unit (section
I). There are no catalyst pellets installed within this section.
Following the orientation of the corrugated sheets, the gas
changes its main flow direction, entering section II. The last
two sections follow after a second redirection of the gas (sections
III and IV). In sections II, III, and IV, catalyst pellets are inserted
into the structure formed by the corrugated sheet. The reforming
reactions take place at the surface of these catalyst pellets.
Different allocations of the catalyst pellets are used within these
three sections.

A detailed simulation of the entire IIR unit would exceed
the memory capacity and the computational power of a high-

end computer. Therefore, different models on multiple scales
were simulated. This multiscale modeling approach is often used
to solve large physical problems that have important features
at multiple scales, particularly spatial scales.9–13 Models for the
different scales are created to analyze the physical effects at
each scale. In our approach, the results of the smaller-scale
simulations are used to develop the larger-scale models.

The multiscale approach in this contribution includes two
different scales. In the first step, microscale models of a small
detail of the entire IIR unit are implemented, taking into account
the exact 3D geometry (Section 3). The models are solved for
different catalyst allocations. The simulation results provide a
good understanding of the spatially distributed velocity, tem-
perature, and gas composition (Section 4). On the basis of these
results, a macroscale model of the entire reforming unit is
created using a simplified geometry (Section 5). All simulations
were performed using the commercial CFD tool CFX (version
10.0).

3. Definition of the Microscale Model

In the microscale model, a repeating detail of the structure
of the IIR unit is simulated. It comprises the corrugated sheets
as well as the top and bottom sheets. The staggered corrugated
sheets form small cages into which cylindrical catalyst pellets
can be placed. As indicated by the white wire frame in Figure
2, these cages are arranged in rows. The width of the microscale
model is chosen to be 4 such rows, which is the smallest
repeating width within the actual design. The length is chosen
to be 15 pellet cages. Note that not all cage rows necessarily
have to be filled with pellets. Actually, different allocations of
catalyst pellets are used in the four sections of the IIR unit. A
gas inlet section and a gas outlet section are added according
to the experimental setup (see Figure 3).

3.1. Assumptions. The following assumptions are used in
the models:

• The gas mixture is considered as ideal, containing the
species CH4, H2O, CO, CO2, and H2. Its inlet composition
corresponds to a prereformed gas, i.e., the product gas of an
external reformer.

• Molecular diffusion within the gas is taken into account.
The diffusion coefficients of the gas mixture are estimated using
the correlation of Chapman-Enskog for the binary diffusion

Figure 1. Structure of an MCFC stack. The schematic view shows the IIR unit and one cell consisting of the anode compartment, the electrolyte, and the
cathode compartment. The gas flow within the stack is indicated by the arrows. Heat exchange between the endothermic reactions in the IIR unit and the
heat-releasing electrochemical reactions in the fuel cell is possible.

Figure 2. Schemes of the entire IIR unit8 with gas flow directions (sectors
I-IV) and a cutout detail of the structure. In the zoom view, the structure
of the staggered corrugated sheet including the flow direction is shown.
One row of cages filled with catalyst pellets is indicated by the white frame.
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coefficients14 and the extended approach of Wilke15 for the
diffusion coefficients within the gas mixture. For the estimation
of the diffusion coefficients, a fixed temperature and the
equilibrium composition of the gas mixture are assumed. The
diffusion coefficients used in the models are listed in Table 3;
see Section 3.4.

• Using the global length of l ) 0.018 m estimated by CFX
for the geometry and the average velocity within the microscale
model (u ) 1.6 m s-1) as well as the density (F ) 0.24 kg
m-3) and the dynamic viscosity (μ ) 1 × 10-5 kg m-1 s-1)
calculated for an average temperature and composition of the
gas mixture, a Reynolds number of Re ) 691 is calculated,
indicating laminar flow. Because of the fact that, within the
complex geometry, the laminar flow is frequently interrupted
by the corrugated sheet and the catalyst pellets, a k-ε-turbulence
model is used in the simulations.

• Neither in the microscopic nor in the macroscopic model
are the neighboring fuel cells considered. A constant temperature
is assumed for the top and bottom sheets. Therefore, the heat
flux through the top and bottom sheets is a result of the
difference between the temperature set at these boundaries and
the calculated gas temperature near the wall.

• The reforming reactions take place at the surface of the
catalyst pellets. In the literature, different expressions for the
kinetics of the methane reforming reaction

CH4 +H2OSCO+ 3H2

and the water gas shift reaction

CO+H2OSCO2 +H2

can be found.16–19 The kinetics depend on the exact chemical
composition of the catalyst. Furthermore, the catalyst pellets
are porous, so the conversion of the gas includes mass transport
and chemical reactions inside the pores. In this work, the catalyst
pellets are assumed to be highly active, so that the concentration
at the catalyst surface is close to the chemical equilibrium. Thus,
the mass transport inside the pellets is not considered explicitly,
but they are assumed to be solid particles with a highly active
catalytic surface. Simple power laws are used as reaction rate
expressions that provide a good approximation of the reactions
rates near chemical equilibrium conditions:

rref ) k0,ref
A [( p

p0)2
xCH4

xH2O -
1

Kref(T)( p

p0)4
xCOxH2

3] (1)

rwgsr ) k0,wgsr
A ( p

p0)2[xCOxH2O -
1

Kwgsr(T)
xCO2

xH2] (2)

The reaction rate constants, k0,ref
A and k0,wgsr

A , are assigned
sufficiently high values so that the gas at the pellet surface is
always close to equilibrium. The equilibrium constants, Kref(T)
and Kwgsr(T), are calculated from thermodynamic equations via
the Gibb’s enthalpies of these reactions. Because of the fact
that the pellets are only in contact with the gas phase, the
enthalpies of the reactions are taken from or transferred to the
gas phase. The temperature within the pellets is assumed to be
equal to the gas temperature around the pellets, and therefore,
it is not simulated.

3.2. Equations. The well-known steady-state balance equa-
tions for the gas flow within a chemical reactor are used (Table
1). Here, only the partial differential equations, solved by the
software tool CFX, are listed. A detailed discussion of these
equations can be found in the literature.15,20,21 Note that, for
the microscale model, the reactions at the catalyst surface are
accounted for in the boundary conditions and not in the
differential equations.

3.3. Boundary Conditions. All boundary conditions used
in the microscale model are shown in Figure 3 and listed in
Table 2. On the one hand, there are the external boundaries of
the simulation domain at the gas inlet and the gas outlet, the
outer surface of the top and bottom metal sheets, and the periodic
boundary between the left and right sides of the model. On the
other hand, internal boundaries have to be taken into account:
the surface of the catalyst pellets and the inner surfaces of the
metal sheets.

The external boundary conditions are given in eqs 8-16. The
overall mass flow at the gas inlet is used to calculate the gas
velocity, taking into account the gas density, which in turn
depends on the gas temperature and the gas composition (eq
8). At the gas outlet, the pressure is constrained such that the
average value is equal to the given relative pressure (eq 11).
The left side and the right side of the simulation domain are
connected by a periodic domain interface. Here, conservative
interface fluxes are considered for the temperature of the solid
as well as for the temperature, the momentum, and the mass
fractions of the gas (eqs 13-16).

Within the simulation domain, the internal boundaries
between the gas and the catalyst pellets and those between the
gas and the metal sheets have to be considered (eqs 17-22).
At the surface of the metal sheets, the no-slip condition for the
velocity is applied (eq 17). Additionally, a conservative heat
flux between the solid phase and the gas phase is taken into
account (eq 18). Further on, the sheet surface is impermeable
for all gas components (eq 19).

At the surface of the catalyst pellets, the reforming reactions
are taken into account. Because of the fact that a mass-averaged
velocity is used, the overall gas velocity at the surface of the
catalyst pellets is equal to zero (no-slip boundary condition; eq
20). A mass transfer exists between the gas and the pellet surface
(eq 22). These component mass fluxes correspond to the rates
of both reactions defined in eqs 1 and 2. The heat of reaction at
the catalyst surface is implicitly accounted for in the enthalpy
balance, so it does not explicitly occur in the boundary
conditions. It can be obtained by combining eqs 21 and 22

Figure 3. Structure of the microscale model with boundary conditions.
External boundaries: gas inlet and gas outlet; top and bottom sheet; periodic
boundary between the left-hand side (side a) and the right-hand side (side
b) of the model. Internal boundaries: heat and mass flow due to the reforming
reactions at the pellet surface; heat transfer at the sheet surfaces (corrugated
sheet and the inner side of the top and bottom sheet).

Table 1. Governing Equations Used in the Microscale Model

continuity balance ∇(Fu) ) 0 (3)
momentum balance ∇(Fuu) ) -∇p + ∇τ (4)

with the stress tensor τ ) μeff(∇u + (∇u)T)
energy balancesgas phase ∇(Fuh) ) ∇(λgas∇Tgas) + ∇(uτ) (5)
energy balancessolid phase 0 ) ∇(λsolid∇Tsolid) (6)
component mass balance ∇(Fuwi) ) ∇((FDi + μt/Sct)∇wi) (7)
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together with the expression for the enthalpy of the mixture.
Because the pellets are not modeled, there is not heat flux in
the solid phase at these boundaries.

3.4. Parameters. The parameters used in the model are listed
in Table 3. For the metal sheets, the properties of steel are
applied, whereas the values for the diffusion coefficients within
the mixture are calculated by taking into account a representative
temperature and composition of the gas mixture (see Section
3.1). The thermodynamic properties of the gas, the heat capacity,
the enthalpy, and the entropy, are provided by the material
library of the simulation tool CFX using the NASA format.22,23

Constant values are used for the reaction rate coefficients. With
the values given here, the gas at the pellet surface is very close
to equilibrium. Because the exact values of the rate constants
are not relevant, they are considered constant with regard to
the temperature.

4. Simulation Results of the Microscale Model

Three different variants of the microscale model are consid-
ered. Of the four rows of cages, 1, 2, or 3 rows are filled with
catalyst pellets. In the first part of this section, the results of a
configuration with one row filled with catalyst pellets are
discussed in detail. After that, the results of the three different
configurations are compared. The boundary conditions at the
gas inlet as well as for the top and bottom sheets are listed in
Table 4. These values are used for all simulations.

Using the previously discussed model equations and boundary
conditions, one simulation takes about 2 h calculation time on
an Intel Xeon processor with 3.2 GHz CPU speed. Up to 0.7
GB of RAM are needed during the simulation procedure.

4.1. Results for a Catalyst Allocation of 1-4 Rows. Figure
4 shows the simulated velocity profile from the microscale
model. The gas enters the simulation domain at the inlet
boundary located at the top of the simulation domain with
the velocity calculated from the given mass flow rate. Within
the inlet section, the transition from the constant velocity at the
inlet boundary to an inhomogeneous velocity profile at the
beginning of the corrugated sheets takes place. Figure 4a shows
the velocity profile in the middle XY-plane. Because of the
reduced cross-sectional area near the catalyst pellets and the
no-slip boundary condition, the gas velocity is decreased around
the pellets, whereas the velocity is increased in the areas without
catalyst pellets. In the cross-section profiles (parts b-d of Figure
4), one can see that the velocity profile is repeated in a constant
pattern after the first few catalyst pellets. In the vicinity of the
catalyst pellets, the gas is meandering slowly around the pellets
and it is almost stagnant compared to the gas in the other parts
of the geometry. The ratio of the velocity close to the pellets to
the velocity in the rest of the IIR unit is about 1:10. In the whole
geometry, the gas flow is repeatedly split by the corrugated
sheet. This results in additional turbulence and mixing effects
due to flow separation.

The temperature profile is displayed in Figure 5. The cross-
section plots show that, after the sixth catalyst pellet, a steady
repeating pattern is reached. They also indicate that the heat
sink at the pellet surface due to the endothermic reforming
process is balanced by heat fluxes from the remaining gas phase
(mainly in the x-direction) and from the top and bottom sheets

Table 2. List of All Internal and External Boundary Conditions Used in the Microscale Models

external boundaries

gas inlet
velocity u|inlet )ṁin/[AinletF(T,wi)] (8)
temperature Tgas|inlet ) Tgas,in (9)
mass fraction wi|inlet ) wi,in (10)

gas outlet
pressure pjoutlet ) 1/A ∫ p|outlet dA ) pout (11)

top and bottom wall
temperature Tsolid|top ) Tsolid|bottom ) Tsolid, outside (12)

periodic boundary between the left and right sides
velocity u|left ) u|right, [Fu]left ) [Fu]right (13)
temperature (gas phase) Tgas|left ) Tgas|right, [Fgasuhgas - λgas∇Tgas]left ) [Fgasuhgas - λgas∇Tgas]right (14)
temperature (solid phase) Tsolid|left ) Tsolid|right, [-λsolid∇Tsolid]left ) [-λsolid∇Tsolid]right (15)
mass fraction wi|left ) wi|right, [Fuwi - (FDi + μt/Sct)∇wi]left ) [Fuwi - (FDi + μt/Sct)∇wi]right (16)

internal boundaries

sheet surface
velocity u|surface ) 0 (17)
temperature Tsolid|surface ) Tgas|surface, [-λsolid∇Tsolid]surface ) [-λgas∇Tgas]surface (18)
mass fraction [-(FDi + μt/Sct)∇wi]surface ) 0 (19)

pellet surface
velocity u|pellet ) 0 (20)
temperature [Fgasuhgas - λgas∇Tgas]pellet ) 0 (21)
mass fraction [-((FDi + μt/Sct)∇wi)]pellet ) (νi,refrref

A + νi,wgsrrwgsr
A )Mi (22)

Table 3. Model Parameters

property symbol value

metal sheet
density F 7854 kg m-3

specific heat capacity cp 434 J kg-1 K-1

thermal conductivity λ 60.5 W m-1 K-1

diffusion coefficient
methane DCH4 2 × 10-4 m2 s-1

water DH2O 3 × 10-4 m2 s-1

hydrogen DH2 5 × 10-4 m2 s-1

carbon dioxide DCO2 2 × 10-4 m2 s-1

carbon monoxide DCO 2 × 10-4 m2 s-1

reaction rate coefficients
methane reforming reaction k0,ref

A 0.3 mol m-2 s-1

water gas shift reaction k0,wgsr
A 1.0 mol m-2 s-1

Table 4. Operating Conditions for the Microscale Models

symbol value

inlet gas temperature Tinlet 883.15 K
inlet mass flux ṁinlet 0.298 × 10-6 kg s-1

inlet mass fraction of CH4 wi,CH4 0.267
inlet mass fraction of H2O wi,H2O 0.621
inlet mass fraction of H2 wi,H2 0.014
inlet mass fraction of CO wi,CO 0.000
inlet mass fraction of CO2 wi,CO2 0.098
temperature at top and bottom sheet Tsolid,outside 893.15 K
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via the gas phase (mainly in the z-direction). Compared to the
temperature differences in the solid parts, the temperature
differences in the gas phase are larger by 1 order of magnitude,
which is due to the different heat conductivities and the
characteristic lengths of the heat transport. A quantitative
comparison shows that the heat flux from the top or bottom

sheet is much higher than the heat flux from the warm gas phase
toward the cold pellets (Figure 5 parts b and c).

In MCFC, a temperature change of 10 K is considered
significant with respect to degradation rates and electrochemical
performance. The IIR unit is intensively thermally coupled to
the fuel cells in the stack, so that a temperature difference of

Figure 4. Simulated velocities for the microscale model with 1 of 4 rows filled with catalyst pellets: (a) velocity profile in the XY-plane and (b)-(d) velocity
profiles in the XZ-plane at the 3rd, 8th, and 13th pellet, respectively. A steady repeating velocity pattern develops after the first few pellets.

Figure 5. Simulated temperature profile for the microscale model with 1 of 4 rows filled with catalyst pellets: (a) temperature distribution in the XY-plane
and (b)-(d) temperature distribution in the XZ-plane at the 3rd, 8th, and 13th pellet, respectively. The cross-section plot indicates a steady repeating temperature
profile after the 7th pellet.
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10 K within the IIR unit may also be considered significant. In
the simulation results, the temperature difference between the
gas around the pellets and the remaining gas is several times
higher than this threshold value. Thus, the temperature profile
shows a distinct separation of the gas phase into a cold fraction
near the catalyst pellets and a warm fraction in the zone without
pellets.

The concentration profiles for methane, carbon monoxide,
and hydrogen are shown in Figure 6. Methane is consumed by
the reforming reaction at the surface of the catalyst pellets
(Figure 6a). This results in a gradient in the molar fraction
between the gas near the pellet surface and the gas far from the
catalyst. The difference is in the order of several mole percent.
Similar gradients can be observed for the products of the
reforming reactions, namely, carbon monoxide (Figure 6b) and
hydrogen (Figure 6c). The highest concentrations of the reaction
products can be found near the catalyst pellets, whereas the
lowest concentrations are in the free-flowing gas. The mass
transport of the educts to the catalyst pellets as well as the mass
transport of the products from the catalyst pellets results in
funnel-shaped concentration profiles.

After a few catalyst pellets, the gas composition in the
proximity of the pellets reaches the chemical equilibrium. In
this part, the reactions are limited by the catalyst activity. Once
the gas around the pellets has reached its equilibrium composi-
tion, the reforming process is dominated by the mass transport
of the reacting species toward and away from the pellet surface.
Thus, the rate of the reforming process is independent from the
catalyst activity, at least as long as it is sufficiently high. This
is an important feature of this reactor, because it provides a
constant thermal profile even in the case of catalyst degradation,
which is inevitable in real systems.

The concentration profiles as well as the temperature profile
and the velocity profile indicate that the reactor is divided into

two zones. The first zone is a reactive zone near the catalyst
pellets. Because the flow is hindered by the pellets, the velocity
is reduced in this zone. Additionally, the endothermic reforming
reactions taking place at the surface of the catalyst pellets result
in a significant temperature drop in this zone. The second is a
nonreactive zone, which contains the gas in the free rows that
have no contact to the catalyst surface. The exchange of mass
and heat between the two zones due to diffusion and heat
conduction, which are enforced by turbulence, determine the
reaction rate in the overall system.

4.2. Comparison of Different Catalyst Distributions. In
addition to the model with an allocation of one row filled
with catalyst pellets, simulations have also been carried out
for models with 2 or 3 rows of cages filled with pellets. The
additional catalyst pellets extend the reactive zone within
the simulation domain and reduce the nonreactive zone. For
all these simulations, the inlet conditions listed in Table 4
are used.

Figure 7 compares the temperature profiles for the three model
variants. In each of them, a similar pattern for the temperature
is visible. The scale of the figures is identical and also
corresponds to the scale used in Figure 5. A balance between
the heat flux through the top and bottom sheets into the gas
and the energy needed for the endothermic reaction is reached
near the seventh catalyst pellet. After that, a constant pattern is
visible in the temperature profiles. The simulations show nearly
identical temperatures at the surface of the catalyst pellets in
all three model variants. The more pellets are used, the more
gas is converted, causing an increasing heat consumption in
the reactive zone. However, the heat exchange area between
the reactive and nonreactive zones is identical in each variant,
while the heat exchange area between the top and bottom sheets
and the reactive zone also grows with the number of catalyst

Figure 6. Simulated gas compositions for the microscale model with 1 of 4 rows filled with catalyst pellets. The plots show the profiles in the XY-plane for
the molar fraction of the following species: (a) methane, (b) carbon monoxide, and (c) hydrogen. A reactive zone near the catalyst pellets and a nonreactive
zone are clearly distinguishable.
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pellets. This confirms the findings discussed in Section 4.1, that
the mean heat supply to the reforming process happens directly
through the outer metal sheets.

The different concentration profiles for methane are shown
in Figure 8. The scale of each figure is identical and also

corresponds to the scale used in Figure 6. For each model
variant, the reactive zone and the nonreactive zone as well as
the funnel-shaped profiles are clearly visible. Mass transfer is
only possible at the interfaces between the two zones. The lowest
methane concentrations are found in the center of the reactive

Figure 7. Temperature distributions for different catalyst allocations in the XY-plane for models with 1, 2, and 3 catalyst pellet rows. The same temperature
scale is used for all three plots. In each of the plots, a repeating pattern in the temperature profile is visible.

Figure 8. Methane molar fraction for different catalyst allocations in the XY-plane for models with 1, 2, and 3 catalyst pellet rows. The methane concentration
range is equal for all three plots. Because of the increased flow through the reactive zone, the lowest methane molar fraction can be observed if 3 of 4 rows
are allocated with catalyst pellets.
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zone, where the gas is in chemical equilibrium. Fresh, unreacted
gas cannot reach this area.

On the one hand, the yield of the reforming reactions is
increasing with the number of catalyst pellets used, but on the
other hand, the pressure drop rises as well. Further on, the
temperature difference between the metal sheets and the gas
and, therefore, the heat flux through the top and bottom sheets
depends also on the amount of catalyst surface available for
the reactions. Therefore, one can manipulate the temperature
profile of the neighboring fuel cells by changing the amount
and the distribution of the catalyst pellets within the IIR unit.
Thus, the cooling effect of the reforming unit can be adapted
to the spatial distribution of the heat released by the electro-
chemical reactions in the neighboring fuel cell.

In conclusion, the analysis of the microscale models has
shown two important features of this reactor. First, the
reaction rate is governed by mass transfer between a reactive
and a nonreactive zone. Catalyst degradation does not
influence the reaction progress, so a constant temperature
profile can be expected in the IIR unit even after long
operation time. The second point is that the main heat
transport route toward the cold reaction zone is through the
top and bottom sheets and then directly into the reactive zone.

5. Macroscopic Model of the Entire IIR Unit

The model for the entire IIR is based on the results obtained
from the microscale model. The IIR model is derived in several
steps. First, the reactive and nonreactive zones are represented
by cuboid volumes. The width of the reactive zone corresponds
to the width of the zone of low gas velocities (Figure 4), which
is identical to the width of the zone with low temperature (Figure
5). The exact geometry of the catalyst pellets is neglected, and
the surface reaction is replaced by a homogeneous gas-phase
reaction filling the whole reactive cuboid. The new, volumetric
reaction rate constants are calculated from the surface-area-
related rate constants as follows:

k0,j
V
) k0,j

A Ar

Vr
(23)

In a second step, the exact geometry of the corrugated sheet
is neglected. To include the flow resistance of the sheets and
the catalyst pellets in the model, an additional pressure drop
term based on Darcy’s law with anisotropic permeabilities is
included in the equations. These permeabilities take into account
the orientation of the corrugated sheet and the pellets. They are
estimated by comparison of simulated and measured pressure
drops on a full-scale IIR unit. In addition to being an obstacle
to convective mass transport, the sheets are also an obstacle to
diffusive mass transport and they have a certain heat conductiv-
ity. However, parameter studies using the microscale model
demonstrate that turbulent convection is the dominant mecha-
nism for the transfer of mass and heat in the gas phase. The
effect of neglecting the sheets with respect to the gas velocities
is already accounted for with the anisotropic Darcy’s law in
the momentum balance. The heat conductivity of the corrugated
sheets is negligible compared to the convective transport in the
gas phase.

The third step is to expand this simplified geometry to the
size of the whole IIR unit. In this step, the orientation of the

corrugated sheets and the catalyst pellet allocation in the four
sections of the IIR unit are taken into account (see Figure 2).

For the complete model, similar equations as for the micros-
cale models are used (Table 5). As mentioned above, an
additional term is added to the momentum balance (eq 25, last
term). Furthermore, a source term is added to the component
mass balances to incorporate the reforming reactions as volume
reactions (eq 27, last term). As for the microscale model, a
constant temperature for the top and bottom boundaries is
applied. At the gas inlet on the bottom right (see Figure 2), the
gas temperature, the mass flow, and the gas composition are
set, whereas at the gas outlet, the relative pressure is given. For
all other walls, the no-slip boundary condition is set and the
same temperature as for the top and bottom walls is applied.

6. Simulation Results for the Entire IIR Unit

Because of the reactions taking place in the IIR, a start-up
strategy is needed to solve the model of the entire IIR unit.
First, all equations are solved without the chemical reactions.
After that, the reactions are activated and the solution process
is restarted. Using the same computational hardware as for the
microscale models, simulation results are available after around
four days of computation time. Up to 1.0 GB RAM is needed
during the solution process.

In Figure 9, the temperature distribution within the entire
IIR unit is shown. Because a constant temperature for the
top and bottom walls is assumed in the simulation, the heat
flux through these walls is proportional to this temperature.
The gas enters the simulation domain on the bottom right.

Table 5. Governing Equations Used in the Macroscale Models

continuity balance ∇(Fu) ) 0 (24)
momentum balance ∇(Fuu) ) -∇p + ∇τ - (μ/K)u (25)
energy balance (gas phase) ∇(Fuh) ) ∇(λgas∇Tgas) + ∇(uτ) (26)
component mass balance ∇(Fuwi) ) ∇((FDi + μt/Sct)∇wi) + (νref,irref

V + νwgsr,irwgsr
V )Mi (27)

Figure 9. Temperature distribution within the model of the entire IIR unit
in the XY-plane. The structure of the IIR (four sections with different flow
directions and different catalyst allocations) is visible.
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Because of the fact that the feed gas temperature is equal to
the temperature of the top and bottom walls in this part of
the IIR unit, the heat flux is zero and the gas temperature
does not change within section I (see the structure of the
IIR unit in Figure 2). At the transition to section II, the gas
hits the first catalyst pellets. As a result of the high
concentration of methane and the high temperature, a high
reaction rate of the methane reforming reaction occurs. The
gas mixture is quickly cooled down within the reactive zones.
The temperature drop within the reactive zone is in the range
of several 10 K. The heat losses are partially compensated
by the heat flux through the top and bottom walls. The
structure of the IIR unit with separate reactive and nonreactive
zones is clearly visible in the temperature profile of the last
two sections. As a result of the heat flux through the top and
bottom sheets, the temperature rises again along the flow
direction. This structure also results in a nearly homogeneous
distribution of the heat sink within most parts of the IIR unit
due to the endothermic methane reforming reaction.

The methane molar fraction is displayed in Figure 10.
Similar to the temperature profile, the methane molar fraction
starts to change at the first catalyst pellets. The funnel-shaped
concentration profiles observed in the microscale models can
also be found in the simulation of the entire reforming unit.
Especially in sections III and IV, the molar fraction of
methane decreases almost linearly. This corresponds to a
nearly homogeneous heat sink in the largest part of the IIR
unit. Following the gas flow, the chemical equilibrium is
reached at the gas outlet, taking into account the average
gas temperature at this point.

As shown in the discussion of the simulation results for the
microscale models, the reaction rates are limited by the mass
transfer to and from the surface of the catalyst pellets and not
by the catalyst activity. Only at the first few pellets is the

kinetically limited behavior visible (Figures 9 and 10). A
deactivation of the first catalyst pellets will only result in a small
shift of the profiles toward the following catalyst pellets, but it
will not significantly alter the temperature profile along the rest
of the reactor, thus providing a stable temperature profile for
the neighboring fuel cells.

7. Conclusions

Simulations of the IIR unit at two different scales were
performed. First, different variants of a microscale 3D model,
consisting of small cutouts of the IIR unit, were created. For
these simulations, the exact geometry with the corrugated sheets
and the individual catalyst pellets was taken into account.
Afterward, a macroscale 3D model of the entire IIR unit was
solved. In this model, the results from the microscale model
were used for a simplification of the geometry.

In the microscale models, different distributions of catalyst
pellets were analyzed. It was shown that a stable repeating
pattern can be found for the temperature and velocity profiles.
For the concentration profiles, a funnel-shaped profile was found.
Using these profiles, the simulation domains can be divided into
reactive and nonreactive zones. This indicates a mass transport
limitation of the reactions and nearly no influence of the catalyst
activity on the overall reaction rate within the reforming reactor.

Using the model of the entire IIR unit, concentration and
temperature profiles were computed. The reactive and nonre-
active zones are accounted for in this model, and they are clearly
visible in the simulation results. The results indicate that the
rate of the reforming process is nearly homogeneous over wide
parts of the IIR unit. This means that the heat sink is almost
constant in these parts.

The modeling and simulation of the micro- and macroscale
of the IIR unit gave new insight into the thermal behavior
of this mass-transport-limited reactor. This clears the path
for an analysis of the interaction between the IIR and the
fuel cells to which it is connected. Current works include
the development and implementation of similar models for
the anode and cathode gas compartments. On the basis of
these simulations, a fuel cell stack model will be created.
This stack model will then be used to design new IIR units
in order to obtain more homogeneous temperature profiles
in the fuel cells. This will be a significant contribution to a
further improvement in efficiency, lifetime, and, ultimately,
economic advantage of MCFC systems.

Notation

Latin Letters
A ) area (m2)
D ) kinematic diffusivity (m2 s-1)
h ) enthalpy (J kg-1)
k0 ) reaction rate coefficient (kg m-2 s-1)
K ) equilibrium constant
m ) mass flow density (kg m-2 s-1)
M ) molar mass (mol kg-1)
p ) pressure (Pa)
p0 ) standard pressure (Pa)
r0

A ) surface reaction rate (kg m-2 s-1)
r0

V ) volume reaction rate (kg m-3 s-1)
Sct ) turbulence Schmidt number
T ) temperature (K)
u ) velocity (m s-1)
w ) mass fraction
x ) molar fraction

Figure 10. Methane molar fraction within the model of the entire IIR unit
in the XY-plane. The molar fraction of methane is continuously reduced.
One can clearly distinguish the reactive and nonreactive zones within the
IIR unit.
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Greek Letters

λ ) thermal conductivity (W m-1 K-1)
μ ) dynamic viscosity (kg m-1 s-1)
μt ) turbulence dynamic viscosity (kg m-1 s-1)
F ) density (kg m-3)
τ ) stress tensor (kg m-1 s-2)
υ ) stoichiometric coefficient

Subscripts

eff ) effective
i ) component of the gas mixture
ref ) methane reforming reaction
wgsr ) water gas shift reaction
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The cyclic water gas-shift reactor (CWGSR) is a cyclically operated fixed bed reactor for the removal of

carbon monoxide from reformate gases. It is based on the repeated reduction of iron oxide by reformate

gases and its subsequent oxidation by steam. To evaluate the thermodynamic limits of this reactor, we

develop a model under the assumption of chemical equilibrium. For this purpose, we conduct a wave

analysis which shows that the reactor behaviour is dominated by the movement of sharp reaction fronts.

Depending on the positions of these fronts at cyclic steady state, five different operating regimes of the

CWGSR can be identified. Besides the qualitative analysis of the regimes, the equilibrium model also offers

a first quantitative analysis regarding the two performance parameters, i.e. fuel utilisation and product

concentration. At 750 ◦C, a fuel utilisation of 55% can be achieved, and the molar hydrogen fraction in the

product stream is up to 70%. The equilibrium model can be used for a first estimate of favourable design

and operating parameters of the CWGSR.

© 2009 Elsevier Ltd. All rights reserved.

1. Introduction

Hydrogen plays an important role in today's chemical industry.

Also, in many scenarios of future energy supply systems, hydrogen

is considered as a main energy carrier. The main path for hydrogen

generation is the steam reforming process, based on fossil fuels or on

renewable biomass. Applications like fuel cells, but also some chem-

ical processes, require very pure hydrogen, especially with respect

to carbon monoxide. In the classical scheme, a series of two wa-

ter gas-shift reactors together with a deep-removal reactor (prefer-

ential oxidation, palladium membranes, pressure swing adsorption

or methanisation) is used to decrease the concentration of carbon

monoxide in the reformate gas to sufficiently low levels. While the

reforming process operates at temperatures above 700 ◦C, this clean-

ing sequence requires the temperature to be lowered to less than

100 ◦C. Thus, two drawbacks of this process become obvious: the se-

quence of three reactors with intermediate heat exchangers and the

energy loss due to the necessary cooling of the gas.

The cyclic water gas-shift reactor (CWGSR, Fig. 1) (Messerschmitt,

1911) is an alternative to the classical water gas-shift process. It

works at temperatures similar to those used in steam reforming

∗ Corresponding author.

E-mail addresses: heidebrecht@mpi-magdeburg.mpg.de (P. Heidebrecht),

sundmacher@mpi-magdeburg.mpg.de (K. Sundmacher).

0009-2509/$ - see front matter © 2009 Elsevier Ltd. All rights reserved.

doi:10.1016/j.ces.2009.08.011

(650–850 ◦C). Each process cycle is divided into two phases: during

the first phase, reformate gas (hydrogen contaminated with carbon

monoxide) is fed into a fixed bed of metal oxide. The metal oxide,

usually iron oxide, is reduced and the gases are oxidised (Eqs. (1) and

(2), forward reaction). After sufficient time, feeds are switched and

steam is fed into the reactor. During this second phase, the metal

is oxidised again (Eqs. (1) and (2), backward direction), producing a

mixture of hydrogen and water which is free of carbon monoxide.

Fe3O4 + H2/CO ⇔ 3 · FeO + H2O/CO2 (1)

FeO + H2/CO ⇔ Fe + H2O/CO2 (2)

This process has been intensively examined during the last 10 years

by a team around Hacker (Fraser et al., 2006; Hacker, 2003; Hacker

et al., 1998, 2000). They used commercial iron oxide catalyst pellets

and demonstrated the feasibility of the process, evaluated reaction

kinetic parameters and proposed a combined process consisting of

a reforming reactor and a cyclic water gas-shift reactor. Fraser et

al. (2006) presented some theoretical work on the performance of

this combined process under equilibrium assumptions. In that study,

the CWGSR is considered as a spatially concentrated (CSTR type)

reactor. Svoboda et al. (2007) conducted thermodynamic calculations

concerning the formation of solid carbon and other undesired solid

components.

The analysis in this contribution is based on the wave theory in

fixed bed columns such as chromatography (e.g. Rhee et al., 1970;
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Fig. 1. Principle of the CWGSR.

Helfferich and Carr, 1993) and on processes involving precipita-

tion and dissolution of solid species from solutions (Helfferich, 1989).

The concepts presented in those earlier works are applied here to

the class of columns with a reactive fixed bed. This serves for two

purposes: to identify the essential difference between a reactor like

the CWGSR and other fixed bed processes, and to obtain a concep-

tual mathematical description of a CWGSR. In opposite to the earlier

model based works, this contribution treats the CWGSR as a plug

flow reactor and examines the effect of the gas–solid equilibria on

the behaviour and performance of the reactor.

Another important aspect in the development of the CWGSR is the

development of a suitable fixed bedmaterial. Otsuka et al. (2003) and

Takenaka et al. (2004) examine the effect of adding small portions

of alumina, molybdenum and cerium to the iron oxide. Galvita and

Sundmacher (2007a, 2007b) showed that a mixture of iron oxide

with ceria-zirconia combines high activitywith good oxygen capacity

and low degradation rates. Although thesematerial related issues are

essential for a future application of the CWGSR, they are not relevant

for the basic behaviour of the reactor and are thus not considered in

this contribution.

From the point of view of reactor design, the CWGSR is a com-

plex system: It is spatially distributed and inherently dynamic, it is

non-isothermal, it has several gas–solid reactions with discrete equi-

libria and convective transport phenomena which are superimposed

by diffusion processes. Therefore, reactor design should be based on

a mathematical model. In a previous publication (Heidebrecht et al.,

2008), we used a spatially distributed CWGSR model with finite re-

action kinetics to compare co-current and reverse-current operation

and to derive some statements about the optimal duration of the

phases. Although that model did not consider the multi-step reac-

tion scheme of the iron/iron oxide system, it delivered some basic

insight into the process: application of flow reversal, that is gases

flowing in opposite direction during oxidation and reduction phase,

is advantageous.

In the following, we analyse the basic behaviour of a CWGSR un-

der idealising assumptions such as isothermal conditions, chemical

equilibrium and the absence of diffusion. This equilibrium model is

easy to solve, it shows the thermodynamic limits of the CWGSR and

it can be conveniently used to identify good operating conditions.

The purpose of the model is not to precisely predict the reactor per-

formance, but to give a good understanding of the basic reactor be-

haviour.

2. CWGSR modelling under equilibrium condition

2.1. Model assumptions

The considerations and equations in this section are all derived

under the following assumptions:

• Isothermal conditions, T> 574 ◦C.

• Isobaric conditions.

• Ideal plug flow reactor: no radial gradients or axial dispersion.

• Ideal gas.

• Chemical equilibrium between gas and solid phases.
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Fig. 2. Equilibrium lines of the systems H2/H2O and CO/CO2 over iron/iron oxide.

• Occurrence of magnetite (Fe2O3) is negligible under normal oper-

ating conditions.

• The possibility of carbonisation is not considered.

• Reversed flow is applied (see Fig. 1).

• The duration of each phase is significantly longer than the gas

residence time, so gas phase balances are considered to be in quasi

steady state.

• The duration of each phase is significantly shorter than the time

needed for complete conversion of the fixed bed.

• The feed gas during the first phase is in equilibrium with iron,

and the feed gas during the second phase is in equilibrium with

haematite (Fe3O4).

• Constant feed flow rates during each phase.

Regarding the assumption of chemical equilibrium, Fig. 2 shows the

equilibrium lines for the two relevant reacting systems: iron/iron

oxide under atmospheres of steam/hydrogen and under carbon diox-

ide/carbon monoxide. Note that at most points in this diagram (each

point defined by a gas composition and temperature), the gas phase is

in equilibriumwith a pure solid phase of iron, wuestite or haematite.

Only for combinations of gas compositions and temperatures that

fall exactly on one of the equilibrium lines, any mixture of the neigh-

bouring solid species may exist.

Note that the equilibrium lines are independent from the total

gas pressure, because the reactions are equimolar with respect to

the reactants in the gas phase.

2.2. Wave analysis

In this chapter, we apply the wave theory to reacting fixed bed

reactors such as the CWGSR. With this, we not only motivate and

derive the model equations used in Chapter 2.3, but we also identify

the essential difference between reacting fixed bed processes and

other fixed bed reactors. Any reader more interested in the results

rather than in the derivation of this model may skip this chapter and

continue reading with Chapter 2.3.

Wave theory has been applied to fixed bed reactors before, as has

been stated in the introduction section. In the following derivation,

we frequently refer to the work by Helfferich (1989), who applied

this theory to fixed bed reactors with precipitation and dissolution.

Consider the CWGSR as a fixed bed reactor, in which oxygen can

be transferred from the gas phase to the solid phase and vice versa.
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Fig. 3. Phase diagram of a CWGSR under CO/CO2 atmosphere.

In this sense, the CWGSR is similar to a precipitation/dissolution

reactor. Consider further operating the reactor during a reduction

phase with a gas mixture of carbon monoxide and carbon dioxide.

To characterize the composition in the gas and in the solid phase at

any point in the reactor, define the total oxygen content:

CO = 
 · cCO2
+ 1 · CFeO + 4 · CFe3O4

= CG
O + CS

O (3)

where 
 is the gas volume fraction, and cCO2
is the molar concentra-

tion of carbon dioxide in the gas phase. CFeO and CFe3O4
are the molar

amounts of the iron oxide species, related to the total reactor vol-

ume (that is gas phase volume plus solid phase volume). Note that

only those oxygen atoms are accounted for which may participate in

the reaction: only one oxygen atom may be transferred to the solid

phase from carbon dioxide. The oxygen atom in carbon monoxide

cannot be transferred, so it is not counted here. The total oxygen

content can be split into the oxygen content of the gas phase, CG
O,

and that of the solid phase, CS
O.

The solid concentrations obey one equality constraint:

CFe + CFeO + 3 · CFe3O4
= Ct

Fe (4)

Eq. (4) states that iron atoms occur in the form of iron, wuestite or

haematite, but the total amount of iron atoms per reactor volume is

fixed. Pure iron is described by CFe = Ct
Fe and CFeO = CFe3O4

= 0, while

pure haematite corresponds to 3 · CFe3O4
= Ct

Fe and CFe + CFeO = 0.

For isothermal conditions, under chemical equilibrium condi-

tions and in the absence of dissipation (see assumptions, Chapter

2.1) and with the help of the corresponding equilibrium diagram

(Fig. 2), a phase diagram as shown in Fig. 3 can be constructed. At

zero and very low total oxygen content, the gas phase is in equi-

librium with pure iron, and the carbon dioxide fraction increases

with increasing oxygen content (0<cCO2
<c

eq
CO2,Fe−FeO). As soon as

the gas composition reaches the first equilibrium line, a further in-

crease of oxygen content leads to an increase of the wuestite frac-

tion, while the gas composition stays constant (cCO2
= c

eq
CO2,Fe−FeO).

For sufficiently high oxygen content, all iron appears in the form

of wuestite, and the carbon dioxide fraction is increased further

(c
eq
CO2,Fe−FeO <cCO2

<c
eq
CO2,FeO−Fe3O4

). This region is then followed by a

mixture of wuestite and haematite with constant gas composition

(cCO2
= c

eq
CO2,FeO−Fe3O4

), and finally a region with pure haematite and

increasing carbon dioxide fraction, until the gas phase contains no

more carbon monoxide (c
eq
CO2,FeO−Fe3O4

<cCO2
<cmax).

Assuming that the feed gas during the reduction phase contains

mainly carbon monoxide, the feed point in the phase diagram is

located in the Fe-region. Assuming further that there is some pure

haematite left at the end of the reactor, the end point is situated in

the Fe3O4-region. These two points define the initial profile in the

reactor, which stretches over all five regions. For illustration, this

may correspond to an initial condition where the whole fixed bed is

completely oxidised and where the gas has very high carbon dioxide

concentration, except for the feed position, where the fraction of

carbon dioxide is small.

In the following, we apply the wave theory developed by

Helfferich (1989) to each of these regions. In regions with

continuously differentiable composition profiles, the wave velocity

is calculated from

w = u ·
�CG

O

�CO

(5)

For the first, the third and the fifth region, (those with pure iron,

wuestite or haematite), solid composition may not change under

equilibrium condition, so dCO = dCG
O + dCS

O = dCG
O with arbitrary dCG

O.

Inserting this into Eq. (5) yields that in these regions, waves travel

with the convective velocity of the gas:

wFe = wFeO = wFe3O4
= u (6)

In the mixed solid regions (second and fourth region), the gas com-

position may not change, so dCO = dCG
O + dCS

O = dCS
O and dCG

O = 0. So

at first glance, these regions have standing waves. However, these

standing waves are preceded by fast waves upstream, which is why

they form shocks after sufficient time. As soon as these two re-

gions have attained their shock profile, and as soon as a whole gas

residence time has passed, there are only three regions with finite

length in the reactor: first, the region with pure iron, next with pure

wuestite and finally the region with pure haematite. At the bound-

aries between these regions, the shocks form step-like transitions in

solid and gas phase compositions. In the Fe-region, the gas compo-

sition equals the feed composition. In the wuestite region, the gas

composition is equal to the equilibrium composition between iron

and wuestite. In the haematite region, it is equal to the equilibrium

line between wuestite and haematite.

With these gas compositions at the upstream and downstream

ends of the shocks, the shock velocities can be calculated. According

to Helfferich (1989), an integral form of Eq. (5) has to be applied:

w = u ·
�CG

O

�CO
= u ·

�CG
O

�CG
O + �CS

O

= u ·

 · �cCO2


 · �cCO2
+ �CS

O

(7)

For the case of the CWGSR, typical differences of oxygen content

in both phases at a front can be estimated. This reveals that the

solid oxygen capacity, �CS
O, is usually about four orders of magni-

tude higher than the change in gas phase oxygen content, �CG
O (see

Appendix A). This gives rise to the following slightly simpler equa-

tion for the shock velocities:

w ≈ u ·
�CG

O

�CS
O

(8)

Thus, the shock velocities are

wFe−FeO = u ·

 · (c

eq
CO2,Fe−FeO − cCO2,feed)

1 · Ct
Fe − 0 · Ct

Fe

=
u · 


�CFe−FeO
· (c

eq
CO2,Fe−FeO − cCO2,feed) (9)

wFeO−Fe3O4
= u ·


 · (c
eq
CO2,FeO−Fe3O4

− c
eq
CO2,Fe−FeO)

4
3 · Ct

Fe − 1 · Ct
Fe

=
u · 


�CFeO−Fe3O4

· (c
eq
CO2,FeO−Fe3O4

− c
eq
CO2,Fe−FeO) (10)

These shocks are also maintained during the oxidation phase with

reversal of the flow direction. After a time span corresponding to

the gas residence time in the reactor, the fronts are then moving in

the opposite direction at different velocities. Due to the fact that the

durations of the reduction and the oxidation phase are assumed to

be much longer than the gas residence time, this shock movement

happens with constant velocity during most of the time of each

phase.

The results of this wave analysis illuminate the differences

between reacting fixed beds like the CWGSR and other fixed bed
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reactors. In adsorption columns such as chromatographic columns,

compositions in the gas phase and in the solid (adsorbed) phase are

uniquely related to each other under equilibrium conditions. This

relationship is continuously differentiable. In reacting fixed beds,

the gas phase composition determines the solid phase composition

(except in those regions travelling as shocks), but the solid compo-

sition does not uniquely determine the gas phase composition. This

relationship is discrete. In adsorption beds, the occurrence of shock

depends on the nonlinearity of adsorption isotherms (see Glöckler

et al., 2003), while transitions in reacting fixed beds always occur as

shocks. Thus, adsorption reactors are quite different from reacting

fixed beds.

The precipitation/dissolution reactor discussed by Helfferich

(1989) has more in common with the reacting fixed bed. In pre-

cipitation, the liquid phase composition determines whether pre-

cipitation occurs or whether dissolution is possible, which is called

metasomatic behaviour. This is essentially the same in reacting

fixed beds: the gas composition determines whether reduction or

oxidation of the solid is possible. However, there is one difference

between a precipitation reactor and a reacting fixed bed: the latter

has a defined capacity. That means that if an oxidising gas enters

the reactor over a fully oxidised solid phase, the gas is going to

pass unchanged, because the solid phase capacity is exploited. At

the end of the fully oxidised region, when the gas encounters a

less oxidised solid phase, a shock occurs and the fully oxidised

region grows in downstream direction. In a precipitation reactor,

feeding a supersaturated solution over a precipitate bank causes

precipitation at the feed position, whereat the amount of precipi-

tate grows towards infinity at the inlet. The occurrence of shocks at

both ends of a region of the solid phase is the difference between

these two reactors. This also has an impact on the overall reactor

behaviour.

2.3. The CWGSR front model

As shown in the previous section, three regions evolve in the

CWGSR. These consist of solid phases of pure iron, wuestite or

haematite, respectively. The regions are separated by reaction fronts

(called shocks in wave theory) which move in downstream direc-

tion of the gas flow at a considerably slower velocity compared to

the convective gas velocity. In extension to the derivation in the

previous chapter, in a typical CWGSR, a mixture of carbon monox-

ide/carbon dioxide and hydrogen/steam is fed during cycle phase

1 (reduction), and pure steam is fed during phase 2 (oxidation).

This situation together with the movement direction of the fronts

is illustrated in Fig. 4. The presence of both carbon monoxide and

hydrogen during the reduction phase leads to a superposition of the

front velocities caused by both reacting systems, shown here for the

first front (Fe–FeO):

wFe−FeO =

 · uI

�CFe−FeO
· (c

eq
H2O,Fe−FeO − cIH2O,feed

+ c
eq
CO2,Fe−FeO − cICO2,feed

)

(11)

Because the reactions are equimolar with respect to the gas phase

(one mole of hydrogen forms one mole of water, one mole of car-

bon monoxide forms one mole of carbon dioxide), and due to the

assumptions of constant temperature, pressure and feed flow rate,

the gas velocity is constant during each cycle phase and identical to

its value at feed position.

The equilibrium lines are represented depending on relative

molar fractions, so we first replace the product of velocity and

molar concentration by the product of molar flow density and

Fig. 4. Moving fronts in the equilibrium model.

molar fraction:

wFe−FeO =


 · gI
feed

�CFe−FeO
· (x

eq
H2O,Fe−FeO − xIH2O,feed

+ x
eq
CO2,Fe−FeO − xICO2,feed

)

(12)

The relative molar fractions are defined as:

yH2O =
xH2O

xH2
+ xH2O

; yCO2
=

xCO2

xCO + xCO2

(13)

Because of the equimolar reactions and the assumptions of quasi

steady-state gas phase, the denominators in Eq. (13) are constant

in space and time. They are identical to their values at feed condi-

tions. These denominators describe the fraction of hydrogen species

(H2+H2O) and carbon species (CO+CO2) in the gas. For convenience,

they are denoted Y:

Y
I/II
H = x

I/II
H2

(z, t) + x
I/II
H2O

(z, t) = x
I/II
H2,feed

+ x
I/II
H2O,feed

(14)

Y
I/II
C = x

I/II
CO(z, t) + x

I/II
CO2

(z, t) = x
I/II
CO,feed

+ x
I/II
CO2,feed

(15)

Substituting the molar fractions in Eq. (12) by relative molar frac-

tions, the velocity reads:

wI
Fe−FeO=


·gI
feed

�CFe−FeO
· (Y I

H · (y
eq
H2O,Fe−FeO − yI

H2O,feed
)

+Y I
C · (y

eq
CO2,Fe−FeO − yI

CO2,feed
))

(16)

The equilibrium values in this equation can be obtained directly from

the equilibrium diagram (Fig. 2). Analogously, the velocity for the

second front during phase I and the velocities of both fronts during

phase II is obtained as:

wI
FeO−Fe3O4

=


 · gI
feed

�CFeO−Fe3O4

· (Y I
H · (y

eq
H2O,FeO−Fe3O4

− y
eq
H2O,Fe−FeO)

+ Y I
C · (y

eq
CO2,FeO−Fe3O4

− y
eq
CO2,Fe−FeO)) (17)

wII
FeO−Fe3O4

=

−
 · gII
feed

�CFeO−Fe3O4

· Y II
H · (yIIH2O,feed

− y
eq
H2O,FeO−Fe3O4

) (18)

wII
Fe−FeO =

−
 · gII
feed

�CFe−FeO
· Y II

H · (y
eq
H2O,FeO−Fe3O4

− y
eq
H2O,Fe−FeO) (19)

In these equations, the gas volume fraction is constant, the solid

oxygen capacities are material constants and the equilibrium molar

fractions are fixed once the temperature is chosen. Usually, the feed

compositions and the molar flow rates are given by the product

specifications of the preceding processes, so they can be considered
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as given parameters.With that, the velocities of the two fronts during

both cycle phases can be calculated.

To describe the average front velocities during each cycle, the

phase durations have to be considered as well. With the relative

duration of the reduction phase

SI =
tI

tI + tII
(20)

we get for the average front velocities

w̄Fe−FeO = SI · wI
Fe−FeO + (1 − SI) · wII

Fe−FeO (21)

w̄FeO−Fe3O4
= SI · wI

FeO−Fe3O4
+ (1 − SI) · wII

FeO−Fe3O4
(22)

These velocities describe the movement of the reaction fronts aver-

aged over one cycle. They are valid only if the fronts can move freely,

that is as long as they are moving somewhere inside the reactor. If,

after a finite number of cycles, one front reaches one end of the re-

actor, its movement is hindered during one of the two phases. The

front then still moves forward and backward, but it hits the end of

the reactor during each cycle. Thereby its average velocity becomes

zero. Although Eqs. (21) and (22) are no longer applicable in this

case, they indicate at which end of the reactor each front is going to

stay after a finite number of cycles.

3. Results of the equilibrium model

3.1. Qualitative results: operating regimes

The CWGSR is supposed to be operated at a cyclic steady state.

This includes that the operating conditions like flow rates and phase

durations are the same during each cycle. After a complete cycle is

performed, the fronts have moved forward and backward and ended

at their initial positions. For each front, there are three possibilities:

the average velocity may be negative, positive or equal to zero. If

it is positive, the front is moving towards the right hand side of

the reactor, if it is negative, it moves to its left hand side. Although

the front still moves forward and backward during each cycle, at

cyclic steady state it will always stay close to one end of the reactor,

depending on the sign of its average velocity. The case where the

average velocity is exactly zero is just between these two cases. The

front moves forward and backward again at any position within the

reactor. Realising an average velocity of precisely zero is very difficult

in practise, so we do not discuss this case explicitly here. This case

automatically appears at the boundary between the two other cases.

In a system with two reaction fronts, and with two possible po-

sitions for each front at cyclic steady state, there are four different

operating regimes for the reactor. These are depicted in Fig. 5. In

regime 1, the duration of the first phase is relatively long (SI close to

1), so both average velocities are positive and both reaction fronts

move forth and back in the vicinity of the right hand side of the

reactor. During phase I, the fixed bed is completely reduced and it

is expected that considerable amounts of combustible gas pass the

reactor unused. However, during the short oxidation phase, the prod-

uct gas is in equilibrium with pure iron, so maximum hydrogen con-

centration is obtained.

Regime 3 is the direct opposite to this case. Here, the first phase

is quite short, so both average front velocities are negative, causing

the fronts to stay close to the left hand side. During the short re-

duction phase, the exhaust gas is in equilibrium with haematite, so

it is oxidised as far as thermodynamically possible. But, only during

the first part of the oxidation phase, the gas is in equilibrium with

iron, so during most of the second phase, only low concentrations

of hydrogen are produced.

Regime 2 is between these two regimes. The iron–wuestite front

is moving left, while the wuestite–haematite front shows a positive

Fig. 5. Operating regimes according to the equilibrium model.

Table 1

Assumed feed gas compositions during oxidation and reduction phase.

Phase xH2 xH2O xCO xCO2 (CH4) YH YC yH2O,feed yCO, feed

I 0.65 0.11 0.17 0.04 (0.03) 0.76 0.21 0.14 0.19

II 0 1 0 0 (0) 1 0 1

velocity. Most of the fixed bed is filled with wuestite. During a part of

the reduction phase, haematite is present at the gas exit, providing

a high fuel gas utilisation. Also, iron is present during a part of the

oxidation phase, resulting in a high concentration of hydrogen during

the oxidation phase.

In principle, the fourth combination would be that the

iron–wuestite front is at the right end and the wuestite–haematite

front is at the left end of the reactor. This is an irregular combi-

nation, because the sequence of the fronts cannot be reversed in

this reactor: the wuestite zone has to be located to the right of the

iron–wuestite front and to the left of the wuestite–haematite front.

Thus, the two fronts are moving together as one front and there is

no wuestite zone between them. The velocity of this common front

is an average of the two individual front velocities:

w̄Fe−Fe3O4
=

w̄Fe−FeO · �CFe−FeO + w̄FeO−Fe3O4
· �CFeO−Fe3O4

�CFe−FeO + �CFeO−Fe3O4

(16)

This velocity may have a positive or a negative sign, too. Thus this

case is subdivided into two cases: one with a common front at the

left side and one where the common front is at the right end of

the reactor. The behaviour of these two sub-cases corresponds to

regimes 1 and 3, respectively.

For given feed gas compositions and molar feed flow rates, the

operation regime depends only on two parameters: the reactor tem-

perature and the relative phase duration. To give an example, certain

feed gas compositions are assumed (Table 1). The feed gas during

phase I corresponds to the equilibrium product of methane steam

reforming with a steam-to-carbon ratio of 1.5. In Fig. 6, the different

regimes are shown for these parameter values in dependence of the

two parameters, temperature and relative phase duration.

At temperatures above 735 ◦C, regimes 1–3 (right/right, left/right

and left/left) occur. There, starting from high relative phase dura-

tions (large SI), both fronts are on the right (regime 1), because they

move to the right for a long time, and then back again only for a

considerably shorter time. When the relative phase duration is de-

creased, the Fe–FeO front velocity changes its sign and it moves to

the left end (regime 2). Finally, for sufficiently low values of SI, both

fronts are at the left hand side and the reactor falls into regime 3.

At a temperature of about 735 ◦C, regime 2 ceases to exist and

the areas of regime 1 and 3 touch in a single point. Below this tem-

perature, regimes 1b and 3b appear between regimes 1 and 3. With
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Fig. 6. Regime diagram for feed gas compositions from Table 1.

both fronts at the right hand side, regime 1b is very similar to regime

1, and with both fronts at the left hand side, regimes 3b and 3 are

alike. There is no regime with separate fronts between regime 3/3b

and 1/1b, which is the main difference to the reactor behaviour at

temperatures above 735 ◦C.

The separating lines between the regimes, which are plotted in

Fig. 6, are the positions where one of the front velocities becomes

zero. At the line between regimes 1 and 2, w̄Fe−FeO =0, and between

regimes 2 and 3, w̄FeO−Fe3O4
=0. The separation line between regime

1b and 3b is marked by w̄Fe−Fe3O4
= 0.

The range of existence of each regime changes with temperature,

because the positions of the equilibria are temperature dependent.

At about 735 ◦C, the two separation lines cross, and regime 2 ceases

to exist below that temperature. Whether this occurs in a regime

diagram and at what temperature depends on the set of feed condi-

tions. There are feed conditions where the three regimes exist across

the whole temperature range. However, in the case here, regimes 1b

and 3b occur below this temperature.

At 574 ◦C, the equilibrium lines iron–wuestite and wuestite–

haematite intersect and wuestite ceases to exist as a thermodynam-

ically stable phase. This is a thermodynamic fact and independent

from the feed conditions. Below this temperature, the system has

only one reaction front. In the regime diagram, regimes 1 and 3 exist

only above this temperature. In the case plotted here, regimes 1b

and 3b occur at these low temperatures. These regimes only have

one single front, which very well corresponds to the thermodynamic

facts. At about 500 ◦C, regime 1b also ends. This is because with

lower temperatures, higher hydrogen contents are needed in the gas

to reduce haematite to iron. Below the temperature where the equi-

librium line reaches the fuel gas composition, reduction becomes

impossible and the front can only be at the left end of the reactor.

These qualitative results show that a CWGSR has a complex

behaviour. The equilibrium model reveals that depending on the rel-

ative phase duration and the reactor temperature, the CWGSR op-

erates in quite different regimes. This is valuable knowledge for the

design of the reactor. Experimental results and simulation data ob-

tained from more detailed models can be interpreted better with

these results in mind.

3.2. Quantitative results

To quantify the performance of the CWGSR under specified oper-

ating conditions, we consider two measures. The first measure is the

Table 2

Average molar fraction of hydrogen in the exhaust gas during oxidation phase.

Regime Average molar fraction of hydrogen in product stream

1 x̄IIH2,out
= x

eq
H2,Fe−FeO

2 gII
feed

· (1 − SI) · x̄IIH2,out
= gII

feed
· (1 − SI) · x

eq
H2,FeO−Fe3O4

+ SI · wI
Fe−FeO · �CFe−FeO

3 gII
feed

· (1 − SI) · x̄IIH2,out
= SI · wI

FeO−Fe3O4
· �CFeO−Fe3O4

+ SI · wI
Fe−FeO · �CFe−FeO

3b gII
feed

· (1 − SI) · x̄IIH2,out
= SI · wI

Fe−Fe3O4
· �CFe−Fe3O4

1b x̄IIH2,out
= x

eq
H2,Fe−FeO

average concentration of hydrogen in the reactor outlet during the

oxidation phase. Usually, this product is a mixture of steam and hy-

drogen, and one prefers high hydrogen contents. Table 2 lists equa-

tions for the average molar fraction of hydrogen at the outlet during

the oxidation phase for each regime. The second measure is the fuel

gas utilisation. This is the ratio between the amount of fuel gas that

is consumed in the reduction of the fixed bed and the total amount

of fuel gas fed into the reactor during the reduction phase. If the

cyclic steady state is considered, the amount of consumed fuel gas

and the amount of hydrogen produced during each cycle are iden-

tical. Thus the average molar fraction of hydrogen can be used to

calculate the fuel utilisation:

�fuel =

gII
feed

· (1 − SI) · x̄IIH2,out

gI
feed

· SI · (xI
H2,feed

+ xI
CO,feed

)
(17)

Fig. 7 shows that fuel utilisation is maximal for short reduction phase

duration (low SI) and at high temperatures, in regime 3. In this re-

gion, the exhaust gas during phase I is in equilibriumwith haematite,

which guarantees the highest possible conversion of the fuel gas dur-

ing the whole phase I. In addition, the wuestite–haematite equilib-

rium lines shift to lower contents of hydrogen and carbon monoxide

with increasing temperature, so fuel utilisation increases with tem-

perature.

The maximum hydrogen content is obtained at different operat-

ing conditions, as shown in Fig. 8. At high relative phase duration SI,

both reaction fronts are located at the right hand side of the reactor

(regime 1). During the whole oxidation phase, the exhaust gas is in

equilibrium with Fe, which gives the highest possible hydrogen con-

tent. The iron–wuestite equilibrium line under a mixture of hydro-

gen and steam shifts to higher hydrogen contents with decreasing

temperature, so low temperatures are preferred here.

The two diagrams indicate that the maximum fuel utilisation ob-

tainable for the given feed gas and iron/iron oxide as a fixed bed

material is at about 90% and would be even higher at higher tem-

peratures. Temperature limitations have a considerable impact on

the maximum utilisation. At 750 ◦C, which is the preferred operat-

ing temperature of the actual fixed bed material, the maximum fuel

utilisation decreases to 55%. In the product gas, hydrogen contents of

nearly 80% are possible at low temperatures (the rest of the product

gas is steam). At 750 ◦C, the hydrogen content can be up to 70%.

The obtainable fuel utilisation and hydrogen content depend on

the fuel gas used. For a given temperature, the relative molar frac-

tions at the wuestite–haematite equilibrium lines are fixed. The

positions of these equilibria for hydrogen/steam and carbon monox-

ide/carbon dioxide determine the exhaust gas composition during

the reduction process (phase I). The farther away the fuel gas compo-

sition is from this equilibrium composition, the higher the possible

utilisation of the fuel gas becomes. A lean reformate gas with high

contents of carbon dioxide and steam yields low fuel utilisations in

the CWGSR. To give an example: if the fuel gas originates from a

steam reforming process, then low steam to carbon ratio (about 1.5)

is preferred because this leads to large fractions of hydrogen and

carbon monoxide and therefore to high degrees of fuel utilisation in

the CWGSR. In contrast to this, if a classical sequence (high and low

temperature shift reactor plus preferential oxidation) is applied, one



P. Heidebrecht, K. Sundmacher / Chemical Engineering Science 64 (2009) 5057 -- 5065 5063

500 600 700 800 900 1000 1100 1200
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Temperature T [°C]

R
e

la
ti
v
e

 d
u

ra
ti
o

n
 p

h
a

s
e

 I
, 

S
I  
[–

]

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Fig. 7. Fuel utilisation corresponding to the system shown in Fig. 6.
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Fig. 8. Average hydrogen concentration corresponding to the system shown in Fig. 6.

usually aims at high methane conversion and low carbon monoxide

contents in the reforming process, so a high steam to carbon ratio is

favoured.

According to the example presented in Figs. 7 and 8, the maxima

of fuel utilisation and hydrogen content do not fall together: while

regime 1 favours high hydrogen contents, especially at low temper-

atures, regime 3 offers good fuel utilisation, especially at high tem-

peratures. Therefore, the optimum point (or area) of operation is not

obvious and must be discussed in more detail.

For a given temperature, say 850 ◦C, the cross sections of the

profiles from Figs. 7 and 8 are plotted in Fig. 9. One can observe that

fuel utilisation is constant in regime 3 and the same holds for the

hydrogen content in regime 1. So, it seems advisable to operate the

CWGSR at the right border of regime 3 or the left border of regime

1, or somewhere in between these two points. Thus, the optimum

operating point is somewhere in regime 2, where both fronts are

located at opposite ends of the reactor.

A more precise analysis depends on the particular application

of the CWGSR. If high water contents in the product hydrogen are

acceptable, then one would prefer to operate the CWGSR at the

boundary between regimes 3 and 2 in order to obtain the highest

fuel utilisation possible. The other boundary is preferred in case if
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Fig. 9. Fuel utilisation and average hydrogen content at T = 850 ◦C (cross section

through the profiles displayed in Figs. 7 and 8).

steam in the product hydrogen should be minimised and the fuel

utilisation is less important.

These quantitative conclusions can be drawn from the equilib-

rium model for any feed composition. For a more precise evaluation,

one needs to weigh and add the two criteria. In addition, one may

add another term considering the decreased lifetime of the fixed

bed at higher temperatures, or simply impose an upper bound on

the temperature in order to limit the degradation rate. The resulting

function may be plotted in the same coordinates as Figs. 6–8 and the

optimal operating conditions be found graphically.

In a real reactor, some of the model assumptions are invalid. Most

importantly, the equilibrium assumption and the plug flow assump-

tion are not applicable in that case. This means that compared to

the results shown here, the reaction fronts in a real reactor are not

sharp, but they are stretched along the axial coordinate of the reac-

tor. This leads to a decrease in gas phase conversions and thereby a

decrease of reactor efficiency. In addition, the boundaries between

the different operating regimes are expected to be less sharp. A di-

rect comparison of the theoretical predictions with experimental

values is not possible at this time. Although numerous experimental

studies have been published (see introduction section), they usually

apply spatially concentrated reactors far from chemical equilibrium

in order to obtain kinetic data. The behaviour of such reactors is not

dominated by the movement of the reaction fronts and is thus not

comparable to the theoretical calculations given here.

3.3. Influence of non-isothermal temperature profiles

The assumption of isothermal conditions in the thermodynamic

model helped to reduce the number of model variables to the min-

imum. Introducing the energy balance into the model would also

require additional parameters, such as the heat capacity of the fixed

bed (which may vary for different designs of the material), the es-

timated heat exchange parameters across the reactor wall or the

effective thermal conductivity of the fixed bed. These additional pa-

rameters would have added to the complexity of the model without

contributing to the understanding of the basic behaviour of the re-

actor, which is why the energy balance was left out.

However, with the results discussed in the previous sections and

the equilibrium diagram in Fig. 2, one can now qualitatively dis-

cuss the impact of non-homogeneous temperature profiles. Assume

a nominal reactor temperature and a deviation of, say, 50K from it

at one of the reaction fronts. Such a temperature difference is realis-

tic (see Thaler et al., 2006), and it may be an upper limit that can be

tolerated with respect to degradation issues. As a consequence, the

position of the equilibrium of this front changes by several percent

in relative molar fractions, yH2O and yCO2
. This has a certain impact

on the front velocities and thereby on the borders of some of the op-

erating regimes in Fig. 6. However, this is only a quantitative change.

The qualitative conclusions about the different operating regimes

and the analysis of suitable operating conditions are still valid under

non-isothermal conditions.

4. Conclusions and outlook

The CWGSR is a cyclic fixed bed reactor in which the fixed bed

material not only acts as a promoter for the reactions, but it is a reac-

tant itself. This fact together with the discrete character of gas–solid

reaction equilibria creates reaction fronts in the CWGSR when oper-

ated at or close to equilibrium conditions. This discriminates it from

many classical fixed bed reactors.

As a step towards the proper design and operation of this re-

actor and other similar gas–solid reactors, the equilibrium model

is a suitable tool for its thermodynamic evaluation and to estimate

preferable design parameters and operating conditions. Due to the

assumption of heterogeneous chemical equilibrium between the gas

phase and the fixed bed, no spatially distributed model is required,

but only the description of reaction front velocities. With the averag-

ing of the state variables over one cycle, the model consists of a few

explicit algebraic equations. They describe the average velocities of

the reaction fronts and thereby their position at cyclic steady state.

For a given fuel gas composition, these positions vary depending

on the relative duration of the cycle phases and on the assumed reac-

tor temperature. These positions determine the reactor behaviour. In

a qualitative analysis, up to five different regimes have been identi-

fied under identical feed gas conditions. Knowledge of these regimes

and their area of occurrence is an important base for system design.

In a quantitative analysis, the model reveals the limits of the

CWGSR performance. For a temperature of 750 ◦C, which is prefer-

able for an iron oxide based material, about 50% of the assumed re-

formate gas can be converted, and a mixture of 70% hydrogen and

30% steam can be obtained. Furthermore, the model has been used

to identify suitable windows of operating conditions. Although there

is no obvious point of optimal operating conditions for all cases and

applications, the model indicates that a favourable operating regime

has the iron–wuestite reaction front and the wuestite–haematite

front at opposite ends of the reactor (regime 2).

The equilibrium model revealed several basic features of the

CWGSR. Future developments include the spatially distributed mod-

elling of the reactor together with a series of kinetic measurements

for the estimation of the reaction kinetic parameters. Based on the

insights from the equilibrium model and using the detailed informa-

tion from the spatially distributed model, optimised reactor design,

operation and control will be developed. The results will then be

validated with experiments using a mini plant.

Notation

Ci molar amount of solid species i per reactor

volume, molm−3

ci molar concentration of gas species i (per gas

volume), molm−3

Ct
Fe total amount of iron atoms per reactor vol-

ume, molm−3

CO total oxygen content per reactor volume,

molm−3
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C
S/G
O oxygen content solid/gas phase per reactor

volume, molm−3

g molar flow density, molm−2 s−1

SI relative duration of phase I, 1

tI/II duration of phase I/II, s

u convective gas velocity, ms−1

w wave, shock, front velocity, ms−1

xi molar fraction of gas species i,1

yi relative molar fraction of gas species i,1

YH/C proportion of H2+H2O or CO+CO2, 1

z axial reactor coordinate, m

Greek letters

�CFe–FeO/FeO–Fe3O4
oxygen capacity solid phase at reaction fronts

(Eqs. (1), (2)), molm−3


 volumetric fraction gas phase, 1

�fuel fuel utilisation, fuel recovery degree, 1

Indices, upper

I/II cycle phase I or II (reduction/oxidation)

eq equilibrium

w̄, x̄IIH2,out
average value over one cycle

Indices, lower

CO, CO2, H2, H2O gas species

Fe, FeO, Fe3O4 solid species

feed feed gas conditions

Fe–FeO equilibrium/reaction front of reaction in

Eq. (2)

FeO–Fe3O4 equilibrium/reaction front of reaction in

Eq. (1)

O oxygen
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Appendix A. Estimates of oxygen contents at reaction fronts

To estimate the oxygen contents in Eq. (7), consider the exam-

ple of an iron–wuestite front under an atmosphere of pure carbon

monoxide. Assume a volumetric fraction of the gas phase of 
 = 0.5

and that the wuestite is completely reduced to iron at this front.

With the mass density and the molar mass of wuestite, �FeO and

MFeO, the difference in solid oxygen content over this front is:

�CS
= (1 − 
) ·

�FeO

MFeO
· 1

mol O

mol FeO
= 0.5 ·

5.75g/cm3

71.85g/mol
= 4 × 10−2 mol

cm3

(A.1)

For the gas phase, assume that half of the carbon monoxide is oxi-

dised at the front. Furthermore, assume a temperature of T = 900K

and a pressure of p = 1bar:

�CG
= 
 · 0.5 ·

p

RT
= 0.5 · 0.5 ·

10−5 Pa

8.314 J/K/mol · 900K
= 3.3 × 10−6 mol

cm3

(A.2)

Thus, the oxygen capacity of the solid phase is typically about four

orders of magnitude higher than oxygen capacities in the gas phase.
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1 Introduction

Fuel cells are an efficient technology for the generation of
electric power. The molten carbonate fuel cell (MCFC) – a
high temperature fuel cell – is suitable for the co-production
of electricity and high-graded heat in stationary applications
[1]. A power plant technology based on the MCFC principle,
the so-called HotModule, is developed and manufactured by
the MTU Onsite Energy in Ottobrunn, Germany [2].

The temperature is an important state variable for the
operation of high temperature fuel cells such as the MCFC
[3]. Within an MCFC system, the temperature is typically at
about 600 °C. This is high enough to allow for internal
reforming, the production of hydrogen from different types
of fuels such as natural gas, waste gas or gas from bio mass
fermentation [4]. Also, no expensive catalysts are required
due to the high temperatures; nickel and nickel oxide are suf-
ficiently active to be used as reforming catalyst and electrode
catalysts.

The temperature field in the MCFC is determined by sev-
eral interacting processes. The steam reforming process is
endothermic, thus it constitutes a heat sink. In contrast, the
electrochemical reactions at both electrodes as well as the ion
transport through the electrolyte produce heat. Energy is
transported convectively by anode and cathode gases and is
conducted in the solid parts of the cell stack. The anodic and

cathodic gas flows constitute directed heat transport mecha-
nisms, while the heat conduction is an omnidirectional heat
transport mechanism. Together, these processes generate a
spatially distributed temperature profile. For an efficient and
economically competitive operation, this temperature profile
has to be within a certain temperature window. Too low tem-
peratures decrease the local reaction rates and the ion con-
ductivity, thus decreasing the cell voltage and thereby result-
ing in low efficiency. Too high temperatures cause fast
degradation of the catalyst material, thus reducing the sys-
tem’s life-time.

The direct measurement of the temperature profile within
the fuel cell system, especially inside the fuel cell stack, is ex-
tremely difficult and unreliable. The high temperature, the
aggressive atmosphere within the stack due to the molten car-
bonate electrolyte and the need for electric isolation of the
sensors are the main problems regarding temperature mea-
surements. Therefore, mathematical modelling and numerical
simulation have to be applied to estimate the steady state and
dynamical temperature profiles.

The HotModule has a cross-flow configuration of the
anode and cathode gas channels. Thus, for an adequate
description of the temperature profiles within each fuel cell,

–
[*] Corresponding author, sundmacher@mpi-magdeburg.mpg.de

Abstract
A model of a molten carbonate fuel cell (MCFC) stack
including internal steam reforming is presented. It com-
prises a symmetric section of the stack, consisting of one half
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at least a 2D model of the cell plane is
needed. Furthermore, if the temperature
profile perpendicular to the cell plane
should be taken into account, one has to
consider the stack length as a third coor-
dinate.

Within the literature, different models
exist for MCFCs. The complexity of the
models varies from a lumped representa-
tion of the fuel cell stack [5,6] over the
simulation of a small 3D cutout section
of one cell [7] to models of one fuel cell,
taking into account the 3D geometry [8]
or a simplified 2D representation of the
cell plane [9–13]. An agglomerate model
where the volume averaged stack is
simulated was presented by Brouwer
et al. [14]. The models are used to analyse
the system states within the fuel cell, especially the tempera-
tures, the (spatially distributed) current density and the cell
voltage. Furthermore, these models allow the development of
suitable temperature control strategies [5,6,15] or the optimi-
sation of design parameters such as the catalyst distribution
within the MCFC stack [16].

The model discussed in this paper is an extension of the
single cell model presented first by Heidebrecht and Sundma-
cher [12]. That model has been validated by Gundermann et
al. based on experimental data collected at an industrial scale
MCFC plant [13,17]. In contrast to that previous model, the
stack model presented here considers all tree spatial direc-
tions, including one half of an indirect internal reforming unit
(IIR) and four fuel cells.

Especially this reforming unit, which is inserted into the
stack at certain positions, causes significant temperature gra-
dients in stack direction and discriminates this stack model
from previous ones. The 3D structure of the MCFC stack is
described using two spatial coordinates for the fuel cell plane
and implementing the heat exchange in the third direction
along the stack length via source terms in the corresponding
equations.

2 Working Principle

The working principle of a MCFC is shown in Figure 1.
The fuel cell is assembled in a planar structure. The electrodes
are porous metallic structures and a eutectic molten carbo-
nate salt is used as an electrolyte. Above the anode and below
the cathode, gas channels are located, through which the gas-
eous reaction educts and products are transported. A reform-
ing catalyst is placed into the anode channels for Direct Inter-
nal Reforming (DIR). An additional gas channel is attached to
the fuel cell. It contains reforming catalyst for IIR and is
referred to as ‘reforming unit’ [18].

The typical fuel gas of an MCFC system mainly consists of
methane and steam. This gas mixture has to be reformed

prior to electrochemical conversion. Both, the methane steam
reforming reaction (ref1) and the water gas shift reaction
(ref2) are taken into account in the model:

CH4 � H2O � CO � 3H2 (ref1)

CO � H2O � CO2 � H2 (ref2)

A part of the methane steam reforming is performed out-
side the fuel cell stack in an external reformer, which is not
included in this model. From there, the gas mixture contain-
ing methane, water, hydrogen, carbon monoxide and carbon
dioxide is transported into the reforming unit. This gas com-
partment is thermally coupled to the fuel cell. Thereby, the
heat needed for the endothermic reforming process is directly
provided by the electrochemical reactions within the neigh-
bouring fuel cell [19]. At typical MCFC temperatures, conver-
sion in the reforming unit is limited by the corresponding
chemical equilibrium.

The effluent from the reforming unit is redirected into the
anode gas channel. Within the anode gas compartment, not
only the reforming reactions ((ref1) and (ref2)) have to be tak-
en into account, but also the electrochemical oxidation of
hydrogen (ox1) and carbon monoxide (ox2). They react with
carbonate ions from the electrolyte to water, carbon dioxide
and electrons:

H2 � CO2�
3 � CO2 � H2O � 2e� (ox1)

CO � CO2�
3 � 2CO2 � 2e� (ox2)

The reforming reactions ((ref1) and (ref2)) within the
anode channel are not only thermally coupled to the electro-
chemical reactions. Due to the continuous removal of
hydrogen and carbon monoxide, the equilibrium limited
reforming process is pushed to almost complete conversion
of methane.

Fig. 1 Working principle of the considered MCFC system.O
R
IG

IN
A
L

R
ES

EA
R
C
H

P
A
P
ER

620 © 2010 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim FUEL CELLS 10, 2010, No. 4, 619–635www.fuelcells.wiley-vch.de



Pfafferodt et al.: Stack Modelling of a Molten Carbonate Fuel Cell (MCFC)

The anode exhaust gas is mixed with air and completely
burned in the catalytic combustion chamber. Because air is
fed in excess, the exhaust gas of the combustion chamber still
contains a significant amount of oxygen. This gas is redir-
ected into the cathode channel, where the electrochemical
reduction (red) takes place. New carbonate ions are produced
from carbon dioxide, oxygen and two electrons according to
the backward directions of the following cathode reaction:

CO2�
3 � CO2 �

1
2
O2 � 2e� (red)

The carbonate ions are transported to the anode through
the electrolyte. The electrochemical reactions at the anode act
as an electron source while the electrochemical reaction at the
cathode acts as an electron sink. Both are connected via an
electric load and thus the fuel cell serves as an electric energy
supply device.

In the HotModule, one part of the cathode exhaust gas is
recycled to the catalytic combustion chamber while the rest of
the gas leaves the fuel cell system.

3 MCFC Stack Model

Within the HotModule MCFC power plant, 343 fuel cells
and 42 IIR units are arranged in a fuel cell stack. A repeating
pattern formed by eight fuel cells with an active cell area of
approximately 1 m2 followed by one reforming unit is used.

Under two assumptions, the stack behaviour can be rep-
resented by a symmetric section consisting of four fuel cells
and one half IIR unit. The first assumption neglects thermal
effects at both ends of the stack. The second assumption says
that the sequence of anode and cathode channels along the
stack direction has no significant impact on the temperature
profile. The structure of this so-called symmetric stack model
is shown in Figure 2.

The IIR unit is attached to the first fuel cell. It is arranged
in a counter flow configuration compared to the anode gas
compartments. In each fuel cell, the anode and the cathode
gas channels are oriented to each other in a cross flow config-
uration. The solid components of each fuel cell, the electro-
lyte, the electrolyte matrix and the channel walls, are com-
bined in the solid phase. In addition to the above-mentioned
components, the model includes the heat exchanger, the cata-
lytic combustion chamber and the reversal chamber. These
auxiliary components are common for all cells in the HotMo-
dule system.

The gas flow directions within the symmetric stack model
are indicated in Figure 2. The feed gas (IN), which is assumed
to have passed through the external reformer, is heated up in
the heat exchanger (HEA) by the hot gas from the catalytic
combustion chamber and flows into the reforming unit (IIR,
reforming reactions (ref1) and (ref2)). After that, the gas flow
is splitted into four equal parts which are redirected into the
anode compartments (A) of the fuel cells (reforming reactions

Fig. 2 Structure and gas flows in the symmetric MCFC stack model, consisting of four fuel cells and one half IIR unit.
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(ref1) and (ref2); oxidation reactions (ox1) and (ox2)). The
exhaust gases of the four anode gas compartments are mixed
with the cathode gas recycle (REC) and completely burned
with air (AIR) in the catalytic combustion chamber (B). After
that, the gas goes into the reversal chamber (RC), where the
blower is located. The gas is redirected into the second cham-
ber of the heat exchanger (HEB). Within the heat exchanger,
the energy of the gas is used to heat up the feed gas. In the
next step, the gas flow is equally splitted to the cathode gas
compartments of the four fuel cells (C, reduction reaction
(red)). A part of the cathode exhaust gas is used in the cath-
ode gas recycle (REC), which is redirected into the catalytic
combustion chamber (B), while the rest leaves the fuel cell
system (OUT).

In addition to the coupling of the different compartments
by the convective mass flow, they are also thermally coupled
in stack direction. Furthermore, the electrochemical reaction
rates at both electrodes of each fuel cell are coupled via the
charge balance.

To achieve a more general description that is also valid for
equivalent systems, the complete symmetric stack model is
formulated in terms of dimensionless variables. The defini-
tion of the most important dimensionless variables is shown
in Table 1. A complete list of all dimensionless variables is
included in the work of Heidebrecht [11].

3.1 General Assumptions

The presented symmetric stack model is an extension of
the model proposed by Heidebrecht et al. [11,12]. It is based
on partial and total mass balances as well as enthalpy and
charge balances. One purpose of the symmetric stack model
is to simulate load change scenarios, thus it is formulated in
transient equations.

The main assumptions applied to the modelling of the
symmetric MCFC stack are:
● Ideal gas behaviour.
● Isobaric conditions.
● Symmetric boundary conditions at both ends of the sym-

metric model in stack direction.
● All solid parts of a fuel cell are combined into one single

solid phase with an average heat conductivity and a cu-
mulative heat capacity.

● There are no concentration, temperature or velocity gradi-
ents perpendicular to the cell plane within the different
parts of the symmetric stack model. This assumption cor-
responds to plug flow conditions within the gas compart-
ments and reduces the geometry of the reforming unit,

the anode and cathode gas compartments as well as the
solid phase to two spatial dimensions. The heat and mass
transport between the different parts along the stack
length are represented as exchange terms in the corre-
sponding balance equations.

● Gas compositions in the channels of the IIR unit and the
anode gas compartment are usually close to the chemical
equilibrium of the reforming reactions. Therefore, power
law kinetics are applied to describe their reaction rates.
The kinetics of the electrochemical reactions are described
by Butler–Volmer equations [12].

● The heat capacity of the gas mixture depends on the mo-
lar fractions, vi, but not on the temperature. The heat ca-
pacities, cp� i, of the pure components are calculated at a
reference temperature of Tr � 600 �C, corresponding to a
dimensionless temperature of �r � 2�93.

cp �
�

i

vicp�i with cp�i � cp�i �
r� � � const� �1�

● The electric potentials of each cell are independent from
the potentials of the neighbouring fuel cells. This is
equivalent to the assumption that in each bipolar plate be-
tween two cells, complete equilibration of the electric po-
tential is achieved. This is a proper assumption if the
neighbouring cells show similar current density profiles.
In that case only small currents occur along the plane of
the bipolar plates, resulting in a virtually constant poten-
tial in each bipolar plate. The validity of this assumption
will be checked carefully using the simulation results
(see Section 5.2).

3.2 Governing Equations

In the following, all equations needed to describe the sym-
metric stack model are presented. The definition a single fuel
cell model is based on previous works [11,12,16]. The equa-
tions for the anode, the solid and the cathode are adapted
and the changes are shown. For a detailed derivation of these
model equations, especially the equations for the reaction
kinetics and the thermodynamic expressions, we refer to the
corresponding publications. Within the symmetric stack
model, equations for the heat exchanger and the two-phase
model for the reforming unit are added. Furthermore, the
heat transport between the different gas compartments along
the stack direction is implemented.

The symmetric stack model can be used for an arbitrary
number of fuel cells, specified by ncells. The standard configura-
tion includes four fuel cells and one half reforming unit, a com-
bination which is currently used in industrial fuel cell stacks.

3.2.1 Feed Gas

The feed gas (IN) for the MCFC system is assumed to be a
partially reformed gas from an external reformer. The compo-
sition, vi�IN, the temperature, �IN, and the molar flux, C IN, of

Table 1 Definition of important dimensionless variables.

Variable Definition Standard value

Temperature � � S
�
Th with Th � 298�15 K

Current density I � �I�
Ih with Ih � 1406�4 A

Molar flow C � C
�
Gh with Gh � 6�377 × 10�3mol�s

Voltage U �
�U�
�h with �h � 0�0257 V
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the feed gas are input parameters of the symmetric stack
model. They are given in Table 2 for the simulated load case.

3.2.2 Heat Exchanger (side A)

The gas is heated up in a heat exchanger (HEA) before it
reaches the reforming unit. The exhaust gas from the catalytic
combustion chamber passes the hot side of the heat exchan-
ger. This gas chamber of the heat exchanger is modelled as a
spatially lumped tank. The component mass fraction, vi�HEA,
the gas temperature, �HEA, and the total molar flow, CHEA,
are calculated from the following equations:

VHEA

�HEA

∂vi�HEA

∂s
� C IN vi�IN � vi�HEA

� �
�2�

VHEA

�HEA

∂�HEA

∂s
� C IN

cpIN
cpHEA

�IN � �HEA� � �
QHE

cpHEA
�3�

CHEA � C IN

× 1 �
cpIN

cpHEA

�IN

�HEA
� 1

� �� 	

�
QHE

cpHEA �HEA

�4�

The heat exchanged between the two
gas chambers of the heat exchanger, QHE,
depends on the temperature difference
between the two gas flows and is given by

QHE � StHE �HEA � �HEB� � �5�

3.3.3 Indirect Internal Reforming Unit

A detailed analysis of the actual
design of the IIR showed that the reform-

ing reactions are mass transport limited [18]. Based on these
findings we derived a reduced model for the IIR unit which
is used in this symmetric stack model. The basic structure of
the model for the reforming unit is shown in Figure 3. The
model describes one non-reactive phase (upper index N) and
one reactive phase (upper index R) which exchange mass and
heat across the interface between them (upper index I). In the
non-reactive phase, the gas is convectively moving in the
negative f1-direction, while the gas in the reactive phase is
stagnant and is subject to homogeneous reforming reactions.

The volume of the reforming catalyst pellets (upper index
P) is taken into account as a dead volume within the reactive
phase. The volume fractions of the non-reactive phase, the
reactive phase and the catalyst pellets phase sum up to unity:

1 � eN
IIR � eR

IIR � eP
IIR �6�

Due to the fact that the catalyst pellets are completely
surrounded by the reactive phase, the area fraction for the
heat exchange between this gas phase of the reforming unit and
the solid phase of the neighbouring fuel cell is given by
eR

IIR � eP
IIR


 �
, while for the non-reactive phase, eN

IIR is used.
The component mass balances (Eq. (7)) and the energy bal-

ance (Eq. (8)) describe the molar fraction, vN
i�IIR, and the tem-

perature, �N
IIR, within the non-reactive phase:

eN
IIR

VIIR

�N
IIR

∂vN
i�IIR

∂s
� �eN

IIRcN
IIR

∂vN
i�IIR

∂f1
� nI

i�IIR � vN
i�IIRnI

t�IIR �7�

eN
IIR

VIIR

�N
IIR

∂�N
IIR

∂s
� �eN

IIRcN
IIR

∂�N
IIR

∂f1
�

1
cp

N
IIR

×

�
i

nI�
i�IIR cpi

� 	
�N

IIR � �R
IIR


 �
� qI

IIR � eN
IIRqN

IIRS

� 	 �8�

Fig. 3 Structure of the model for the reforming unit consisting of the reactive phase (index N) and
the non-reactive phase (index R). All states, fluxes and inlet/outlet conditions are indicated.

Table 2 Input parameters of the symmetric stack model at base conditions.

Description Variable Dimensionless value

Feed gas
Molar flow C IN 3.30 (approx. 60% fuel

utilisation)
Temperature �IN 2.18 (= 366 °C)
Methane molar fraction vCH4 �IN 0.22
Water molar fraction vH2O�IN 0.57
Hydrogen molar fraction vH2 �IN 0.15
Carbon monoxide molar fraction vCO�IN 0.00
Carbon dioxide molar fraction vCO2 �IN 0.05
Air
Molar flow CAIR 21.96 (kAIR � 2�56)
Temperature �AIR 1.08 (= 43 °C)
Oxygen molar fraction vO2 �IN 0.21
Nitrogen molar fraction vN2 �IN 0.79
Total cell current Icell 0.45 (80mA�cm2)

Electric power of the blower per cell Pblower 2.775 (100W�cell)
Cathode gas recycle ratio fREC 0.70

O
R
IG

IN
A
L

R
ES

EA
R
C
H

P
A
P
ER

FUEL CELLS 10, 2010, No. 4, 619–635 © 2010 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim 623www.fuelcells.wiley-vch.de



Pfafferodt et al.: Stack Modelling of a Molten Carbonate Fuel Cell (MCFC)

nI
i�IIR is the mass flux density across the interface between the

reactive and the non-reactive phases and qI
IIR denotes the

interface heat flux density. The heat flux density between
the non-reactive gas phase within the reforming unit and the
solid of the neighbouring fuel cell is represented by qN

IIRS. It is
multiplied by the corresponding area fraction, eN

IIR, to account
for the reduced exchange area. Both equations contain a con-
vective term along the main flow direction (negative f1-direc-
tion).

The molar flow density within the reforming unit, cN
IIR,

is always negative. It is described by the following equa-
tion:

0 � �
∂ eN

IIRcN
IIR�

N
IIR


 �
∂f1

�
1

cp
N
IIR

×
�

i

nI�
i�IIR cpi

� 	
�N

IIR � �R
IIR


 �
� qI

IIR � eN
IIRqN

IIRS

� 	

� �N
IIRnI

t�IIR �9�

The molar fraction, vR
i�IIR, and the temperature, �R

IIR, within
the reactive phase are calculated using Eqs. (10) and (11),
respectively:

eR
IIR

VIIR

�R
IIR

∂vR
i�IIR

∂s
� nI

i�IIR � vR
i�IIRnI

i�IIR

� eR
IIR

�
j�ref

mi�j � vR
i�IIR�mj

� �
Daj�IIRrj�IIR

�



�
� �10�

eR
IIR

VIIR

�R
IIR

∂�R
IIR

∂s
�

1
cp

R
IIR

×

�
i

nI�
i�IIR cpi

� �
�N

IIR � �R
IIR


 �
� qI

IIR

�eR
IIR
�

j�ref
�DRhh

j �R
IIR


 �� �
Daj�IIRrj�IIR � eR

IIR � eP
IIR


 �
qR

IIRS

�
���


�
����
�11�

The heat flux density between the reactive phase and the
solid phase of the neighbouring fuel cell is given by qR

IIRS. The
exchange area is taken into account using the corresponding
area ratio eR

IIR � eP
IIR


 �
.

For Eqs. (7)–(9), the necessary boundary conditions corre-
spond to the inlet conditions of the non-reactive phase:

vN
i�IIR f1 � 1� f2� s� � � vN

i�IIR�in � vi�HEA �12�

�N
IIR f1 � 1� f2� s� � � �N

IIR�in � �HEA �13�

cN
IIR f1 � 1� f2� s� � � cN

IIR�in � �
CHEA

eN �14�

As the convective flow in the reforming unit is in negative
f1-direction, a negative sign for the molar flow density occurs
in Eq. (14).

At the outlet of the reforming unit, the average outlet con-
centrations, vi�IIR�out, the average outlet temperature, �IIR�out

and the total outlet molar flow, C IIR�out, are calculated:

C IIR�outvi�IIR�out �

�1

0

�eNcN
IIRvN

i�IIR

� �
f1�0�f2

df2 �15�

C IIR�out cpIIR�out �IIR�out � �r
 �

�

�1

0

�eNcN
IIR cp

N
IIR �N

IIR � �r
 �� �
f1�0�f2

df2

�16�

C IIR�out �

�1

0

�eNcN
IIR

� �
f1�0�f2

df2 �17�

The mass flux density across the two-phase interface
requires detailed consideration. The component molar flux,
nI

i�IIR, is composed of a convective term:

nI
i�IIR � nI

i�IIR�conv � nI
i�IIR�diff �18�

For the diffusive component molar flux, nI
i�IIR�diff, linear

transport kinetics are used

nI
i�IIR�diff � DI

i�IIR vN
i�IIR � vR

i�IIR

� �
�19�

with DI
i�IIR being the mass transport coefficient across the

interface. These coefficients can also be interpreted as Stanton
numbers of mass transport.

The total molar flux across the interface, nI
t�IIR, plus the

change in mole numbers due to the reforming reactions have
to compensate the expansion effect in the reactive phase due
to dynamic temperature changes. At steady state, the right-
hand side of Eq. (20) equals zero.

nI
t�IIR � eR

IIR

�
j�ref

�mjDaj�IIRrj�IIR

� �
1

�R
IIR cp

R
IIR

�
i

nI�
i�IIR cpi

� �
�N

IIR � �R
IIR


 �
� qI

IIR

�eR
IIR
�

j�ref
�DRh0

j �R
IIR


 �� �
Daj�IIRrj�IIR

� eR
IIR � eP

IIR


 �
qR

IIRS

�
�����


�
������

�20�

The difference between the total molar flux, nI
t�IIR, and the

sum of the diffusive component molar fluxes, nI
i�IIR�diff, is com-

pensated by the total convective flux at the interface,
nI

t�IIR�conv. The sum of the diffusive component fluxes is not
equal to zero due to the fact that molar fluxes are used.
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nI
t�IIR�conv � nI

t�IIR �
�

i

nI
i�IIR�diff �21�

The partial convective flux of species i is calculated from
the total convective flux taking into account an average molar
fraction of species i at the interface.

nI
i�IIR�conv � nI

t�IIR�conv

vN
i�IIR � vR

i�IIR

2
�22�

The following expressions are used in the enthalpy equa-
tions of the non-reactive and reactive phase (Eqs. (8) and
(11)).

nI�
i�IIR �

nI
i�IIR� if nI

i�IIR � 0
0� if nI

i�IIR ≤ 0

�
� nI�

i�IIR �
0� if nI

i�IIR � 0
nI

i�IIR� if nI
i�IIR ≤ 0

�
�23�

A linear approach is used for the heat flux between the
non-reactive phase and the reactive phase as well as for the
heat fluxes between both gas phases and the solid phase of
the neighbouring first fuel cell:

qI
IIR � StI

IIR �N
IIR � �R

IIR

 �

�24�

qN
IIRS � StN

IIRS �
�1�
S � �N

IIR

� �
�25�

qR
IIRS � StR

IIRS �
�1�
S � �R

IIR

� �
�26�

Within the first fuel cell, the total heat flux density
between the reforming unit and the solid phase is needed
(Eq. (71) in Section 3.2.10). It is calculated from the heat flux
densities in the reactive and the non-reactive phase, account-
ing for the corresponding area fractions:

qS�IIR � eN
IIR qN

IIRS � eR
IIR � eP

IIR

 �

qR
IIRS �27�

3.2.4 Anode Gas Phase

One anode gas phase (A) has to be modelled for each of
the four fuel cells. The upper index k is used to identify the
number of the actual fuel cell. In the anode channels, both
reforming reactions ((ref1) and (ref2)) as well as both electro-
chemical oxidation reactions ((ox1) and (ox2)) are considered.
The component molar fractions, v

�k�
i�A, the temperature, �

�k�
A ,

and the molar flux density, c
�k�
A , are given by the component

mass balance (Eq. (28)), the energy balance (Eq. (29)) and the
total mass balance (Eq. (30)).

VA

�
�k�
A

∂v
�k�
i�A

∂s
�� c

�k�
A

dv
�k�
i�A

df1
� n�k�

i�AS � v
�k�
i�A

�
l

n�k�
l�AS

�
�
j�ref

mi�j � v
�k�
i�A�mj

� �
Daj�Ar�k�j�A

�28�
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d��k�A
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�
1
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n�k��
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�
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S � �

�k�
A

� �
�
�

j�ref
�DRhh

j �
�k�
A

� �� �
Daj�Ar�k�j�A � q�k�AS

�
��


�
��� �29�
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n�k��
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�
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j�ref
�DRhh

j �
�k�
A
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Daj�Ar�k�j�A � q�k�AS

�
���


�
����

� �
�k�
A

�
i

n�k�
i�AS � �

�k�
A

�
j�ref

mj Daj�Ar�k�j�A

�30�

Within these equations, n�k�
i�AS denotes the component mass

flux density between the anode gas channels and the anode
pores. It is defined using linear mass transport kinetics:

n�k�
i�AS � Di�AS �

�k�
i�AC � v

�k�
i�A

� �
�31�

n�k��
i�AS �

n�k�
i�AS� if n�k�

i�AS � 0

0� if n�k�
i�AS ≤ 0

�
�32�

where �
�k�
i�AC denotes the gas composition inside the electrode

pores in terms of partial pressures. It is described in more
detail in Section 3.2.9.

The heat flux density between the anode gas channels and
the solid phase, q�k�AS, depends on the temperature difference
between these phases:

q�k�AS � StAS �
�k�
S � �

�k�
A

� �
�33�

The gas from the reforming unit is equally distributed to
all fuel cells. The boundary conditions for the molar fractions,
the temperature and the molar flow density are given by

v
�k�
i�A f1 � 0� f2� s� � � v

�k�
i�A�in � vi�IIR�out �34�

�
�k�
A f1 � 0� f2� s� � � �

�k�
A�in � �IIR�out �35�

c
�k�
A f1 � 0� f2� s� � � c

�k�
A�in �

C IIR�out

ncells
�36�

for k � 1� � � � �ncells

At the anode outlets, average values for the molar frac-
tions, vi�A�out, and the temperature, �A�out, as well as for the
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total molar flow of the exhaust gas, CA�out, are needed. They
are calculated using similar equations as used at the outlet of
the reforming unit (Eqs. (15)–(17)), but a summation over all
cells is added.

CA�outvi�A�out �
�ncells

k�1

�1

0

c
�k�
A v

�k�
i�A

� �
f1�1�f2

df2 �37�

CA�out cpA�out �A�out � �r
 �

�
�ncells

k�1

�1

0

c
�k�
A cp

�k�
A �

�k�
A � �r

� �� �
f1�1�f2

df2

�38�

CA�out �
�ncells

k�1

�1

0

c
�k�
A

� �
f1�1�f2

df2 �39�

3.2.5 Catalytic Combustion Chamber

Within the catalytic combustion chamber (B), the anode
exhaust gas (index A, out) is mixed with air (AIR) and the gas
from the cathode gas recycle (REC). Furthermore, all nonoxi-
dised components of the gas are fully oxidised.

CBvi�B �
�

l

C l vi�l �
�

j�comb

mi�Cj
vj�l

�



�
� �40�

CB cpB �B � �r� � �
�

l

C l cpl �l � �r� � �
�

i

vi�l �DChh
i ��

r�

 �� 	

�41�

CB �
�

l

C l 1 �
�

j�comb

mCj
vj�l

�



�
� �42�

for l � A� out; REC; AIR

The temperature of the air, �AIR, its composition, vi�AIR, as
well as the total molar flow of the air, CAIR, are input parame-
ters of the model (see Table 2).

3.2.6 Reversal Chamber

The reversal chamber (RC) is a large process volume
located between the catalytic combustion chamber and the
second chamber of the heat exchanger. For simplicity, it is
modelled as a well-mixed tank similar to the modelling of the
heat exchangers.

VRC

�RC

∂vi�RC

∂s
� CB vi�B � vi�RC

� �
�43�

VRC

�RC

∂�RC

∂s
� CB

cpB
cpRC

�B � �RC� � �
QRC

cpRC

�
Pblower

cpRC

�44�

CRC � CB 1 �
cpB

cpRC

�B

�RC
� 1

� �� 	
�

QRC

cpRC �RC
�

Pblower

cpRC �RC
�45�

Within the reversal chamber, the energy input of the gas
blower, Pblower, as well as the heat loss to the environment,
QRAC, are taken into account. For the heat loss, QRAC, a linear
approach is used

QRC � StRC �RC � �U� � �46�

while the energy input due to the gas blower, Pblower, is listed
in Table 2 as an input parameter.

3.2.7 Heat Exchanger (side B)

The hot side of the heat exchanger (HEB) is located behind
the reversal chamber and before the cathode gas compart-
ments. It is modelled using similar equations as for the cold
side of the heat exchanger (Section 3.2.2).

VHEB

�HEB

∂vi�HEB

∂s
� CRC vi�HEB � vi�HEB

� �
�47�

VHEB

�HEB

∂�HEB

∂s
� CRAC

cpRC
cpHEB

�RC � �HEB� � �
QHE

cpHEB

�48�

CHEB � CRC 1 �
cpRC

cpHEB

�RC

�HEB
� 1

� �� 	
�

QHE

cpHEB �HEB
�49�

The heat flux between the two chambers of the heat
exchanger, QHE, is described in Eq. (5).

3.2.8 Cathode Gas Phase

The cathode gas phase (C) is modelled in full analogy to
the anode gas phase. Because anode and cathode gas flow are
arranged in cross flow, the main gas flow direction in the
cathode follows the second spatial coordinate, f2. The electro-
chemical reduction (red) is the only reaction considered here.
Eqs. (50)–(52) describe the molar fractions, v

�k�
i�C, the tempera-

ture, ��k�C and the molar flow, c
�k�
C , within the cathode chan-

nels.

VC

�
�k�
C

∂v
�k�
i�C

∂s
� �c

�k�
C

dv
�k�
i�C

df2
� n�k�

i�CS � v
�k�
i�C

�
l

n�k�
l�CS �50�
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�k�
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∂�
�k�
C
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C

d��k�C
df2

�
1
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�k�
C

�
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n�k��
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�
�k�
S � �

�k�
C
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� q�k�CS
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0 ��
d c

�k�
C �

�k�
C

� �
df2

�
1
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�k�
C

�
i

n�k��
i�CS cp i

� 	
�
�k�
S � �

�k�
C

� �
� q�k�CS

� 	

� �
�k�
C

�
i

n�k�
i�CS

�52�

For the mass transport to the electrode pores as well as for
the boundary conditions and the calculation of average val-
ues at the outlets, similar equations as for the anode
(Eqs. (31)–(39)) are used.

The molar flow density from the electrode pores is defined
as

n�k�
i�CS � Di�CS �

�k�
i�CC � v

�k�
i�C

� �
�53�

n�k��
i�CS �

n�k�
i�CS� if n�k�

i�CS � 0

0� if n�k�
i�CS ≤ 0

�
�54�

The heat exchange density between the anode and the sol-
id phase is given by

q�k�CS � StCS �
�k�
S � �

�k�
C

� �
�55�

For the inlet boundary conditions, the properties of the gas
flow from the reversal chamber are used. The gas flow is
equally distributed to all cathodes.

v
�k�
i�C f1� f2 � 0� s� � � v

�k�
i�C�in � vi�HEB �56�

�
�k�
C f1� f2 � 0� s� � � �

�k�
C�in � �HEB �57�

c
�k�
C f1� f2 � 0� s� � � c

�k�
C�in �

CHEB

ncells
�58�

for k � 1� � � � �ncells

At the outlets, average values for the composition of the
gas, vi�C�out, and the temperature of the gas, �C�out, as well as
for the total molar flow, CC�out, are calculated:

CC�outvi�C�out �
�ncells

k�1

�1

0

c
�k�
C v

�k�
i�C

� �
f1�f2�1

df1 �59�

CC�out cpC�out �C�out � �r
 �

�
�ncells

k�1

�1

0

c
�k�
C cp

�k�
C �

�k�
C � �r
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f1�f2�1

df1

�60�

CC�out �
�ncells

k�1

�1

0

c
�k�
C

� �
f1�f2�1

df1 �61�

A part of the cathode exhaust gas is recycled (REC). The
cathode gas recycle ratio, fREC, determines the gas fraction of
cathode exhaust gas that is redirected towards the catalytic
combustion chamber (see Section 3.2.5). The value used for
fREC is given in Table 2.

vi�REC � vi�C�out �62�

�REC � �C�out �63�

CREC � fRECCC�out �64�

3.2.9 Electrode Pores

Within the electrode pores, the electrochemical reactions
take place. The spatial distribution of the gas composition
along the pore is neglected and an integral mass balance is
used to describe the partial pressure of the components, ��k�

i�AC
and �

�k�
i�CC, in the pores of the corresponding electrodes:

VAC

�
�k�
S

∂�
�k�
i�AC

∂s
�
�
j�ox

mi�jDaj�ACr�k�j�AC � n�k�
i�AS �65�

VCC

�
�k�
S

∂�
�k�
i�CC

∂s
�
�

j�red

mi�jDaj�CCr�k�j�CC � n�k�
i�CS �66�

The component mass flux between the gas channels and
the electrode pores, n�k�

i�AS and n�k�
i�CS, are given in Eqs. (31) and

(53), respectively. Regarding the enthalpy balance, the elec-
trode pores are considered as part of the solid phase (see Sec-
tion 3.2.10).

3.2.10 Solid Phase

The enthalpy balance within the solid phase (S) of each
fuel cell (Eq. (67)) considers heat conduction along the cell
plane, enthalpy exchange due to mass exchange with the gas
channels, non-convective heat exchange with the gas phases
(q�k�AS and q�k�CS), heat source terms due to electrochemical reac-
tions and ion conduction (q�k�S�cell) and heat exchange along the
stack.
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The molar flux densities from the anode gas channels to
the solid phase are given by

n�k��
i�AS �

0� if n�k�
i�AS � 0

n�k�
i�AS� if n�k�

i�AS ≤ 0

�
�68�

and for the cathode gas channels an analogous equation is
used

n�k��
i�CS �

0� if n�k�
i�CS � 0

n�k�
i�CS� if n�k�

i�CS ≤ 0

�
�69�

The heat source density within the solid phase, qS�cell,
includes the heat production due to the electrochemical reac-
tions as well as the heat production due to the ion conduc-
tion:

q�k�S�cell �
�
j�ox

�DRhh
j ��

�k�
S � � nj �

S�k�
A � �

L�k�
A

� �� �
Daj�ACr�k�j�AC

�
�

j�red

�DRhh
j ��

�k�
S � � nj �

S�k�
C � �

L�k�
C

� �� �
Daj�CCr�k�j�CC

� �
L�k�
A � �

L�k�
C

� �
i�k�E

1
F

�70�

The heat exchange in stack direction, q�k�S�stack, depends on
the location of the fuel cell within the symmetric stack model,
i.e.:

q�k�S�stack �

qS�IIR � q�k���k�1�
S�conn � if k � 1

q�k�1���k�
S�conn � q�k���k�1�

S�conn � if 1 � k � ncells

q�k�1���k�
S�conn � if k � ncells

����
��� �71�

Equation (71) shows that each fuel cell is connected to its
two neighbouring fuel cells. Taking into account the sym-
metric boundary conditions on both sides of the symmetric
stack model, the reforming unit is directly connected to the
first fuel cell, while the last fuel cell is only connected to its
predecessor.

The heat exchange between the solid phases of two neigh-
bouring fuel cells, q�m���n�

S�conn , depends on the temperature differ-
ence between the corresponding solid phases

q�m���n�
S�conn � StS �

�m�
S � �

�n�
S

� �
�72�

The heat flux density between the reforming unit and the
first fuel cell, qS�IIR, is given in Eq. (27).

3.2.11 Electric Potential

The description of the electric potential field is of essential
importance for the determination of the current density dis-
tribution. For each cell, the dynamic charge balances at both

charged double layers are set up and combined with a discre-
tised form of the Poisson equation.

�
S�k�
A � 0 �73�

∂�
L�k�
A

∂s
� �

1
cA

i�k� � i�k�A

� �
�74�

∂�
L�k�
C

∂s
� �

1
cA

i�k� � i�k�A

� �
�

1
cE

i�k� � i�k�E

� �
�75�

d�S�k�
C

ds
�

I�k�cell � I�k�A
cA

�
I�k�cell � I�k�E

cE
�

I�k�cell � I�k�C
cC

�76�

The specific currents and current densities at the anode,
within the electrolyte and at the cathode are given by the
kinetics of the electrochemical reactions (Eq. (78) and Eq. (80))
and the ion conduction within the electrolyte (Eq. (80)):

I�k�A �

�
i�k�A df �77�

i�k�A �
S�k�
A ��

L�k�
A

� �
�
�
j�ox

njFDaj�ACr�k�j�AC �
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A ��

L�k�
A

� �
�78�

I�k�E �

�
i�k�E df �79�

i�k�E �
L�k�
A ��

L�k�
C

� �
� jE �
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A � �

L�k�
C

� �
�80�

I�k�C �

�
i�k�C df �81�

i�k�C �
L�k�
C ��

S�k�
C

� �
� �

�
j�red

njFDaj�CCr�k�j�CC �
S�k�
C ��

L�k�
C

� �
�82�

with r�k�j�AC and r�k�j�CC representing the Butler–Volmer kinetics in
the corresponding electrodes (see Section 3.2.12).

Using the specific currents and current densities, the cur-
rent density distribution of one fuel cell is calculated as

i�k� �
1

cA �
1
cE

�
1
cC

�
i�k�A
cA

�
i�k�E
cE

�
i�k�C
cC

�
I�k�A
cA

�
I�k�E
cE

�
I�k�C
cC

� 	
� I�k�cell

�



�83�

The cell voltage is the electric potential difference between
the cathode and anode solid phase, while the voltage of the
entire stack model is given as the sum of all cell voltages:
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U�k�
cell � �

S�k�
C � �

S�k�
A � �

S�k�
C �84�

Ustack �
�

k

U�k�
cell �85�

3.2.12 Reaction Kinetics

In the symmetric stack model, two types of reactions are
considered. On the one hand, the methane steam reforming
(ref1) and the water gas shift reaction (ref2) within the reac-
tive phase of the reforming unit and within the anode gas
compartment are described by a simple power law approach
including an Arrhenius term. These reactions are typically
close to their chemical equilibrium.

On the other hand, Butler–Volmer kinetics are used for the
electrochemical oxidation of hydrogen (ox1) and carbon mon-
oxide (ox2) at the anode

r�k�ox1 � exp Arrox1
1

�h
ox1

�
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�
�k�
S

� 	� 	

×

�
�k�

H2�ACexp aox1��nox1
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�
�k�
S

� �

��
�k�
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���
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���
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and the electrochemical reduction of oxygen (red) at the cath-
ode [12].

r�k�red � exp Arrred
1

�h
red

�
1

�
�k�
S

� 	� 	

×

�
�k�
CO2�CC

� ��2
exp 2�5

D�
�k�
C�red

�
�k�
S

� �

� �
�k�
O2�CC

� �0�75
�
�k�
CO2�CC

� ��0�5
exp �0�5

D�
�k�
C�red

�
�k�
S

� �
����
���

����
���
�88�

4 Numerical Solution

The model is solved using COMSOL Multiphysics Version
3.5 [20]. Taking into account all equations, the symmetric
stack model consists of 114 PDEs and 26 ODEs as well as a

number of algebraic equations. These equations are highly
coupled to each other due to the connection of the gas com-
partments via the gas flow, the thermal interactions between
all parts of the fuel cell, especially in stack direction, and the
coupling of the electrochemical reaction rates at the anode
and cathode of each fuel cell. Using a 6 × 6 mapped mesh
and Lagrange-Quadratic elements, the discretised model has
19.292 degrees of freedom. To reduce the numerical effort, a
coarser mesh is used to obtain initial solutions, before the
fine mesh is employed to calculate the final solution. The
UMFPACK direct solver is used.

The calculation time required to solve the symmetric stack
model is about 15 min on a Dual Intel Xeon CPU 3.20GHz.
Up to 3.5 GB RAM are needed to calculate a solution.

5 Simulation Results

In this section, selected results from the steady-state simu-
lation of the symmetric stack model with one half reforming
unit and four fuel cells are presented in order to demonstrate
the functionality and potential of the model. First, a set of
input parameters, the so-called base case, is defined (Table 2).
The base case conditions correspond to the values of the
operating point 4 with an average current density of
iavg = 80 mA/cm2 used in the model validation by Gunder-
mann et al. [17, 21]. The feed gas composition corresponds to
a mixture of methane and steam with a steam to carbon ratio
of about 2.4 which has been reformed in the external reformer
to about 20% conversion. In contrast to the work of Gunder-
mann et al., the symmetric stack model considers the stack
direction as an additional coordinate, i.e. the impact of a tem-
perature profile along the stack length is shown by the simu-
lation results.

In the following, the simulated results of the gas composi-
tion within the reforming unit, the anode channels and the
cathode compartments are discussed. Afterwards, the current
densities for the four fuel cells are presented. This is followed
by a discussion of the temperature distribution within the sol-
id phases and the resulting temperature profile in stack direc-
tion. At the end of this section, the results of the symmetric
stack model are compared to the results of the validated
model by Gundermann et al.

This model has been derived based on a HotModule sys-
tem build by MTU Onsite Energy, Germany. The simulation
results reflect one of its operating points. In order to protect
the intellectual property of our industrial partner we omit
any absolute values in the following sections. However, we
discuss the results qualitatively and draw some conclusions
from that.

5.1 Gas Composition

Figures 4–6 show some profiles of the molar fractions in
the symmetric stack model. Within the reforming unit and
the anode compartments, especially the methane molar frac-
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tion (Figure 4) and the hydrogen molar fraction (Figure 5) are
of interest, while in the cathode channels, the molar fraction
of carbon dioxide (Figure 6) is important.

The molar fraction of methane within the non-reactive
phase of the reforming unit and in the anode channels is
shown in Figure 4. Within the reforming unit, about 30% of
the methane present at the inlet is converted to hydrogen.
The chemical equilibrium, taking into account the local gas

temperature, is reached within the reactive phase.
Due to the mass transport limitation across the
phase interface, equilibrium is not achieved in the
non-reactive phase. Within the anode channels, the
reforming products are continuously consumed by
the electrochemical oxidation, so the methane con-
centration reaches virtually zero at the anode out-
lets.

Figure 5 shows the hydrogen molar fraction in
the reforming unit and the four fuel cells. Within
the reforming unit, methane is converted to hydro-
gen by the methane reforming reaction. Hence, the
hydrogen molar fraction increases to approximately
one third at the outlet of the reforming unit. In the
anode gas compartments, two processes occur. On
the one hand, hydrogen is produced by the reform-
ing process, and on the other hand, hydrogen is
consumed by the electrochemical reactions. Thus,
the hydrogen molar fraction within the anode
slightly increases near the anode gas inlet and after
that decreases towards the gas outlet. The high con-
centration of hydrogen at the anode inlet also
results in high electrochemical reactions rates at this
point.

The hydrogen molar fraction is especially low at
the anode outlet of cell 1 compared to the hydrogen
molar fraction at the outlets of the other fuel
cells. Considering the methane molar fraction, an
inverse characteristic can be observed. This can be
attributed to the lower temperatures in cell 1 due
to the neighbouring reforming unit. As a result,
the rates of the reforming reactions within the
anode gas compartment are reduced and the equi-
librium of these reactions is moved towards the
educts.

Carbon dioxide is an important reactant for the
electrochemical reduction reaction in the cathode
channels. Its molar fraction is shown in Figure 6. At
the cathode inlet, the molar fraction of carbon diox-
ide is only a few mole percent. Along the channels,
carbon dioxide is consumed in the electrochemical
reaction. The consumption is higher in the lower
cathode channels due to higher electrochemical
reactions rates. This almost leads to depletion of
carbon dioxide near the bottom left corner, where
the anode inlet and the cathode outlet are located.
Due to the fact that carbon dioxide is needed as an
educt for the electrochemical reduction, its concen-

tration, especially at this point, is critical for higher fuel utili-
sation.

5.2 Current Density Distribution

Figure 7 presents the current densities for the four fuel
cells with an average cell current density of icell = 80 mA/cm2

as defined for the base case. All profiles are similar to each

Fig. 4 Methane molar fraction in the non-reactive phase of the reforming unit (IIR)
and in the anode gas channels of the four fuel cells. The flow direction within the gas
compartments is indicated by the arrows.

Fig. 5 Hydrogen molar fraction within the reforming unit (IIR) and the anode gas
compartments of the four fuel cells. The arrows indicate the flow direction of the gas.
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other. The maximum difference in local current density
between two neighbouring cells is less than Di = 10 mA/cm2,
although they are calculated independently. This means that
the currents flowing through the bipolar plates in perpendi-
cular direction to the stacking direction (f1 and f2) are small.
Therefore also the gradients in electric potential in the bipolar
plates are small. Thus, the assumption of independent electric
potentials for each cell (Section 3.1) is justified.

The rate of the electrochemical reactions, and therefore
also the local current density, mainly depends on the concen-
tration profiles of the educts of these reactions. Especially the
concentrations of hydrogen in the anode channels and carbon
dioxide in the cathode channels govern the current density
distribution significantly. Due to the high concentration of
hydrogen at the anode inlet, the highest current densities can
be found in this region.

According to the superoxide reaction mechanism (Prins-
Jansen et al. [22,23]), a negative order of reaction with respect
to carbon dioxide is used for the cathodic reduction kinetics.
Thus, the current density increases towards the end of the
cathode channel, where the carbon dioxide fraction is low.
Therefore, the current density peak is located in the vicinity
of the anode inlet/cathode outlet, the bottom left corner of
each fuel cell.

The main difference in the current density profiles of the
four cells is the peak current density. The strong cooling effect
in the upper half of cell 1 due to the reforming process in the
IIR unit results in lower current densities in this part of the
cell. However, because the total cell current is given, this
decreased current density in the upper half has to be compen-
sated by high current densities in the peak region. There, the
current density reaches values of more than twice the average
value.

In contrast, the temperatures in cell 4 are generally higher
due to the reduced effect of the cooling by the IIR unit.Thus,
the current density distribution is more homogeneous in this
cell.

5.3 Temperature Distribution

The temperature distribution within
the solid phases of the four fuel cells is
shown in Figure 8. Temperatures are
around 600 °C, with a maximum temper-
ature difference of approximately 100 °C.

In each cell, the highest temperature is
located near the same corner where the
current density peak is observed. This is
mainly because of two reasons. First, the
high local current density results in a
strong heat source in that area due to
losses in the electrochemical reactions
and due to the ion conduction. The sec-
ond reason for the location of the temper-
ature peak is that the cooling effect of the
IIR unit is especially strong in the upper
half of the symmetric stack model, which
effectively lowers the cell temperature
there.

The cooling effect of the reforming
unit becomes evident when comparing
the temperature profiles of the four fuel
cells. While the temperatures are gener-
ally lowest in cell 1, highest temperatures

Fig. 6 Molar fraction of carbon dioxide within the cathode gas compart-
ments of the four fuel cells. The gas flow is indicated by the arrows.

Fig. 7 Current densities within the four fuel cells. The flow directions of the anode and cathode
gases are indicated by the arrows.
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are predicted in cell 4, which is farthest
away from the IIR unit. This results in an
approximately parabolic temperature
profile in stack direction.

The temperature levels between the
four fuel cells (TS�min, TS�avg and TS�max)
differ by several 10 °C (Figure 9). Com-
pared to the typical temperature differ-
ence in each cell, this gradient along the
stack direction is significant. However, it
seems that the temperature differences
over each individual cell are nearly
constant. So, although each cell operates
at a significantly different temperature
level, each cell has nearly the same
temperature difference within the cell
area.

With respect to cell voltages, an
increase by several 10 mV from the first
fuel cell to the fourth fuel cell is ob-
served. This is clearly an effect of the cell
temperature. A comparison between the
cell voltages and the cell temperatures
shows a similar slope, indicating a clear
dependency between these values.

From these observations, two conclu-
sions can be drawn. First, the individual
fuel cells show very similar states with
respect to gas composition, voltage and

current density. A reduction of the stack model to a model
with one single representative cell, as in Gundermann et. al.
[13] is acceptable, if only these states are of interest. Second,
concerning the cell temperature, the four cells show signifi-
cant differences here. Especially for design and optimisation
purposes, where these values are considered important, the
temperature profile in stack direction should not be
neglected. For these applications, the stack model is a useful
tool.

5.4 Comparison to the Validated Model

The load case shown here has previously been used by
Gundermann et al. [17]. In their work, it was one of the four
load cases for which extensive sets of experimental data were
available from a 250 kWel ‘HotModule’ MCFC power plant
manufactured by MTU Onsite Energy, Germany. These data
sets were used to identify unknown parameters in a single
cell model with an IIR unit. The single cell represented the
average behavior of all cells in the stack. As a result, the
deviation of the model by Gundermann et al. with respect to
the experimental data was less than or equal to the estimated
measurement error, thereby validating the model [24]. To
demonstrate the validity of our stack model, we compare
some important values to those from the simulations of the
previously validated model.

Fig. 8 Temperature profile within the solid phases of the four fuel cells. The reforming unit (IIR),
where the endothermic reforming reaction takes place, is located on the left hand side of the first
cell. The flow direction within the anode and cathode gas compartments are indicated by the
arrows.

Fig. 9 Minimum, average and maximum temperature within the solid
phase of the four fuel cells (top) and the cell voltages (bottom).
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A variable which influences nearly all processes within the
MCFC stack is the temperature of the solid phases. The tem-
perature profiles show identical characteristics for both mod-
els with a maximum at the anode inlet/cathode outlet and a
lower temperature in the top half of the fuel cells (see Fig-
ure 8). A solid phase temperature between TS�min � 553 �C
and TS�max � 642 �C was found in the validated simulations
of Gundermann et al., which are well within the temperature
range calculated for the symmetric stack model.

The current densities from both models show similar pro-
files (see Figure 7). For the model of Gundermann et al., a
maximum current density of imax = 164 mA/cm2 was found.
According to the stack model, the maximum current density
varies around this value. The cell voltage for both models is
around Ucell � 0�80	V, therefore the electric power generated
by each cell as well as the efficiency of the MCFC system are
nearly identical. Thus, the results of the new symmetric stack
model correspond to those from the previously validated
model and can be considered to adequately approximate the
real stack behaviour.

6 Conclusion

The symmetric stack model presented here allows the sim-
ulation of a representative section of a MCFC stack. It consists
of one half IIR unit and four fuel cells. The highly non-linear
coupling of all parts of the stack, mainly due to the thermal
interactions, the mass flow and the corresponding electro-
chemical reactions at the anode and the cathode of each fuel
cell are taken into account.

The functionality of the model has been demonstrated
using a steady state simulation based on validated model pa-
rameters. The model predicts the gas phase compositions, the
temperature profiles and the current density distribution
within each of the four fuel cells. The results of the symmetric
stack model are similar to the simulation results of an earlier,
validated model by Gundermann et al. [25].

The current density distributions for all cells in the stack
show similar profiles. But due to the cooling effect of the
reforming unit, the cell temperatures deviate by several
10 °C. As overheating is one of the reasons for degradation in
an MCFC system, one may expect that cells 3 and 4 are
degrading fastest in this stack.

Compared to the previous work, the model presented here
takes into account the differences of the state variables within
the fuel cells along the stack direction. It is shown that the
temperature changes along this coordinate are significant
with regard to the temperature differences within the cell
planes. Therefore it is suitable for applications, where the
tree-dimensional temperature profile within the stack should
be considered.

Due to its generalised formulation, the model can easily be
extended to different numbers of fuel cells. Furthermore,
inhomogeneous gas feed distributions to the anode or cath-
ode gas compartments of the different fuel cells as well as dif-

ferent gas flows for each fuel cell can be implemented. Addi-
tionally, the transient form of the model equations allows the
simulation of load changes.

Considering the points listed above, the presented model
gives the possibility to optimise design and operating param-
eters of MCFC systems with regard to homogenised tempera-
ture distributions and increased efficiency.
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Notation

All listed variables are dimensionless quantities. The pa-
rameter values given here are valid for the symmetric stack
model with one half reforming unit and four fuel cells.

Latin Letters

c capacity of charged double layers
cA � cE � cC � 1 
 10�5

cpi molar heat capacity of component i
cpl molar heat capacity of gas mixture in compart-

ment l
cpS

molar heat capacity of solid phase
Daj�l Damköhler number (reaction rate constant)

of reaction j in compartment l
DaR

ref1�IIR 800
DaR

ref2�IIR 800
Daref1�A 200
Daref1�A 200
Daox1�AC 7
Daox2�AC 7
Dared�CC 0.15

Di�l mass transport coefficient of component i in
gas compartment l
DI

i�IIR 16
Di�AC 100
Di�CC 100

fREC cathode gas recycle ratio
F stoichiometric factor
i electric current density
I total electric cell current
l2 geometric length ratio
ncells number of fuel cells
ni mass exchange flux density of component i
nj number of exchanged electrons of reaction j
nt total mass exchange flux density
Pblower electric power of the blower
PeS Peclet number (heat conduction resistance) of

solid phase PeS � 2�5
q surface related heat flux density
qS�cell heat source density in solid phase
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qS�conn heat flux density between two solid phases
qS�stack heat flux density in stack direction
H heat flux
rj�l reaction rate of reaction j in gas compartment l
St Stanton number (heat exchange coefficient)

StN
IIRS 200

StR
IIRS 200

StI
IIR 60

StHE 200
StRAC 2
StAS 40
StCS 140
StS 100

U voltage
V volume

Greek Letters

c molar flow density (per cross-sectional area) in
channels

C molar flow
DChh

i standard enthalpy of combustion of
component i

DRhh
j standard enthalpy of reaction j

e volume fraction (eN
IIR � 0�75, eR

IIR � 0�20,
eP

IIR � 0�05)
f spatial coordinate
� temperature
�r reference temperature
jE ion conductivity in electrolyte (jE � 1)
mi�j stoichiometric coefficient of component i in

reaction j
mj sum of stoichiometric coefficients of reaction j
s time
�i partial pressure of component i in electrode

pores
� electric potential
vi molar fraction

Subscripts

i component index
j reaction index
k cell index
l compartment index
t total
IIR�A�S�C compartments: reforming unit, anode, solid,

cathode
AC�CC compartments: anode pores, cathode pores
B�RAC compartments: combustion chamber, reversal

chamber
HEA�HEB compartments: heat exchanger (A: cold side; B:

hot side)
AS�CS interface: anode/solid, cathode/solid
IN�AIR�REC gas flows: inlet, air, cathode gas recycle

ref1�ref2 reactions: methane steam reforming, water-gas
shift reaction

ox1�ox2 reactions: hydrogen oxidation, carbon monox-
ide oxidation

red reactions: oxygen reduction
in�out inlet, outlet
cell�stack one cell, entire stack
diff�conv diffusive, convective

Superscripts

��� forward and backward direction of mass flow
h standard conditions
S solid (electron conducting) phase of electrode
L liquid (ion conducting) phase of electrode
I phase interface in reforming unit
N non-reactive phase in reforming unit
R reactive phase in reforming unit
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Biomass-Based Fuel Cell Power Plants: Evaluation of Novel Reactors and Process
Designs

Peter Heidebrecht,† Benny Hartono,† Christoph Hertel,† and Kai Sundmacher*,†,‡

Max Planck Institute for Dynamics of Complex Technical Systems, Sandtorstrasse 1,
39106 Magdeburg, Germany, and Process Systems Engineering, Otto Von Guericke UniVersity,
UniVersitätsplatz 2, 39106 Magdeburg, Germany

This contribution focuses on the model-based system design and the systemwide evaluation of novel reactor
concepts for power plants which combine gasification of wood and conversion of its gaseous product in fuel
cells. System design was carried out with the help of a model library, which contains models of all reactor
units under consideration. Each system was subject to several feasibility checks, and optimization of the
most important control parameters was performed. Simulation results show that high temperature gas purification
units and high temperature proton exchange membrane fuel cells have strong advantages over their classical
counterparts with respect to heat integration and electrical system efficiency. Systems with high and low
temperature fuel cells were studied separately, but they show that a combination of both types of fuel cells
in a single plant offers the highest efficiency and attractive flexibility with respect to electricity and heat
production.

1. Introduction

Biomass is seen as a renewable energy source with a high
potential to reduce greenhouse gas emissions and substitute fossil
fuels. In 1999, biomass already contributed about two-thirds of
the total renewable energy production in the European Union
or 4% of the total energy supply. This proportion may rise to
about 10% in 2010.1 Biomass fuels and residues can be
converted to a fuel gas via thermal, biological, and mechanical
processes. Among these processes, thermal processing attracts
the most interest due to its high efficiency, low cost, and
versatility in providing gases for a wide product range such as
energy, fuel, and chemical products.2 Three types of thermal
processing are already well-known: combustion, gasification,
and pyrolysis. This study concentrates on the conversion of
biomass into a combustible gas mixture via gasification.

In order to generate electrical energy from the gasifier product
gas, fuel cells are an efficient option. They work based on
electrochemical reactions and may be operated on lean gases.
Some technical advantages of fuel cells are high efficiency,
reduced emissions, and low noise level.

Significant research effort is being put into the coupling of
fuel cells with gas produced from biomass gasification. These
research activities can be classified according to the applied
types of fuel cells: low, intermediate, and high temperature
systems. Ersoz et al.3 performed a theoretical study of a low
temperature system consisting of a gasifier followed by a
reformer, classical water-gas shift process (shift reactors and
preferential oxidation reactor), and a proton exchange membrane
fuel cell (PEMFC). They considered air as a gasification agent.
System heat integration was not considered in their study.
According to their simulation results, the electrical efficiency
of this system varies between 19% and 30%.

In an earlier study, McIlveen-Wright et al.4 investigated the
integration of the phosphoric acid fuel cell (PAFC), an
intermediate temperature fuel cell, with biomass gasification.

The performance of a PAFC and a molten carbonate fuel cell
(MCFC) coupled with biomass gasification were assessed. They
found that biomass gasification with a PAFC has much lower
electrical efficiency than the system with an MCFC. Thus, we
exclude intermediate temperature fuel cells from our investigation.

Possible coupling of high temperature fuel cells, i.e. an MCFC
or solid oxide fuel cell (SOFC), with biomass gasification has
also been studied intensively. Lobachyov and Richter5 compared
a biomass gasification system coupled with an MCFC versus a
biomass gasification-gas turbine system in terms of efficiency,
feasibility, and process requirements. They drew a conclusion
that an MCFC power plant has a higher overall efficiency and
better economic performance than the system with a gas turbine.

Panopoulus et al.6 modeled a biomass steam gasification
combined with an SOFC and conducted an exergy analysis of
the whole system including its thermal integration. Their
calculation results show that the electrical system efficiency is
ranging between 30% and 40%. Jin et al.7 presented detailed
process designs of four system variants: two gasification-based
combined cycles designed around different gasifier technologies,
a gasification-based SOFC, and a steam-Rankine cycle. Perfor-
mance and cost analyses of these four systems were compared
and ranked. They concluded that the gasification system
combined with an SOFC has the highest electrical efficiency
among the four systems. Because MCFCs and SOFCs show
similar features from a system design perspective, such as high
operating temperature, internal reforming, and insensitivity with
respect to carbon monoxide, the results for SOFC can be
transferred qualitatively to MCFC systems. Therefore, MCFC
systems are not explicitly considered in the present contribution.

Integration of high and low temperature fuel cells in a parallel
or series system was studied by Yokoo et al.8,9 In their studies,
methane is fed to a steam reformer. In the parallel system, part
of the reformed fuel is fed to an SOFC and the rest is fed to a
PEMFC via shift reactors and a CO selective oxidizer. In the
series system, all reformed fuel is fed to an SOFC, and then to
a CO removal sequence and finally to a PEMFC. They came to
a conclusion that the parallel system offers a higher electrical
efficiency than a simple SOFC process, but lower than the
efficiency provided by the SOFC-PEMFC system in series.

* To whom correspondence should be addressed. Tel.: +49-391-
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Most publications focused on the integration of biomass
gasification with only one type of fuel cell. Thermal integration,
the possibility of carbon deposition, and the effect of different
gasification agents were often not considered. In the present work,
we compare different process designs of biomass gasification-fuel
cell systems with different types of fuel cells. We also consider
aspects such as thermal integration, carbonization, and the most
important operating parameters. A second focus is the evaluation
of several novel reactors from a systemwide analysis.

2. New Reactor Concepts

The following four reactors are not established units which are
currently being developed. They are considered in the design
process, and their potential benefits are evaluated in a systemwide
context.

2.1. Moving Bed Reactor (MBR). Primary purification of
the gasification product requires dust removal and tar reforming.
Traditionally, these processes are conducted in two subsequent units
or in a scrubber at low temperature. The MBR combines both
processes at high temperature (close to the gasifier temperature,
700-850 °C). It consists of a bed of nickel particles with 2-4
mm diameter. The raw gas from the gasifier flows through the
bed where the dust is deposited and tar is reformed due to the
catalytic activity of the particle bed. The catalyst particles degener-
ate after a period of time; thus they are continuously removed from
the moving bed and fed into a regeneration unit (Figure 1). The
MBR was proposed by Herrmann et al.10

2.2. Cyclic Water-Gas Shift Reactor (CWGSR). The
reduction of the CO content in a H2-rich gas for use in a PEMFC
normally involves high and low temperature shift reactors followed
by preferential oxidation. As an alternative to this established
technology, H2 purification from CO can be achieved by a novel
cyclic water gas shift reactor (CWGSR).11,12 It works at a
temperature close to the gasifier temperature (650-800 °C). Each
process cycle is divided into two phases (Figure 2): during the
first phase, the fuel gas is fed into a fixed bed of iron oxide particles.
The oxide is reduced and thereby CO and H2 are oxidized (eqs 1
and 2, forward reaction). After some time, when the bed has been

sufficiently reduced, feeds are switched and steam is fed into the
reactor. During this second phase, the metal is reoxidized (eqs 1
and 2, backward direction), thereby producing H2 free of CO
(Figure 2).13

2.3. Electrochemical Preferential Oxidation (ECPrOx).
Preferential oxidation (PrOx) is a method for CO removal
commonly used in series with shift reactors. The success of the
PrOx stage depends on complex control of the oxygen partial
pressure, the temperature, and the catalyst applied for CO
selective oxidation. Electrochemical preferential oxidation
(ECPrOx) is an alternative to the PrOx unit. The design is similar
to a conventional PEMFC, but a mixture of Pt/Ru is used at
the anode electrode, which is thus able to electrochemically
oxidize CO.14,15 Under galvanostatic operating conditions
(constant current), this reactor shows autonomous oscillations
with respect to voltage and CO-coverage at the electrode. These
oscillations significantly enhance the average oxidation rate of
CO compared to an (unstable) steady state operating point. As
its main advantage, ECPrOx combines CO removal and
electricity generation in a single unit.16,17

2.4. High Temperature Proton Exchange Membrane
Fuel Cell (HT-PEMFC). One weakness of a PEMFC is its
low CO tolerance of only 10 ppm.18 This limitation is relaxed
in a HT-PEMFC, which works at 160-200 °C and, thus, is
tolerant to CO concentrations of up to 3%.19 Because the ion
conduction mechanism in the electrolyte of the HT-PEMFC does
not require the presence of water, no complex water manage-
ment is needed. In addition, heat is produced at a higher
temperature compared to a conventional low-temperature PEM-
FC. Thereby, the system’s heat integration can be simplified.20

3. Methodology

3.1. Modeling Approach. Our system design is based on
mathematical process models, thus we developed a model library
which comprises individual models of all process units under
consideration. The purpose of these models is to quickly estimate
the electrical and thermal performance of different process
configurations including the influence of the most important
operating parameters. Therefore, spatially lumped steady state
models have been set up based on balances of mass and energy,
which reflect the most important aspects of each unit.

Although these unit models were derived individually, several
general assumptions apply to all of them:

• Isothermal conditions.
• Ideal gas behavior.
• Heat loss to the environment is neglected.
• Eight substances are considered: CO, CO2, H2, H2O, CH4,

N2, O2, and C6H6O (phenol is selected to represent tar).

Figure 1. Schematic of the moving bed reactor concept.

Figure 2. Concept of the cyclic water-gas shift reactor.

Figure 3. Inlet and outlet streams and input and output variables of a model
unit.

Fe3O4 + H2/CO S 3FeO + H2O/CO2 (1)

FeO + H2/CO S Fe + H2O/CO2 (2)
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• Isentropic compression and expansion for compressors and
turbines.

• Minimum temperature difference in heat exchangers,
ΔTmin ) 10 °C.

• Ambient conditions are T ) 20 °C, p ) 1 bar.

• Air components other than O2 and N2 are neglected.
• All units operate at ambient pressure, except pressure swing

adsorption (PSA) and palladium membrane (PdM) unit.
Each unit was modeled as an input-output system, as depicted
in Figure 3. It has two groups of input and two groups of output

Table 1. Individual Assumptions and Control Variables of the Modeled Process Units

unit assumptions control variable ref

Gasifier • Operating temperature is 800 °C. 0 e λair,gasifier e 0.8 21, 22
• The gasifier unit is an atmospheric bubbling fluidized bed reactor. 0 e λsteam,gasifier e 5
• A fixed mass percentage of biomass is converted to tar (phenol).
• Outlet gas composition is in chemical equilibrium with respect to

water-gas shift reaction. Methane steam reforming equilibrium is only
approximately reached.

Moving Bed Reactor (MBR) • Phenol (tar) is completely reformed to CO and H2 according to steam
reforming and dry reforming reactions.

700 °C e TMBR e 850 °C 10

• Outlet gas composition is in chemical equilibrium with respect to
steam methane reforming and water-gas shift reaction.

• Dust is completely removed from the gas mixture.

Scrubber • The feed gas is quenched to ambient temperature. N/A 23
• Relative humidity of the outlet gas is 100%.
• Phenol and dust are completely removed from the gas mixture.

High Temperature/Low
Temperature Shift Reactor
(HTSR/LTSR)

• HTSR operating temperature is 300 °C. N/A 24, 25
• LTSR operating temperature is 200 °C.
• Outlet gas composition is in chemical equilibrium with respect to

water-gas shift reaction.

Pressure Swing Adsorption
(PSA)

• Operating temperature is 30 °C. N/A 26, 27
• Upper pressure is 20 bar.
• Inlet gas temperature is shifted to PSA operation temperature, thus

H2O is condensed and removed from the inlet gas.
• Hydrogen recovery degree is 80%.
• The main product stream contains 100% H2.

Palladium Membrane (PdM) • Operating temperature is 370 °C. N/A 28, 29
• Upper pressure is 6 bar.
• Hydrogen recovery degree is 80%.
• The main product stream contains 100% H2.

Preferential Oxidation (PrOx) • Operating temperature is 90 °C. N/A 30-32
• Carbon monoxide content is decreased to 10 ppm.
• Two reactions occur in the reactor, where CO is oxidized to CO2 and

H2 is oxidized to H2O.
• Selectivity for CO oxidation is 50%.

Electrochemical Preferential
Oxidation (ECPrOx)

• Operating temperature is 40 °C. N/A 14
• Carbon monoxide content is decreased to 10 ppm.

Cyclic Water-Gas Shift Reactor
(CWGSR)

• Outlet gas composition is based on equilibria of the system iron/iron
oxide under a gas phase of H2/H2O or CO/CO2.

650 °C e TCWGSR e 800 °C 13

Proton Exchange Membrane
Fuel Cell cell (PEMFC)

• Operating temperature is 80 °C. N/A 33, 34
• Temperature of anode gas is lowered down to ambient temperature;

hence, some H2O is condensed and removed until 100% relative
humidity at 30 °C is achieved.

• Feasibility constraint: maximum CO content in the anode gas is 10
ppm.

High Temperature PEMFC
(HT-PEMFC)

• Operating temperature is 180 °C. N/A 19
• Feasibility constraint: maximum CO content in anode gas is 3%.

Solid Oxide Fuel Cell (SOFC) • Operating temperature is 850 °C. Fuel utilization factor: 0 e f e 1
(only for sequential process,
see section 4.6)

6, 35
• Complete reforming of the feed gas in the anode.
• Anode outlet gas composition is in chemical equilibrium with respect

to water gas shift reaction.
• Minimum cell voltage is 0.7 V.
• Minimal steam to carbon ratio is 1.5 (steam is added if necessary).

Burner • Operating temperature is 900 °C. N/A N/A
• Air is added according to air number (λair,burner) of 1.2.
• CO, H2, and CH4 are completely burned.
• The exhaust gas is cooled down from operating temperature to the

ambient temperature.

Ind. Eng. Chem. Res., Vol. 49, No. 21, 2010 10861



variables. The first input variables contain information about
the molar flow rate of each component in the inlet stream (Gi,in)
and its stream temperature (Tin), which are usually determined
by the preceding unit. The other input variables, labeled as
control variables, represent important operating parameters,
which are not fixed a priori, but subject to a system wide
optimization. Only the most significant control variables were
considered in this study.

The model equations describe specific processes occurring
in the unit, such as reactions or heat transfer, and yield several
output vectors. The first one gives the data of the outlet gas
flow of the unit, which is the molar flow rate of each component
in the outlet stream (Gi,out) and its stream temperature (Tout).
This output variable is used as an input variable for subsequent
units. It should be noted that some of the secondary purification
units have two outlet streams and each of them is connected to
a subsequent process unit. Those units are the CWGSR, the
PdM, and the PSA (see Table 1). Several other units have
secondary outlet streams, for example, the cathode outlet gas
of the fuel cells. These secondary gas streams do not have any
heating value. They are cooled down to ambient temperature
and are dismissed from the process. They are not explicitly
considered as an output variable.

The second group of the output vectors contains information
about the electrical power output or demand (Pel), the heat fluxes
(Q) from or to this unit with their temperature level (T). While
the first quantity is used to evaluate the system performance,
the latter variables are required for the pinch analysis of the
heat integration system.

All process units which were modeled in this study, followed
by their most important individual assumptions, are listed in
Table 1. In addition, the applied operating parameters as well
as their upper and lower bounds are given. To understand how
the models were developed, a detailed example of a gasifier
model is provided in the Appendix.

3.2. System Configuration. Because none of the unit models
assumes a certain reactor size, the models are independent from
the actual reactor size; therefore, the biomass feed rate can be
chosen arbitrarily. In this study, we assumed a feed rate of 1 kg/s
biomass on a dry basis which is equivalent to 1.25 kg/s of “wet”
biomass. As feedstock, spruce wood was chosen (Table 2).

Using the elements of the model library (Table 1), more than
3000 different systems of biomass based fuel cell power plants
has been assembled and evaluated systematically. Figure 4
depicts the general sequence of reactors. Biomass is supplied
to the gasifier and converted to fuel gas with steam and/or air
as the gasification agent. This hot fuel gas passes through a
primary purification section to remove particles and tar. The
primary purification can either comprise a classical scrubber or

a moving bed reactor. Since it was assumed that both of them
remove the particles completely, we did not treat them explicitly
in the models. Depending on different applications, the tar free
fuel gas must then be further conditioned in a secondary
purification section or can be sent directly to a fuel cell. As a
final stage, all exhaust gases are combusted in a burner in order
to recover useful heat before being released to the environment.

Figure 4 illustrates that the process is a sequence of reactors
without recycles. Thus, the unit models were also solved sequen-
tially. At the end, two important indicators of system efficiency
can be obtained from the output variables. The first and most
important indicator is the electrical power, Pel. It is the total
electricity produced by the system including all auxiliary power
requirements, such as the power demand by the blowers. The
second indicator is the amount of high-graded heat that can be
provided by the system, Pth,600°C. The temperature level of 600 °C
was chosen because heat at this temperature may still be used for
a wide variety of technical purposes.

3.3. Feasibility Check. Each process scheme at a given set
of operating parameters is subject to several feasibility checks.
They treat issues such as carbonization, carbon monoxide
tolerance, and heat integration.

3.3.1. Carbonization. Carbonization or carbon deposition
may occur in high temperature units with a high fraction of
carbon monoxide, and it should be avoided. The following two
carbonization reactions were considered:

To determine whether carbonization tends to occur or not, we
use a thermodynamic criterion: as long as the equilibrium of at
least one carbonization reaction favors the educts and not the
formation of solid carbon, there exists a mechanism of carbon
removal and the process is acceptable. In mathematical form,
this can be expressed as

The carbonization check was conducted only in selected high
temperature reactor units. They are the gasifier, the moving bed
reactor, the cyclic water-gas shift reactor, and the SOFC. In
all other low temperature units, carbonization was assumed to
be kinetically limited.

3.3.2. Carbon Monoxide Tolerance. In the work reported
here, three different types of fuel cells were considered. Two
of them, namely the PEMFC and the HT-PEMFC, are sensitive
to CO concentration in the anode feed gas. Hence, if the CO
content of the feed gas into these fuel cells is above the tolerance
of the corresponding fuel cell (see Table 1), the process is
infeasible:

3.3.3. Heat Integration. Every system requires and at the
same time releases certain amounts of heat at different temper-

Table 2. Properties of Wood Assumed in This Study36

wood composition (dry basis)
• carbon (wt %) 49.8
• hydrogen (wt %) 6.3
• oxygen (wt %) 43.2
• nitrogen (wt %) 0.1
• tar (wt %) 0.6
higher heating value (MJ/kg) 18.8
moisture content (wt %) 20.0

Figure 4. Reference block diagram of biomass-based fuel cell power plant.

r1:2CO S CO2 + C
VV

(3)

r2:H2 + CO S H2O + C
VV

(4)

(Δrg1
θ(T) + RT ln

xCO2

xCO
2

pθ

p
> 0) ∨ (Δrg2

θ(T) + RT ln
xH2O

xH2
xCO

pθ

p
> 0)

(5)

xCO,in,HT-/PEMFC e xCO,lim,HT-/PEMFC (6)
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ature levels. Detailed information about the heat requirement
and production are comprised in the output variables of each
unit (Q, T). All of these heat fluxes were integrated in composite
curves, and a pinch analysis was applied to determine whether
the system requires additional heat or it can provide heat as an
energetic product.37

We demand that the process is thermally autonomous,
meaning that all heat necessities can be satisfied by hot streams
within the process. If this requirement is not fulfilled, an amount
of fuel (biomass) would have to be combusted only to cover
the heat demands, which causes a reduction of efficiency. Thus,
the heat integration constraint is satisfied only if the result of
the pinch analysis shows that there is no requirement for
additional heat, or in a short-term:

3.4. Optimization. Each process was optimized in order to
maximize the net electrical power output. For this purpose, the
system’s control variables were manipulated within their given
limits (see Table 1). A system may have 2-6 control variables.
The feasibility constraints were considered by penalty terms in
the optimization.

4. Results and Discussion

4.1. Reference Processes. In the fuel cell literature, two
different basic designs of biomass-based fuel cell power plants
are well-known. Their key difference lies in the applied fuel
cells. In the high temperature process, an SOFC is used. This

simplifies the gas purification and the heat integration. The
SOFC is suitable for steady state operation. The second option
is a low temperature process based upon a PEMFC. This
requires a larger gas purification effort, but a more dynamic
operation is possible. In this study, these two designs serve as
reference cases and are discussed first.

4.1.1. Conventional High Temperature (HT) Process. The
SOFC is a type of fuel cell that can convert CO electrochemi-
cally. Thus, CO removal units are not necessary and the fuel
gas can be fed directly to the fuel cell after passing through the
primary purification. The SOFC also provides heat at high
temperature (≈850 °C), which brings another advantage and
also a drawback. The heat produced can be used to satisfy the
heat demand of other units or as a plant product, but it has to
be removed from the fuel cell. The usual way to remove the
heat is by a large air stream on the cathode side, whereas a
considerable pressure drop has to be overcome, so power
demand for the air blower is also high.

A widely used primary purification unit is the scrubber. In
this unit, the outlet gas from the gasifier is contacted with a
spray of water at ambient temperature which is supposed to
take up all dust. As the gas is cooled down by the water to
about 30 °C, tar components condense and are taken up by the
water. From an energetic point of view, this is a quenching process
where the originally high-graded heat of the fuel gas is converted
to low-graded heat. Thus, its main drawback is the significant loss
of exergy, which has severe consequences for the system heat
integration. Figure 5a shows the block diagram of a high temper-
ature process with a conventional purification step.

Figure 5. High temperature process. (a) Process structure. (b) Electrical net power (MW) depending on the gasifier air number (λair,gasifier) and steam number
(λsteam,gasifier). (c) Stream temperature and compositions of high temperature process at optimum conditions.

Pth,req ) 0 (7)
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This high temperature process has only two control variables
(see Table 1): the steam number, λsteam,gasifier, and the air number
of the gasifier, λair,gasifier. They describe the relative amount of
air and steam that is fed to the gasifier per unit biomass. Their
definition is given in the Appendix. Their influence on the net
power output, Pel, is shown in Figure 5b. On the left bottom
corner of the diagram, a white line represents a feasibility border.
Below this line is an infeasible region in which carbonization can
occur in the gasifier. In this region, the product gas of the gasifier
contains a large fraction of CO, shifting the equilibria of both
carbonization reactions (eqs 3 and 4) to the right-hand side.

In the gasifier, the increase of the steam number shifts the
chemical equilibrium of the steam methane reforming (SMR)
and water-gas shift reaction (WGSR) to the product side. The
concentration of H2 is, hence, increased while the fractions of
CO and CH4 in the product stream are decreased. This effect,
however, only has a minor impact on the electrical power
produced if an SOFC is used. All CO and CH4 in the feed gas of
the SOFC are completely reformed to H2 and CO2 (see Table 1).
Thus, the amount of fuel components available to the SOFC is
nearly the same for different steam numbers. On the other hand,
the impact of the air number on the performance of the system is
notable. The higher the air number, the more biomass is fully
oxidized in the gasifier; therefore, less fuel (CO, H2 and CH4) is
available for the fuel cell and less electricity is produced.

As shown in Figure 5b, the optimal condition of the high
temperature process with scrubber is achieved at steam gasifica-
tion. This process produces electricity of 7.1 MW of electricity
which corresponds to an electrical efficiency of about 38% and
3.1 MW of high-graded heat. Gas stream compositions at the
optimal condition are listed in the table below the graph. This
outcome is found to be in good agreement with the results from
Panopoulus et al.6

4.1.2. Conventional Low Temperature (LT) Process. CO
poisoning of the electrode catalyst is one of the major issues
for PEMFC, hence, the CO level of the fuel gas in this system
must be lowered down to 10 ppm. For this purpose, high
temperature and low temperature shift reactors (HTSR and
LTSR) are usually used in combination with a PrOx reactor. In
the shift reactors, CO is converted to H2 according to the
water-gas shift reaction. However, the CO level in the outlet
gas is still too high for a PEMFC. To further decrease the CO
content, a selective oxidation in the PrOx reactor can be
employed. A shortcoming of this process is that H2 is also
oxidized together with CO. Figure 6a shows a typical process
configuration of a low temperature process.

As discussed before, the main disadvantage of a scrubber is
due to the considerable loss of high-graded heat (see section
4.1.1). This drawback becomes obvious in the low temperature
process. The main heat consumer is the gasifier and only the
burner produces heat at high temperature (900 °C), which is
insufficient to cover the system’s heat requirements. Thus, the
heat demand by the gasifier has to be reduced. This is fulfilled
by applying air as a gasification agent, thereby burning a
significant portion of the biomass in the gasifier. As a
consequence, less fuel is available in the fuel cell and the
system’s power output is comparably low. In Figure 6b, the
white line indicates the area where carbonization occurs in
the gasifier. The green line represents the feasibility constraint
due to the heat integration.

The maximum electrical power of the conventional low
temperature system is produced by a combination of air and
steam gasification. Obviously, the system’s performance is
limited by the heat integration constraint, so no heat is available
from the process at this point. A higher electrical power output

Figure 6. Low temperature process with a scrubber. (a) Process structure. (b) Electrical net power (MW) depending on the gasifier air number (λair,gasifier) and
steam number (λsteam,gasifier). (c) Stream temperature and compositions of low temperature process at optimum conditions.
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could only be achieved if the process is improved with respect
to the heat integration, for example by substituting some of its
units.

4.2. Moving Bed Reactor (MBR).
4.2.1. MBR in a Low Temperature Process. An alternative

to the scrubber is to use a high temperature primary purification
unit such as the MBR (see section 2.1). It works at temperatures
close to the gasifier temperature. Its benefit is evident when the
MBR replaces the scrubber in the low temperature process. The
infeasible region is now shifted toward lower values of the air
number (see the green lines in Figures 6 and 7) and operating
conditions with attractive power output now become feasible,
as illustrated in Figure 7b.

In principle, high H2 content in the feed gas is preferable for
PEMFC. This is achieved by increasing the steam number. With
large amounts of steam, chemical equilibria of steam methane
reforming and water-gas shift reactions in the gasifier, MBR,
and shift reactors are shifted to the product side and more H2 is
produced. Therefore, a higher net power output can be generated
compared to cases with a lower steam number. Another
approach to influence the chemical equilibria, so that they favor
the product side, is by raising the temperature. In this system,
only the temperature of the MBR can be manipulated within a
certain range (see Table 1), and the optimal operating temper-
ature of the MBR is at its upper bound (850 °C).

The maximum electrical power of this system is about 3.5
times higher than in the LT-system with the scrubber (section
4.1.2, Figure 6). This optimal point also lies on the boundary
of the heat integration constraint, thus high-graded thermal
power is not delivered by the plant. This version of a low
temperature power plant provides electrical efficiency of about
45%. Because the PEMFC is suitable for dynamic operation,
this process might be a good option for a peak power plant.

4.2.2. MBR in a High Temperature Process. The effect
of using the MBR in the high temperature process is shown in
Figure 5. Compared to the high temperature reference process,
it has a significant increase in the production of high-graded
heat by more than a factor of 2. The difference in electrical
power due to tar reforming in the MBR is negligible. Due to
this, the power output profile is similar to the profile of the
reference case, so both are illustrated in Figure 5b. The new
optimal point is now shifted a bit toward a lower steam number.

In contrast to the low temperature process, the effect of the
MBR temperature is not perceptible in this system. It is assumed
that all fuels are completely reformed at the anode channel of
SOFC before being converted electrochemically (see Table 1).
Hence, the electrical power output is not influenced by the fuel
reforming in the preceding unit. This makes the electrical system
efficiency insensitive toward the MBR temperature. We choose
800 °C as the optimal temperature of the MBR simply because
the gasifier also operates at this temperature, thus less heat
exchanger area is needed.

The high temperature process is suitable for a base load power
plant because of the large time constants of the SOFC.
Nevertheless, this process fits the requirements of a combined
heat and power (CHP) plant since it delivers a considerable
amount of electrical and thermal energy.

As a conclusion, the MBR primarily improves the thermal
aspects of a process. It increases the production of high-graded
heat in the high temperature process and relaxes the limiting
constraint of heat integration in the low temperature process.
Furthermore, it reduces the number of required heat exchangers
and, thereby, simplifies the system design. The influence of the
MBR temperature on the system electrical efficiency is notice-
able only in systems with low temperature fuel cells.

Figure 7. Low temperature process with an MBR. (a) Process structure. (b) Electrical net power (MW) depending on the gasifier air number (λair,gasifier) and
steam number (λsteam,gasifier). (c) Stream temperature and compositions of low temperature process at optimum condition.
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4.3. High Temperature Proton Exchange Membrane
Fuel Cell (HT-PEMFC). The main advantage of the HT-
PEMFC is its improved CO tolerance of up to 3%. This fact
allows two new process options. The first one is almost similar
to the low temperature process, but now the PrOx reactor only
needs to decrease the CO content down to 3%. As a conse-
quence, less H2 is consumed in the PrOx reactor and higher
power output is achievable (Figure 8).

The tendency of this process is similar to the reference low
temperature process with an MBR (Figure 7), where steam
gasification with a high steam number is favorable. The
maximum electrical power output of the system with a HT-
PEMFC is slightly lower than in the comparable low temperature
system with an MBR. This is mainly due to the lower Nernst
voltage in the fuel cell at increased temperature. In contrast to
the low temperature PEMFC system, this plant also delivers a
small amount of heat and no infeasible region due to heat
integration exists within the selected range of operating conditions.

The second process option is to eliminate the PrOx reactor
from the low temperature process since the shift reactors are
able to convert CO down to an acceptable level. This process
option is illustrated in Figure 9a. As expected, the tendency is
similar to a process employing a normal PEMFC where the
highest electrical power is produced in the area of steam
gasification. The black line in Figure 9b marks the boundary of
the infeasible area due to CO content in the anode feed gas.
However, this constraint is not limiting, because the area of
maximum electrical power output is still feasible.

Another important benefit of the HT-PEMFC is the improved
heat integration due to its operating temperature. This advantage
can be clearly seen in the cascaded composite curves in Figure
10 which are used for the pinch analysis (see section 3.3.3).
The curves illustrate the situations at optimal conditions. System
a is the LT process with the MBR (Figure 7) and system b is

the modified LT process with an HT-PEMFC (Figure 9). The
red curve in this figure is the hot composite curve which
represents the amount of heat produced by the system at different
temperature levels, e.g. the heat produced by the fuel cell. The
blue curve is the cold composite curve. It contains the
information of heat demands with their temperature levels, such
as the amount of heat required to generate the steam.

In both systems, the gasifier needs a quantity of heat which
is delivered by the burner. In system a, the heat of the burner
must also be used to generate the steam, so that less heat is
available for the gasifier. Therefore, to reduce the gasifier’s heat
necessity, a small amount of air must be fed to the gasifier. In
system b, the heat demand for steam generation can be satisfied
by the heat produced by the HT-PEMFC. Hence, this system
can be operated under pure steam gasification. Additionally, a
certain proportion of high-graded heat is still left as a coproduct.

This analysis shows that the application of HT-PEMFC offers
two distinct advantages. The first is the simplification of the
system due to the CO tolerance of this unit. Second, it extends
the area of feasibility with respect to the heat integration, and
a low amount of high-graded heat is available as a product.

4.4. Alternative Secondary Purification in the Low
Temperature Process.

4.4.1. Pressure Swing Adsorption (PSA) and Palladium
Membrane (PdM). PSA is a widely used technology for the
purification of H2. It operates at relatively low temperature
(20-50 °C) and separates some gaseous species from a mixture
under pressure according to the species’ molecular character-
istics and affinity for an adsorbent material. In a large scale H2

production plant, PSA is sequentially used after the shift
reactors. It has two outlet streams: one product stream rich of
H2 (99.99%) and one residue stream that contains the other gas

Figure 8. HT-PEMFC in common low temperature process. (a) Process structure. (b) Electrical net power (MW) depending on the gasifier air number
(λair,gasifier) and steam number (λsteam,gasifier). (c) Stream temperature and compositions of low temperature process with HT-PEMFC at optimum condition.
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components. One drawback of this unit is the relatively high
power demand due to the compression of the feed gas.25

Palladium membranes (PdM) are also used to separate H2

from a gas mixture. They operate at elevated temperature
(300-450 °C) and under pressure (2-5 bar). The permeate
stream contains 99.9% or better purity of H2.

28 Nevertheless,
the high cost of the membranes and the power consumption
make this process less attractive.

Since both units, PSA and PdM, are able to produce H2 with
high purity, they can be used to replace the PrOx reactor. The
main product stream flows to a PEMFC or a HT-PEMFC, and
the residue stream goes directly to the burner. Simulation of

both units gives almost the same results and tendencies, but a
process with PSA (Figure 11a) produces slightly higher electric-
ity due to lower power demand, so we focus on this option
here. The heat integration is not a limiting factor for either
process.

A system with PEMFC always yields more electrical energy
with increasing amount of H2 in the feed stream. Since the
purpose of a PSA in the low temperature process is only to
separate H2 from the gas, the key units which determine the
quantity of H2 produced are the gasifier, the MBR and the shift
reactors. Thus, a high steam number is favorable for this
purpose, as shown in Figure 11b. At high air numbers, a region

Figure 9. HT-PEMFC in modified low temperature process. (a) Process structure. (b) Electrical net power (MW) depending on the gasifier air number
(λair,gasifier) and steam number (λsteam,gasifier). (c) Stream temperature and compositions of modified low temperature process with HT-PEMFC at optimum
conditions.

Figure 10. Cascaded composite hot and cold heat flows. (a) For LT process with the MBR (Figure 7). (b) For modified LT process with HT-PEMFC (Figure
9).
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with negative power output appears. This represents an area
where the power consumption of the PSA is higher than the
electrical power generated by the fuel cell. At the left bottom
corner of the diagram, the carbonization constraint is violated
in the gasifier. In terms of electrical efficiency, the low
temperature process with PSA yields a lower electrical energy
than the low temperature process with PrOx. This is due to the
parasitic electrical consumption of the PSA and because only
80% of the H2 is recovered in the PSA. However, since the
side product gas of the PSA is sent directly to the burner, more
high-graded heat is now available and, thus, thermal integration
is not a limiting factor.

4.4.2. Electrochemical Preferential Oxidation (ECPrOx).
The ECPrOx is another candidate for replacing the classical
PrOx. Besides selective oxidation of CO, it also delivers
electrical energy as a coproduct (section 2.3). The ECPrOx
model that we used is based on the dynamic equations proposed
by Zhang and Datta.14 It describes the time-averaged conditions
in a spatially lumped ECPrOx reactor. The result of the system
simulation with this model shows a low selectivity of CO
oxidation in the ECPrOx unit, which brings the system to an
infeasible area. However, recent results indicate that the spatially
distributed character of the ECPrOx may not be neglected. So
far, no valid and compact model exists that describes the
performance of spatially distributed ECPrOx reactor. It is likely
that not a single unit of the ECPrOx, but a cascade of electrically
coupled reactor stages leads to an attractive selectivity. However,
according to the current stage of knowledge about this oscillating
reactor, systems with an ECPrOx are not competitive.

4.4.3. Cyclic Water-Gas Shift Reactor (CWGSR). The
CWGSR is an alternative secondary purification reactor that can
substitute the shift reactors including the CO deep removal unit
(section 2.2). This reactor has two outlet streams: one CO-free

stream that contains H2 and H2O and the other is the residue
gas with significant amounts of H2 and CO. The CO-free stream
can be used directly by the PEMFC whereas the residue stream
is fed to the burner (Figure 12a).

The performance of the CWGSR strongly depends on its
operating temperature and the reduction capability of the fuel
gas. The thermodynamic equilibria of the reduction reactions
are functions of the unit’s temperature. Thus, the CWGSR
operating temperature is used as an optimization variable. The
reduction capability of the fuel gas determines the quantity and
quality of H2 produced. The degree of hydrogen recovery in
the CWGSR is increased if the feed gas has high reduction
capability, i.e. if the ratios of H2/H2O and CO/CO2 are high.
This can be seen in Figure 12b, where higher steam content in
the fuel gas leads to worse performance of the CWGSR, thereby
producing less clean H2 and, consequently, less electrical energy.

The CWGSR has a thermodynamic limit where for a lean
gas, the reduction of the metal oxide is no longer possible. As
a result, no H2 is produced during the oxidation phase and no
electricity is generated by the fuel cell. Such gas compositions
occur if the gasifier is operated at a high air number.

Application of the CWGSR in a low temperature fuel cell
plant yields a maximum electrical power of 7.2 MW at a
relatively low value of the steam number (Figure 12b). It also
delivers a small portion of high-graded heat, which is about
the same as in the system with the PSA (Figure 11). However,
the electrical power is about 14% lower than from the corre-
sponding reference system (LT process with MBR, Figure 7).
So, the CWGSR may simplify the plant structure and the heat
integration, but it reduces the overall plant efficiency.

4.5. Parallel Plant Concepts.
4.5.1. Parallel System with a PSA. In the low temperature

process with PSA, the side stream of the PSA is simply

Figure 11. PSA in alternative low temperature process. (a) Process structure. (b) Electrical net power (MW) depending on the gasifier air number (λair,gasifier)
and steam number (λsteam,gasifier). (c) Stream temperature and compositions of low temperature process with PSA at optimum condition.
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combusted in the burner. This stream, however, still contains a
considerable amount of valuable fuel components (CO, H2, and
CH4) and is appropriate to be used in the SOFC. This leads to
a system with two types of fuel cells: the H2 rich stream as the
main product from the PSA is processed by the PEMFC, while
the SOFC converts the residue gas. This process structure, the
so-called parallel plant, is illustrated in Figure 13a. In this
concept, the PSA is not used as a purification step, but rather
as a gas separator.

One problem with this process might be that the temperature
of the residue gas (30 °C) has to be raised up to the temperature
of the SOFC (850 °C). However, this heat requirement is well
covered by the heat produced by the SOFC itself. Figure 13b
shows the simulation results of a parallel process with PSA.
The addition of an SOFC increases the electrical output by about
23% compared to the normal low temperature process with PSA
(Figure 11).

Similar to the low temperature process, higher values of the
steam number are preferred in this process. In opposite to the
low temperature process with PSA, the heat integration con-
straint is limiting in the parallel process. The green solid line
in Figure 13b denotes the feasibility boundary due to the heat
integration. This limit occurs because instead of using the
secondary product gas for heat production, it is now used to
generate electrical energy and a small amount of heat.

4.5.2. Parallel System with a CWGSR. Just like the PSA,
the CWGSR provides one product stream rich of H2, which is
appropriate for a PEMFC, and a second stream which can be
utilized in an SOFC. Using the CWGSR to replace the sequence
of shift reactors and PSA leads to a simpler parallel plant (Figure
14a).

Much like the PSA in the previous plant, the CWGSR works
as a gas separator. With that, the electrical power output is

increased by about 24% compared to the low temperature
process with CWGSR (Figure 12). Because the H2 recovery in
the CWGSR is maximal at low values of steam number and
because the PEMFC is slightly more efficient than the SOFC
due to a more efficient cooling system, the optimal performance
is found at a steam number of 1.25. Similar to the parallel system
with PSA, the thermal integration constraint also occurs in this
process, denoted by the green line. Since the point of optimal
performance lies at this boundary, no high-graded heat is
available from the process.

4.5.3. Parallel System with a Gas Splitter. The design of
the parallel system proposed by Yokoo et al.9 looks similar
to the low temperature process (Figure 7a). The difference is
that the exhaust gas from the primary purification unit (or the
steam reformer in Yokoo’s system) is split into two streams:
one of them passes the secondary purification units before being
utilized in the PEMFC, while the other is fed directly to the
SOFC. The splitting ratio is defined as the gas fraction which
is fed into the PEMFC. In the work of Yokoo et al.,9 the splitting
ratio is not treated as an optimization variable. In our study,
this parameter is subject to optimization and results show that
the maximum electrical power is generated at a splitting ratio
of about 80%. This means that the PEMFC remains the main
electricity producer, and thus, this parallel process shows
almost the same electrical power profile as the low temper-
ature process (Figure 7b). The utilization of SOFC relaxes
the limiting heat integration constraint (the green line) and,
as a result, a higher electrical power output can be produced.
This outcome is consistent with the findings from Yokoo et
al.,9 who computed the electrical efficiency of their system
to be at around 50%, whereas our estimation predicts an
efficiency of about 48%.

Figure 12. CWGSR in alternative low temperature process. (a) Process structure. (b) Electrical net power (MW) depending on the gasifier air number
(λair,gasifier) and steam number (λsteam,gasifier). (c) Stream temperature and compositions of low temperature process with CWGSR at optimum conditions.
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Figure 14. CWGSR in parallel process. (a) Process structure. (b) Electrical net power (MW) depending on the gasifier air number (λair,gasifier) and steam
number (λsteam,gasifier). (c) Stream temperature and compositions of parallel process with CWGSR at optimum conditions.

Figure 13. PSA in parallel process. (a) Process structure. (b) Electrical net power (MW) depending on the gasifier air number (λair,gasifier) and steam number
(λsteam,gasifier). (c) Stream temperature and compositions of parallel process with PSA at optimum condition.
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The electrical power of the parallel concept is clearly superior
to the process with a single fuel cell. But besides high efficiency,
these plants offer several additional advantages. By decreasing
the splitting performance (in a PSA or CWGSR) or the splitting
ratio (in a gas splitter), more fuel gas can be supplied to the
SOFC which reduces the electrical efficiency but increases the
thermal power output. The parallel processes are, therefore,
flexible: they can deliver electrical base-load from the SOFC,
electrical peak power by their PEMFC and high-graded heat.
The system with PSA produces a slightly lower electrical energy
than the system with the CWGSR or a gas splitter because of
electrical power consumption in the PSA unit. In addition, the
application of the CWGSR also allows a high temperature path
of the fuel gas, which leads to less heat losses and requires
smaller heat exchanger area in the system.

4.6. Sequential Concept. A further process configuration of
biomass based fuel cell power plant is a consecutive combination
of high and low temperature fuel cells (Figure 15a). The idea
comes from the fact that the SOFC can act as an additional
reforming step, besides producing heat and electricity. For that
reason, fuel utilization of the SOFC in a sequential process must
be less than the maximum possible value of SOFC fuel
utilization.

If f ) 1, the SOFC consumes most of the fuel and only small
amount of fuel components is still available in the PEMFC,
which may not be able to utilize these gases. In that case, the
process equals the high temperature process (Figure 5). On
the other hand, if fuel utilization in the SOFC equals to zero,
the process turns out to be almost identical to the low
temperature process (Figure 7).

The simulation result of the sequential process is shown in
Figure 15b. Even though the PEMFC is the main electricity

producer in this process, it is important to realize that the
composition of the PEMFC feed gas is strongly influenced by
the SOFC. As discussed in section 4.1.1, the change of steam
number does not really affect the performance of the SOFC.
The quality of the SOFC outlet gas, then, remains almost
constant with steam number. Automatically, the fuel gas
concentration will also stay nearly the same, as well as the power
output of the PEMFC.

Due to the constraint of heat integration, pure steam gasifica-
tion is not possible in this system, as indicated by the green
line. This is because the SOFC consumes only about half of
the fuel gas and the burner produces only little high-graded heat.
To cover the heat necessity, a small amount of air has to be
added to the gasifier.

The sequential system produces the highest electrical power
output among all systems under discussion (Pel,max ) 9.5 MW),
which is achieved at f ) 0.45. No thermal energy is provided
at this point because it works at the boundary of the heat
integration constraint.

The sequential combination of high and low temperature
fuel cells is the most efficient system in terms of electrical
energy, which is in a good agreement with the result from
the work of Yokoo et al.9 As with the parallel plant, this
system may provide base and peak power as well as heat by
control of the fuel utilization in the fuel cells. Compared to
the parallel plant with the CWGSR (Figure 14), this system
contains more units and requires a larger system of heat
exchangers, so both parallel and sequential plants may be
seen as equally good systems.

A summary of all processes that have been discussed is given
in Table 3. In this table, the maximum electrical efficiency of
different processes together with the thermal efficiency is
presented.

Figure 15. Sequential process. (a) Process structure. (b) Electrical net power (MW) depending on the gasifier air number (λair,gasifier) and steam number
(λsteam,gasifier). (c) Stream temperature and compositions of series process at optimum conditions.

ηfuel,SOFC,seq ) fηfuel,SOFC,max, 0 e f e 1 (8)
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5. Conclusions and Outlook

Four novel reactor concepts for a biomass gasification-fuel
cell system have been evaluated in a systemwide context. It
turns out that the high temperature gas purification units and
the HT-PEMFC offer significant advantages due to better heat
integration compared to their classical counterparts. The ap-
plication of the MBR (see section 2.1) in high temperature
systems leads to an increased production of high-graded heat,
whereas in the low temperature process, it allows the system to
work at higher efficiencies due to relaxation of the heat
integration constraint. The ECPrOx (see section 2.3) does not
seem to be attractive, but this result is only preliminary since
the optimal reaction control in this unit is not yet known. Besides
its function as a secondary gas purification unit, the CWGSR
(see section 2.2) is especially interesting as a gas separator,
because it allows the design of a novel type of power plants
combining high and low temperature fuel cells.

Regarding optimal system design, attractive electrical ef-
ficiencies can be obtained by high or low temperature fuel cell
systems. Plants with high temperature fuel cells are best suited
for combined production of electric base power and high-graded
heat plant (CHP). Systems with low temperature fuel cells
usually operate at their heat integration limit and provide
electrical peak power, but no high-graded heat.

The most efficient plants combine high and low temper-
ature fuel cells in a parallel or sequential arrangement. These
plants are made possible by units such as the CWGSR that
separate a fraction of high purity hydrogen from the fuel gas
for use in the PEMFC. These systems offer electric base and
peak load as well as high-graded heat in a flexible, efficient
way.

Future works include the continued development of the
attractive novel reactors on an experimental and theoretical
basis as well as the more detailed analysis and design of the
combined fuel cell power plants. No recycles have been

considered in this study in order to keep the number of system
options at a reasonable level. However, the anode exhaust
gas of the SOFC may be used to substitute partially or
completely the gasification agent, thereby providing an
attractive option for mass integration. This option will be
subjected to further studies.
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Appendix: Gasifier Model

As an example for the unit models used in the model library,
the gasifier model is introduced here. Gasification converts wood
to gaseous fuel with the help of steam and/or air as gasification
agent. The gasification process is divided into two zones: the
preheating and the reaction zone (Figure 16).

Before entering the fluidized bed, all inlet streams are heated
up to the gasifier temperature in the preheating zone. The heat
demand for the wood moisture is computed together with the
H2O feed, while the heat demands for the dry wood and the air
are calculated individually.

The amounts of H2O and air flow rate are determined by using
the definition of the steam and the air numbers. Air number is
the ratio of air flow and the amount of air needed to fully
combust the biomass:

Table 3. Summary of all Process Variations for the Biomass-Based Fuel Cell Power Plant Presented in This Contribution

name of the process
primary

purification secondary purification fuel cell ηel,max
a ηth

b

reference

• high temperature + scrubber scrubber - SOFC 37.8% 16.5%
• low temperature + scrubber scrubber shift reactors + preferential oxidation PEMFC 12.8% -

moving bed reactor (MBR)

• high temperature + MBR MBR - SOFC 36.7% 40.4%
• low temperature + MBR MBR shift reactors + preferential oxidation PEMFC 44.7% -

high temperature PEMFC (HT-PEMFC)

• low temperature + HT-PEMFC MBR shift reactors + preferential oxidation HT-PEMFC 44.1% 3.8%
• modified low temperature + HT-PEMFC MBR shift reactors HT-PEMFC 44.1% 3.8%

alternative secondary purification

• low temperature + palladium membrane MBR shift reactors + palladium membrane PEMFC 23.4% 18.9%
• low temperature + PSA MBR shift reactors + PSA PEMFC 34.6% 5.8%
• low temperature + cyclic

water-gas shift reactor
MBR cyclic water-gas shift reactor PEMFC 38.3% 6.9%

parallel plant

• parallel plant with PSA MBR shift reactors + PSA SOFC + PEMFC, parallel 42.5% -

• parallel plant with cyclic
water-gas shift reactor

MBR cyclic water-gas shift reactor SOFC + PEMFC, parallel 47.3% -

• parallel plant with gas splitter MBR shift reactors + preferential oxidation SOFC + PEMFC, parallel 47.8% -

sequential plant

• high temperature + low temperature MBR SOFC + shift reactors + preferential oxidation SOFC + PEMFC, sequential 50.5% -

a Maximal electrical efficiency: ηel,max ) Pel, max/HHV of biomass. b Thermal efficiency at maximal electrical efficiency: ηth ) Pth,600°C/HHV of
biomass. Here, 600 °C is used as a temperature reference of high-graded heat produced.

λair,gasifier )
GairxO2,air

GC,wood +
1
4

GH,wood -
1
2

GO,wood

(A.1)
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The steam number is defined as the ratio of steam fed into the
gasifier to the amount of steam required to completely reform
the biomass into fuel substances (CO and H2):

The atomic flow rate from the wood can be computed as follows:

where mwood,dry is the mass flow rate of dry wood, ywood,dry is
dry wood composition (see Table 2) and Mi is the molar mass
of atom species i.

The amount of H2O that enters the gasifier is the sum of the
H2O feed and the wood moisture:

where wH2O is the moisture content of wood (wt %) and MH2O

is the molar mass of H2O.
With the wood composition assumed in this study, 20%

moisture content corresponds already to a steam number of 0.96.
This indicates that pure air gasification is not possible with this
type of fuel, and although it is not shown explicitly in the figures,
λsteam,gasifier ) 0.96 is a lower bound for the steam number. Lower
steam numbers can only be realized if the wood has less
moisture.

The heat demand in the preheating zone is calculated as
follows:

Steam preheating is separated into three sections: water heating,
evaporation, and steam heating.

In the reaction zone, three calculations are solved sequen-
tially. First, phenol flow and the inlet atom flow rates are
calculated:

where wtar,wood is the tar content of the wood (wt %).
If the amount of oxygen atom flow rate obtained from eqs

A.13 is sufficient for the gasification process but less than needed
for a complete combustion: GC - (1/4)GH e GO < 2(GC + GH/
2), then the composition of the outlet stream is calculated
based on chemical equilibrium with respect to the water-gas
shift reaction (eq A.15) and the steam methane reforming
(eq A.16). Otherwise, the calculation is ended and the process
is infeasible.

The law of mass action of both reactions must be ful-
filled:

Figure 16. Mass and heat flow scheme of the gasifier model.

λsteam,gasifier )
GH2O

GC,wood - GO,wood
(A.2)

Gi,wood ) mwood,dryyi,wood,dry/Mi; i ) {C, H, O, N}
(A.3)

GH2O ) GH2O,feed + mwoodwH2O/MH2O (A.4)

Wood preheating

Qwood|T0

Tgasifier ) mwood,dryCpwood
(Tgasifier - T0) (A.5)

Steam preheating

Qsteam|T0

100°C
) GH2O(ΔfhH2O,l

θ (100 °C) - ΔfhH2O,l
θ (T0))

(A.6)

Qsteam|100°C
100°C

) GH2O(ΔfhH2O,g
θ (100 °C) - ΔfhH2O,l

θ (100 °C))

(A.7)

Qsteam|100°C
Tgasifier ) GH2O(ΔfhH2O,g

θ (Tgasifier) - ΔfhH2O,g
θ (100 °C))

(A.8)

Air preheating

Qair|T0

Tgasifier ) Gair[xO2,air(ΔfhO2

θ (Tgasifier) - ΔfhO2

θ (T0)) +

(1 - xO2,air)(ΔfhN2

θ (Tgasifier) - ΔfhN2

θ (T0))] (A.9)

Gphenol ) mwood,drywtar,wood/Mphenol (A.10)

GC ) GC,wood - 6Gphenol (A.11)

GH ) GH,wood + 2Gsteam - 6Gphenol (A.12)

GO ) GO,wood + 2GairxO2,air + Gsteam - Gphenol

(A.13)

GN ) GN,wood + 2Gair(1 - xO2,air) (A.14)

WGSR: CO + H2O T CO2 + H2 (A.15)

SMR: CH4 + H2O T CO + 3H2 (A.16)

exp(-ΔrgWGSR
θ /RTgasifier) )

GCO2,outGH2,out

GCO,outGH2O,out
(A.17)
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where the Gibbs enthalpies of both reactions are calculated
as

Because the SMR equilibrium is only approximately reached,
the equilibrium constant of SMR has to be modified by adding
a constant R to the Gibbs enthalpy (eq A.20). This constant
has been fitted to the experiment results20 and was found to
be +10 kJ ·mol-1.

In addition, four atom balances have to be fulfilled:

Solving these six equations (eqs A.17, A.18, and A.21-A.24)
gives the molar flows of CO, CO2, H2, H2O, CH4, and N2 at the
gasifier outlet. At the outlet stream, no O2 can be found because
all oxygen atoms are completely utilized and phenol flow rate
is computed by eq A.10.

The heat required or produced by the gasifier is the difference
between all incoming enthalpy fluxes (air, steam, and wood) at
gasifier temperature and outgoing enthalpy flux (outlet gas) also
at gasifier temperature:

To conclude, the input and output quantities of the gasifier model
are illustrated in Figure 17.

Symbols

Cpwood
) heat capacity of dry wood, J ·g-1 ·K-1

f ) fuel utilization factor, 1
Gi ) flow rate of gas component i, mol · s-1

Gi,wood ) flow rate of atom i (C, H, O, N) from dry wood, mol · s-1

H ) enthalpy flux, MW
Keq ) equilibrium constant, 1
mwood ) mass flow rate of wet wood, g · s-1

mwood,dry ) mass flow rate of dry wood, g · s-1

mwood,H2O ) mass flow rate of H2O from wood moisture, g · s-1

Mi ) molar mass of atom i (C, H, O, N), g ·mol-1

p ) pressure, bar
Pel ) electrical power produced or consumed, MW
Pth,600°C ) heat power produced at 600 °C, MW
Pth,req ) heat power required by the system, MW
Q ) heat flux, MW
R ) gas constant, J ·mol-1 ·K-1

T ) temperature, K
wH2O ) moisture content of wood, g ·g-1

wtar,wood ) tar content of wood, g ·g-1

xi ) molar fraction of gas component i, mol ·mol-1

ywood,dry ) composition of wood on a dry basis, g ·g-1

Δfh ) enthalpy of formation, J ·mol-1

Δfhwood ) enthalpy of formation of dry wood, J ·g-1

Δrg ) Gibbs enthalpy of reaction, J ·mol-1

Δrh ) enthalpy of reaction, J ·mol-1

Δrs ) entropy of reaction, J ·mol-1 ·K-1

ΔTmin ) minimum temperature difference in heat exchangers, K
R ) fitting parameter of SMR equilibrium, J ·mol-1

λair ) air number 1
λsteam ) steam number 1
ηel ) electrical efficiency 1
ηth ) thermal efficiency 1
ηfuel,SOFC,seq ) fuel utilization of the SOFC in a sequential proc-

ess 1

Superscripts

θ ) standard
* ) modified

Subscripts

in ) inlet stream
max ) maximum
out ) outlet stream
opt ) optimal
lim ) limit

AbbreViations

CHP ) combined heat and power
CWGSR ) cyclic water-gas shift reactor

Figure 17. Inlet and outlet streams, control variable, and outlet variable of
the gasifier model.

exp(-ΔrgWGSR
θ /RTgasifier) )

GCO2,outGH2,out

GCO,outGH2O,out
(A.18)

ΔrgWGSR
θ (Tgasifier) ) Δrh(Tgasifier) - TgasifierΔrs(Tgasifier)

(A.19)

ΔrgSMR
θ *(Tgasifier) ) (Δrh(Tgasifier) - TgasifierΔrs(Tgasifier)) + R

(A.20)

GC ) GCO,out + GCO2,out + GCH4,out (A.21)

GH ) 2GH2,out + 2GH2O,out + 4GCH4,out (A.22)

GO ) GCO,out + 2GCO2,out + GH2O,out (A.23)

GN ) 2GN2,out (A.24)

Hwood ) mwood,dry(Δfhwood
θ

+ Cpwood
(Tgasifier - T0))

(A.25)

Hsteam ) GH2OΔfhH2O,g
θ (Tgasifier) (A.26)

Hair ) Gair[xO2,airΔfhO2

θ (Tgasifier) + (1 - xO2,air)ΔfhN2

θ (Tgasifier)]

(A.27)

Hout ) ∑
i

Gi,outΔfhi
θ(Tgasifier) (A.28)

Qgasifier|
Tgasifier ) Hout - (Hwood + Hsteam + Hair)

(A.29)
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ECPrOx ) electrochemical preferential oxidation
HHV ) higher heating value
HT-/LTSR ) high temperature/low temperature shift reactor
HT-PEMFC ) high temperature proton exchange membrane fuel

cell
MBR ) moving bed reactor
MCFC ) molten carbonate fuel cell
PAFC ) phosporic acid fuel cell
PdM ) palladium membrane
PEMFC ) proton exchange membrane fuel cell
PrOx ) preferential oxidation
PSA ) pressure swing adsorption
SMR ) steam methane reforming
SOFC ) solid oxide fuel cell
WGSR ) water-gas shift reaction
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We propose the application of nonconstant temperature gradients to improve the

quality of temperature programmed reduction (TPR) experiments with respect to

parameter estimation and model discrimination. This leads to TPR experiments with

nonlinear temperature profiles (N-TPR). To determine optimal profiles for the tempera-

ture gradient, optimal control problems are set up and solved numerically. The results

show that N-TPR experiments can be significantly better than traditional linear TPR

experiments for many different scenarios. To implement these results in practice, we

develop and demonstrate reduced optimization problem formulations, which can be

solved faster and more reliably than the original formulation, with very similar results.
VVC 2011 American Institute of Chemical Engineers AIChE J, 57: 2888–2901, 2011

Keywords: temperature programmed reduction, experimental design, optimal control,

model reduction

Introduction

Temperature Programmed Reduction (TPR) is an experi-

mental method that is widely used for the estimation of kinetic

parameters of metal oxide reduction reactions.1,2 Its working

principle is simple (Figure 1); hydrogen (or some other reduc-

ing gas) flows continuously through a small sample of the

metal oxide powder. The metal oxide is reduced in the hydro-

gen atmosphere, converting part of the hydrogen to steam. The

concentration of steam in the exhaust gas is proportional to the

reaction rate in the sample and is measured in short time inter-

vals (about one measurement per second). The reduction pro-

cess may include several reaction steps in which the steam

fraction is proportional to the cumulated rates of all reactions.

The sample temperature starts at low values (ambient tempera-

ture up to 500 K), is increased at a constant rate, and follows

a linear profile over time. Typical temperature gradients are

between 5 and 25 K/min. At initial time, due to the low tem-

peratures, reaction rates are virtually zero. With increasing

temperature, the reaction rates increase and eventually, reac-

tions reach complete conversion. As soon as full reduction

conversion is reached, the reaction rates approach zero again,

and the TPR run ends. The resulting measurement signal is

used to estimate kinetic parameters. It may also be applied to

discriminate rivaling models.3–5

The only control variable that can be changed from one

TPR experiment to another is the applied temperature

Correspondence concerning this article should be addressed to P. Heidebrecht
at heidebrecht@mpi-magdeburg.mpg.de.
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gradient. Typically, a series of three to five TPR experiments

is carried out with different temperature gradients and the

whole ensemble of measured profiles is used for the parame-

ter estimation. In a system with three reactions [e.g., the

reduction of hematite (Fe2O3)], 12 parameters need to be

estimated from these few experiments: the reaction rate con-

stants, the activation energies, the orders of reaction, and the

fractions of convertible material in the sample.

With 12 unknown parameters and only one single control

parameter, the TPR method has very limited options to control

the experiment. This can also be seen in a contribution by

Pineau et al.,6 where they present a compilation of TPR studies

on the reaction kinetics of iron oxide reduction carried out by

various authors. Essentially, they show that estimates of the

activation energies of reduction reactions vary significantly,

even though they were obtained under comparable conditions.

While some of these differences may be attributed to morpho-

logical differences in the sample materials, this result indicates

that the parameter estimates have a large uncertainty. More-

over, with regard to model discrimination, we have shown3

that the classical TPR method is not well suited to identify the

reaction scheme or the type of reaction kinetics of systems

with multiple reactions; the data from a series of TPR experi-

ments could be fitted equally well by very different models.

One option to amend these deficits of the TPR method is to

extend its control options. This can be achieved by lifting the

restriction of a constant temperature gradient and thereby turn-

ing it into a function of time. Because this leads to experi-

ments with nonlinear temperature profiles, we propose to call

this method N-TPR (Nonlinear Temperature Programmed

Reduction). The control function, namely the temperature gra-

dient, can then be designed in such a way that the resulting

measurement function becomes optimal for the goals of the

experiment. This leads to formulation of optimal control prob-

lems, which are developed and described in Section ‘‘Problem

Formulation.’’ These are solved numerically, and some exem-

plary solutions are shown in Section ‘‘Optimal N-TPR Experi-

ments.’’ With respect to better applicability of N-TPR, we pro-

pose to use reduced optimization problems, which can be

solved reliably and quickly. They are introduced and discussed

in Section ‘‘Reduced Problem Formulation.’’

Problem Formulation

In this study, we develop optimization problem formula-

tions for two different purposes: to design optimal N-TPR

experiments for parameter estimation (Section ‘‘Optimal con-

trol problem for improved parameter estimation’’) and to dis-

criminate among competing models (Section ‘‘Optimal con-

trol problem for model discrimination’’). Because the

dynamic model equations of a TPR system are common to

both problems, we introduce them in the next section.

The TPR model

The TPR model describes the relation between the input

and the output of a TPR experiment (Figure 2). The only

input variable is the temperature gradient. In traditional

TPR, this is a constant, while in N-TPR, it is time depend-

ent. The output variable is the measurement signal that

essentially corresponds to the cumulative reaction rate in the

sample. The model states comprise the sample composition,

x, and temperature, W, which we normalize by a fixed stand-

ard temperature.

The model is formulated in terms of the following dimen-

sionless parameters, p (see Heidebrecht et al.3 for a more

detailed derivation):

• The Damköhler number, Daj, corresponds to the reac-

tion rate constant of reaction j at reference temperature, Wrefj .

• The Arrhenius number, Arrj ¼ Ej/RT
y, corresponds to

the activation energy of reaction j.
• The oxygen capacity, Hj, corresponds to the fraction of

oxygen that is released by reaction j, related to the total

amount of reducible oxygen in the fully oxidized material.

• The order of the reaction, n.
In addition, we define the rate of reaction j, that is, Rj(x,

W, p) as well as the temperature gradient, u. The model equa-

tions include the mass balance, which comprises the reaction

rates, Daj
Rj, divided by the oxygen capacity, Hj and multi-

plied by the stoichiometric coefficients, mi,j. This balance

describes the change in the sample composition, x:

_xi ¼ f x; #; pð Þ ¼
XNr

j¼1

mi;j 

Daj

Hj


 Rj x; #; pð Þ; i ¼ 1…Ns (1)

with Ns denoting the number of reducible species and Nr the

number of reactions in the system. The initial conditions for

these ODEs are

x s ¼ 0ð Þ ¼ x0 (2)

The temperature is increased according to the temperature

gradient:

_# ¼ u sð Þ (3)

with the initial temperature

Figure 2. Input-output scheme of a TPR experiment.

Figure 1. Principle of a TPR experiment.

[Color figure can be viewed in the online issue, which is
available at wileyonlinelibrary.com.]
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# s ¼ 0ð Þ ¼ #0 (4)

The measured output signal is the sum of all reaction

rates:

y ¼ g x; #; pð Þ ¼
XNr

j¼1

Daj 
 Rj x; #; pð Þ (5)

The reaction kinetics comprise an Arrhenius term, consid-

ering the effect of temperature on the reaction rate, as well

as a composition dependent function. The latter depends on

the mole fraction of the reactant species of reaction j, x~j, and
has the reaction order nj.

Rj ¼ exp Arrj 

1

#ref
j

�
1

#

 ! !

 rj x~j; nj

� �
; j ¼ 1…Nr (6)

In solid state reactions, three kinetic laws are commonly

applied: Power law, Avramy-Erofeev, and diffusion-limited

kinetics.7,8 Additional kinetic models such as the shrinking

core or the crackling core models9 may be applied, but are

not considered here.

� Power law kinetics

rj ¼ x
nj
~j
; 0:5 
 nj 
 2:0 (7)

Strictly speaking, the physical motivation behind the

power law kinetics—the probability of nj reactant molecules

meeting at a reaction site at the same time—does not apply

to solid phase conversions.4,10 However, due to its simplicity

and effectiveness in practical applications, power law

kinetics are frequently used to describe reduction processes.

The bounds on the reaction order in Eq. 7 are arbitrary, but

they reflect a typical span for these kinetics.

� Avramy-Erofeev kinetics

rj ¼
x~j 
 � log x~j

� �h inj
1� nj

;
1

2

 nj 


3

4
(8)

The Avrami-Erofeev kinetics result from a simplification

of a rather complex model that considers populations of

nucleates of product species, each of a different size, in

combination with a growth rate at the boundaries of nucle-

ates, where product and reactant phase are in contact with

each other. Equation 8 is derived for a single reaction sys-

tem, with pure reactants as initial conditions.11,12

� Diffusion limited kinetics

rj ¼
x
1�1=nj
~j

1� x
1=nj
~j

; 1 
 nj 
 3 (9)

Similar to Avrami-Erofeev kinetics, diffusion limited

kinetics are derived with the assumption of pure reactants at

initial time,9 so its physical motivation is only valid for a

single reaction system. At initial time, the reaction rate (Eq.

9) according to this formulation reaches infinite values. The

overall rate (Eq. 6) remains bounded by choosing a zero ini-

tial temperature, and, consequently, zero Arrhenius term at

initial time.

Optimal control problem for improved parameter
estimation

Objective function We first consider N-TPR optimization

problems that maximize the quality of the parameter esti-

mates. The idea is to determine a control profile [the temper-

ature gradient, u(s)], which results in a measurement signal

[the cumulative reaction rate, y(s)] that offers the best covar-

iance matrix of the estimated parameters. This matrix

includes variances of individual parameters, as well as the

pairwise correlation of different parameters, representing the

interdependence of these estimates.

Several optimality criteria have been derived in an effort

to define the ‘‘best’’ covariance matrix13,14:

• A-optimality criterion minimizes the trace of the covari-

ance matrix. Thus, the individual estimates of the parameters

are improved, but the off-diagonal elements describing the

covariance between different parameters are ignored.

• C-optimality criterion minimizes the variance of an esti-

mator of a linear function of the parameters. As with the A-

optimality criterion, off-diagonal elements are not consid-

ered.

• D-optimality criterion minimizes the determinant of the

covariance matrix. Thus, the interdependence of the esti-

mated parameters is considered in this criterion.

• E-optimality criterion minimizes the largest eigenvalue

of the covariance matrix. All other properties of the covari-

ance matrix are disregarded. This criterion corresponds to

minimizing the largest diameter of the parameter confidence

region. The objective function may not be continuously dif-

ferentiable at all points.

The D-optimality criterion considers the covariance ele-

ments of the matrix, reducing variances, and covariances

alike, and is a continuously differentiable function. More-

over, by modifying the original D-optimality criterion, one

can also choose to design experiments that minimize the var-

iances of specific parameters or reduce the covariance of a

certain pair of parameters. Because this criterion offers

greater flexibility, it is the criterion that we consider in this

study.

The objective function according to the D-optimality crite-

rion is given by (see Bard,15 Chapter 10):

max det V�1
0 þ BT

P
�1B


 �
(10)

In this function, V0 denotes the a priori covariance matrix

of the parameters from previous estimates, P denotes the

expected covariance matrix of the measurements in the

planned experiment, and B describes the expected sensitivity

of the measurements with respect to the parameters in the

planned experiment.

In the case of N-TPR, this objective function can be fur-

ther modified according to the following assumptions. First,

we note that prior parameter values as well as the covari-

ance matrix, V0, have to be estimated from previous experi-

ments, which may be traditional linear or nonlinear TPR

experiments. One can expect that prior parameter values of

the model have a strong impact on the optimal design.
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However, if V0 is unknown it requires many optimizations to

be conducted to cover a wide space of possible parameter

values. Including the dependence of the optimal experiments

on the a priori covariance matrix would increase the multi-

tude of the necessary calculations. Therefore, to keep the

number of cases to be solved to a reasonable level, we omit

this matrix from the objective function. Of course, if V0 is

known a priori, it can easily be included in the objective

function.

Second, the covariance matrix of the measurements,P, is dif-

ficult to obtain because (a) the measurement error is not inde-

pendent of the measured value and (b) the measurements in a

single TPR run are not statistically independent. Thus, diagonal

elements are of different magnitudes and off-diagonal elements

inP are non-zero. Because this is the a priori covariance matrix

of the measurements, one would need a good model to predict it

for TPR experiment, which is not available. Instead, for the pur-

pose of planning the experiments, we replace the unknown ma-

trix P by an identity matrix. This essentially ignores the statisti-

cal properties of the measurements and, instead, focuses on the

sensitivities from the postulated model. With that, we end up

with a reduced objective function:

max det BTB

 �

(11)

This essentially tells us to design the experiment in such a

way that its outcome is as sensitive with respect to the

model parameters as possible.

The sensitivity matrix, B, comprises the sensitivities of the

measurement signal with respect to the estimated parameters,

p, at the designed experimental conditions (Bard,15 Chapter

7–51). To account for different orders of magnitude of the

parameters, the sensitivities are normalized by the actual

value of the corresponding parameter. Let n be the number

of measurements taken during a TPR run, si the time when

the i-th measurement is taken, and m the number of model

parameters to be estimated from the TPR experiment. Then,

the sensitivity matrix B can be estimated using the parameter

sensitivities of the model output at each measurement point:

B �

@y
@p1

"""
s1


p1 
 
 
 @y
@pm

"""
s1


pm

..

. ..
.

@y
@p1

"""
sn


p1 
 
 
 @y
@pm
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sn


pm

0
BBB@

1
CCCA¼

yp1 s1ð Þ 
 
 
 ypm s1ð Þ

..

. ..
.

yp1 snð Þ 
 
 
 ypm snð Þ

0
B@

1
CA

(12)

With this, the objective function reads:

max detBTB �

P
i

yp1 sið Þ 
 yp1 sið Þ 
 
 

P
i

yp1 sið Þ
 ypm sið Þ

..

. ..
.P

i

ypm sið Þ 
 yp1 sið Þ 
 
 

P
i

ypm sið Þ
 ypm sið Þ

0
BBB@

1
CCCA

(13)

To adapt to continuous measurement signals, we shift

from discrete, equidistant points in time to a continuous for-

mulation. Thus, the summations are replaced by integrals

over the whole duration, (s ¼ 0
 
 
se), of the TPR run:

max det

Zse
s¼0

yp 
 y
T
pds (14)

where

p ¼ p1;…; pmð ÞT

¼ Da1;Arr1; n1;H1…DaNr;ArrNr; nNr;HNrð ÞT

Optimal control problem The time dependent sensitivity

functions, yp(s), are obtained from direct sensitivity equa-

tions, the Jacobian ODEs, which pose additional constraints

to the optimization problem. In addition to these ordinary

differential equations and algebraic equations (DAEs), sev-

eral inequality constraints are also imposed. The resulting

optimization problem is given below, with Ns as the number

of reducible species in the reaction system and Np as the

number of model parameters:

max
u sð Þ

det

Zse
s¼0

yp 
 y
T
pds Objective function (15)

_x ¼ f x; #; pð Þ ODE constraint, sample composition 2 <Ns

(16)

_# ¼ u sð Þ ODE constraint, temperature 2 <1 (17)

_J ¼ fx 
 J þ fp ODE constraint, Jacobian 2 <Ns�Np (18)

y ¼ g x; #; pð Þ AE constraint, output signal 2 <1 (19)

yp ¼ gx 
 J þ gp

 �


 p AE constraints, sensitivities 2 <Np

(20)

x s ¼ 0ð Þ ¼ x0 Initial condition, Eq.16 2 <Ns (21)

# s ¼ 0ð Þ ¼ #0 Initial condition, Eq. 17 2 <1 (22)

J s ¼ 0ð Þ ¼ 0 Initial condition, Eq. 18 2 <Ns�Np (23)

umin 
 u 
 umax Bounds on control variable 2 <1 (24)

#min 
 # 
 #max Bounds on temperature 2 <1 (25)

x seð Þ 
 xe;max Complete conversion at end time 2 <Ns

(26)

With regard to real experimental systems, which cannot

realize arbitrarily high temperature gradients, an upper bound

and a lower bound is imposed on the control variable in Eq.

24. The temperature itself is also limited. TPR devices usu-

ally do not have a cooling device, so the lowest applicable

temperature is ambient temperature. Due to limited material

stability, an upper bound is also imposed in Eq. 25. To

ensure that the reduction has reached virtually complete con-

version after the given duration of the run, se, additional
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lower bounds are introduced in Eq. 26 with a typical value

of xe,max ¼ 10�3.

For a system with three reactions, where 12 parameters

have to be estimated, this optimal control problem has 40

ODEs and 13 AEs. Because of the Arrhenius terms, the state

equations are nonlinear. The control profile, however,

appears linearly in (Eq. 17). This leads to a so-called singu-

lar optimal control problem, which poses a number of chal-

lenges that will be explored in Section ‘‘Reduced Problem

Formulation.’’ To handle these problems, we first describe

the following solution strategy.

Numerical treatment To solve the optimal control prob-

lem (Eqs. 15–26), the DAEs are discretized in time accord-

ing to the method of orthogonal collocation on finite ele-

ments (see, e.g., Biegler16). Here, three collocation points

are chosen per finite element, and the number of finite ele-

ments is varied between 100 and 300. To reduce the number

of degrees of freedom, the optimization variable, u(s) is

assumed constant over each finite element. With that, a typi-

cal optimization problem for an N-TPR has about 10,000

variables and 100 degrees of freedom. The discretized prob-

lem is implemented in AMPL17 and solved using the optimi-

zation algorithms CONOPT and IPOPT.18

Only for some parameter configurations, the optimization

algorithm converges towards an optimum from any arbitrary

initial point. Thus, the following procedure is proposed to

enhance convergence:

• Initialization: The constraint equations are solved for

some constant temperature gradient, that is, with no degrees

of freedom. This is achieved by setting identical lower and

upper bounds for the temperature gradients.

• Define the objective function and impose an inequality

constraint for complete conversion (Eq. 26).

• Specify the upper and lower bounds on the temperature

gradient in a sequence of relaxations. Each time one or both

bounds are changed, the problem is solved again. This is a

‘‘trial and error’’ procedure and the algorithms IPOPT and

CONOPT tend to work well in different cases, although per-

formance of each is hard to predict in advance. If both algo-

rithms fail, the whole procedure is started again, but with a

more conservative relaxation of the bounds.

• An optimization run is usually performed for a given

duration of the TPR experiment. Starting from an initial pro-

file that stretches the TPR curve over the whole time span

may be advantageous. Cases have been observed where start-

ing from a profile with a maximum temperature gradient

(and thus a very short TPR curve) do not converge to an op-

timum, but starting from a lower temperature gradient (with

a TPR curve using almost the whole given time span) would

end up in an optimum.

• Using up to six relaxation steps, the bounds reach the

desired values and an optimal solution is obtained.

Typical solution times on a standard PC (Intel Core2 Duo

CPU E6850, 3.00 GHz) is between 5 and 30 CPU minutes,

depending on the number of relaxation steps required to

achieve convergence.

Application strategy We expect N-TPR experiments to

be applied in a campaign to estimate kinetic parameters for

a given reaction system. Initially, when no estimates of the

parameters are available, a few linear TPR experiments are

conducted, so that a first estimate of the parameters can be

obtained, together with a covariance matrix (V0) of these

estimates. If the covariances are larger than desired, then an

N-TPR experiment is designed from the optimal control

problem, based on these parameter estimates and their covar-

iance. After conducting this experiment, new estimates are

obtained from the data of the linear and the nonlinear experi-

ments and the covariance of this estimate should be smaller

than the one before. The design, execution, and evaluation

of N-TPR experiments are repeated until the desired quality

of the parameter covariance matrix is obtained.

Optimal control problem for model discrimination

Objective function and optimal control problem To

design N-TPR experiments for the purpose of model dis-

crimination, we propose an objective function based on the

T-optimality criterion.19 This criterion assumes that two

models, M1 and M2, exist and the aim is to design an experi-

ment that maximizes the ability to discriminate between both

of them. In our implementation, we assume that parameter

estimates are available for both models and we propose the

following objective:

max
u sð Þ

Zse
s¼0

yð1Þ u sð Þð Þ � yð2Þ u sð Þð Þ
� �2

ds: (27)

Thus, the optimal N-TPR experiment should give the max-

imum difference between the output of both rivaling models,

y(1) and y(2), and thereby allow to discriminate between both.

The resulting optimization problem is given below. Note that

it is simpler than the parameter estimation problem in the

previous section, especially since sensitivity terms are not

needed in the objective function.

max
u sð Þ

Zse
s¼0

yð1Þ sð Þ � yð2Þ sð Þ
� �2

ds

Objective function ð28Þ

_xð1Þ ¼ f ð1Þ xð1Þ; #; pð1Þ
� �

ODE constraint, sample comp., modelM1 2 <N
ð1Þ
s ð29Þ

_xð2Þ ¼ f ð2Þ xð2Þ; #; pð2Þ
� �

ODE constraint, sample comp., modelM2 2 <N
ð2Þ
s ð30Þ

_# ¼ u sð Þ

ODE constraint, temperature 2 <1 ð31Þ

yð1Þ ¼ gð1Þ xð1Þ; #; pð1Þ
� �

AE constraint, output signal, modelM1 2 <1 ð32Þ

yð2Þ ¼ gð2Þ xð2Þ; #; pð2Þ
� �

AE constraint, output signal, modelM2 2 <1 ð33Þ

xð1Þ s ¼ 0ð Þ ¼ x
ð1Þ
0

Initial condition, Eq. 29 2 <N
ð1Þ
s ð34Þ
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xð2Þ s ¼ 0ð Þ ¼ x
ð2Þ
0 Initial condition, Eq. 30 2 <N

ð2Þ
s (35)

# s ¼ 0ð Þ ¼ #0 Initial condition, Eq. 31 2 <1 (36)

umin 
 u 
 umax Bounds on control variable 2 <1 (37)

#min 
 # 
 #max Bounds on temperature 2 <1 (38)

xð1Þ seð Þ 
 xe;max

Complete conversion at end time, modelM1 2 <N
ð1Þ
s ð39Þ

xð2Þ seð Þ 
 xe;max

Complete conversion at end time, modelM2 2 <N
ð2Þ
s ð40Þ

This optimization can be used to discriminate between

rivaling models that differ with respect to the assumed reac-

tion mechanisms and the number of reactions or the

sequence of reactions (parallel or sequential reaction

schemes) in systems with single or multiple reactions. In this

study, we focus on the discrimination of reaction kinetic

laws in systems with a single reaction.

Numerical treatment As with the optimization problem

in Section ‘‘Optimal control problem for improved parameter

estimation,’’ we discretize the DAEs (Eqs. 29–33) according

to the orthogonal collocation method on finite elements.

Three collocation points per finite element are applied, and

the number of elements range between 100 and 300. The

discretized problem is implemented in AMPL, and IPOPT

and CONOPT are used to solve it. Numerous cases have

been solved for competing kinetic models with variations of

the parameters of the model M1.

The optimization procedure is as follows:

• The output signal of the first model, M1, with given pa-

rameters is calculated for a linear TPR experiment with max-

imum temperature gradient.

• The parameters of the second model, M2, are estimated by

minimizing the squared error between the outputs of both mod-

els at the maximum temperature gradient. In this minimization,

upper and lower bounds for the parameter values are imposed.

The parameters of both models are kept constant throughout the

following optimization of the N-TPR experiment.

• Next, a linear TPR experiment is designed by solving

Eqs. 28–40 in discretized form with a constant temperature

gradient. This yields the best possible linear TPR experiment.

• As a final step, the assumption of a constant temperature

gradient is relaxed and an N-TPR experiment is designed

using Eqs. 28–40 in discretized form.

Application strategy These N-TPR experiments are used

to discriminate between two models with known or esti-

mated parameters. If no parameter estimates exist, then they

may be obtained from a priori TPR experiments, which may

follow linear temperature profiles or nonlinear TPRs deter-

mined in Section ‘‘Optimal control problem for improved

parameter estimation.’’ Once the parameter values are avail-

able, an N-TPR experiment can be designed using Eqs. 28–

40 to discriminate between two models. After executing the

designed experiment, one should be able to rule out one of

the two models. If this N-TPR experiment is not sufficient to

statistically disqualify one of both models, then discrimina-

tion between these models is not possible with the TPR

method alone.

Optimal N-TPR Experiments

The solutions of both optimal control problems are de-

pendent on the choice of model parameters. Therefore, in

this study optimizations were carried out over a wide range

of parameter combinations. For the sake of brevity, only a

few representative solutions are discussed in this section.

Optimal N-TPR experiments for improved parameter
estimation

Systems with one reaction—analytical solution Generally,

the model equations in Section ‘‘The TPR model’’ cannot be

solved analytically. However, for systems with a single reaction,

one can manipulate the optimal control problem stated in Sec-

tion ‘‘Optimal control problem’’ such that some information on

the optimal control profile can be obtained. If we assume a sys-

tem with a single reaction following power law kinetics, then

applying Eqs. 15–23 and introducing the variable

T ¼ exp Arr 

1

#ref
�

1

#

� �� �
(41)

gives the following formulation:

max
u sð Þ

det

Zse
s¼0

yp 
 y
T
pds; p ¼ Da;Arr; n;Hf g (42)

_x ¼ �
Da

H

 T 
 xn (43)

_# ¼ u (44)

y ¼ Da 
 T 
 xn (45)

_JDa ¼ �
Da

H

 T 
 n 
 xn�1 
 JDa �

1

H

 T 
 xn (46)

_JArr ¼ �
Da

H

 T 
 n 
 xn�1 
 JArr �

Da

H

 T 


log T

Arr

 xn (47)

_Jn ¼ �
Da

H

 T 
 n 
 xn�1 
 Jn �

Da

H

 T 
 xn 
 log x (48)

_JH ¼ �
Da

H

 T 
 n 
 xn�1 
 JH þ

Da

H
2

 T 
 xn (49)

yDa ¼ Da 
 n 
 xn�1 
 JDa þ xn
� �


 T 
 Da (50)

yArr ¼ Da 
 n 
 xn�1 
 JArr þ Da 

ln T

Arr

 xn

# $

 T 
 Arr (51)

yn ¼ Da 
 n 
 xn�1 
 Jn þ Da 
 xn 
 log x
� �


 T 
 n (52)

yH ¼ Da 
 n 
 xn�1 
 JH þ 0
� �


 T 
H (53)

The term Arrhenius, T, occurs linearly in most of the

ODEs, so we introduce a new time coordinate, t:
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dt

ds
¼ T (54)

This transformed time may be interpreted as a decelerated

time, because the reaction and the evolution of all sensitivity

functions are accelerated by the Arrhenius term, in the actual

time domain. Derivatives with respect to the decelerated

time coordinate are noted as x0. The optimization problem in

the decelerated time coordinate reads:

max
u tð Þ

det

Zte
t¼0

yp

T

� �



yp

T

� �T

T dt (55)

x0 ¼ �
Da

H

 xn (56)

#0 ¼
u

T
(57)

J0Da ¼ �
Da

H

 n 
 xn�1 
 JDa �

1

H

 xn (58)

J0Arr ¼ �
Da

H

 n 
 xn�1 
 JArr �

Da

H


log T

Arr

 xn (59)

J0n ¼ �
Da

H

 n 
 xn�1 
 Jn �

Da

H

 xn 
 log x (60)

J0
H
¼ �

Da

H

 n 
 xn�1 
 JH þ

Da

H
2

 xn (61)

yDa

T
¼ Da 
 n 
 xn�1 
 JDa þ xn
� �


 Da (62)

yArr

T
¼ Da 
 n 
 xn�1 
 JArr þ Da 


ln T

Arr

 xn

# $

 Arr (63)

yn

T
¼ Da 
 n 
 xn�1 
 Jn þ Da 
 xn 
 log x
� �


 n (64)

yH

T
¼ Da 
 n 
 xn�1 
 JH þ 0
� �


H (65)

Except for Eqs. 57, 59, and 63, these equations can be

solved analytically and all sensitivities except yArr are inde-

pendent of T(t), which represents the chosen temperature

profile. Thus, as long as the sensitivities with respect to the

Arrhenius number are neglected, the first two factors of the

integrand in the objective function (Eq. 55) are independent

of the control variable, u. Moreover, maximizing the objec-

tive function is achieved by setting the factor T(t) to its

upper bound, by applying the maximum possible temperature

gradient. Thus, when the activation energy is not of interest,

the highest possible temperature gradient should be applied

in single reaction systems.

This result for power law kinetics also applies to single

reaction systems with other reaction kinetics in a similar

way, and leads to the same maximum temperature gradient

policy.

Systems with one reaction—numerical solutions Here we

apply the optimization algorithms from Section ‘‘Optimal

control problem for improved parameter estimation.’’ For a

single reaction system, the relative oxygen capacity is

always equal to one, so its sensitivity can be omitted from

the objective function. We consider only power law kinetics

here. In principle, these examinations can be extended to

other reaction kinetics as well, and the results are expected

to be similar.

The optimization results are expected to depend on the

model parameters selected a priori. Among these, the Dam-

köhler number simply has the effect of shifting the whole

TPR signal forward or backward in time. Because this has

no qualitative effect on the optimal control profile, we

always set this parameter to unity. Also, for single reactions,

the oxygen capacity in a single reaction system is also

always equal to unity. The two remaining parameters, the

Arrhenius number and the order of reaction, are varied sys-

tematically in several cases (see Appendix Table A1). Fur-

thermore, several additional cases have been solved to evalu-

ate the impact of parameters such as the number of finite

elements, the duration of the N-TPR run and extreme values

of the order of reaction. Here, we set the duration of the N-

TPR experiment to twice the duration of the linear experi-

ment with maximum temperature gradient.

A typical solution of the optimal control problem is shown

in Figure 3. In this example, Arr ¼ 10, which corresponds to

an activation energy of 81 kJ/mol, and the order of reaction

is equal to unity. The solution is qualitatively similar in

most of the other cases. The optimal control profile (lower

left diagram) shows that the temperature gradient is at its

upper bound, except during a certain time span, where it is

close to zero. This isothermal segment is located at the

ascending flank of the TPR peak and it delays the occur-

rence of the peak. Therefore, we refer to this time span of

reduced temperature gradient as the ‘‘delay phase.’’

The best possible linear TPR run, which is at maximum

temperature gradient, has an objective function value of Flin

¼ 9.05 � 10�3. The optimal N-TPR experiment has an

Figure 3. Optimal N-TPR experiment for a single reac-

tion system (power law) with Da 5 1.0; Arr 5

10; n 5 1.0; Wref 5 0.75.

Dashed lines: profiles from the linear TPR run with maxi-
mum temperature gradient. Solid lines: Optimal N-TPR run.
[Color figure can be viewed in the online issue, which is
available at wileyonlinelibrary.com.]
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objective function value of F* ¼ 1.15 � 10�2. This is an

increase by 27%. In other cases, where different values of

Arr and n are assumed, the improvement in the objective

function from a linear TPR run with maximum temperature

to the optimal N-TPR varies between 10 and 70%. Taking

into account that the doubling of the TPR run time means an

increase of the experiment duration by approximately 25%

(including pretreatment, equilibration and cool down phases),

this improvement justifies the additional effort.

The improvement of the objective function is due mainly

from an increase of the sensitivity with respect to the Arrhe-

nius number, Arr. This corresponds to the expectations that

were concluded from the analytical solution in the previous

section. The sensitivity functions with respect to the three

model parameters (Da, Arr, and n) in the nonlinear and the

linear TPR runs are shown in Figure 4. Note that the peak

heights of yn stay almost constant, the peak heights of yDa
are slightly lower in the nonlinear run, and the peak heights

of yArr are increased. Although this trend does not seem to

be significant, we note that these sensitivity functions are

squared and integrated. Thus, a small increase in peak

height, especially if the peak is already high, has a signifi-

cant impact on the objective function value.

In most cases, the typical optimal control profile shows

maximum temperature gradients except during a certain pe-

riod of time at the ascending flank of the TPR peak. For

high orders of reaction (n [ 1.5), a different type of optimal

control profile is observed; the delay phase is located at the

descending flank of the TPR peak and it is divided into two

parts. First, a strongly negative temperature gradient over a

short time period is followed by a longer period with almost

zero gradient. More detailed investigations have shown that

indeed two local optima exist for high orders of reaction:

one with a delay phase at the ascending flank and one with a

delay phase at the descending flank. For orders of reaction

with n [ 1.7, the profile with the delay phase at the de-

scending flank is better, otherwise the delay phase at the

ascending flank (as shown, for example, in Figure 3) leads

to a better objective function.

Systems with two reactions To illustrate optimal N-TPR

control profiles for systems with multiple reactions, we

focus on a system with two consecutive reactions, each

with power law kinetics. We assume that both reaction

peaks are only about 100�C apart: their reference tempera-

tures are W
ref
1 ¼ 0.75 and W

ref
2 ¼ 0.85. Such a system

describes any metal oxide that is reduced in two subse-

quent steps. It has a total of eight parameters that need to

be estimated: two Damköhler numbers, two Arrhenius num-

bers, two orders of reaction, and two oxygen capacities.

Usually, one would like to use the determinant of the full

sensitivity matrix as the objective function. To simplify the

formulation, solution and interpretation of the D-optimal

optimum, only the determinant of the sensitivities with

respect to both Damköhler numbers and both Arrhenius

numbers is considered here. Although this is not the com-

plete determinant, this objective function may still be rele-

vant, as it can be applied to improve the variances and

covariances of these four parameters.

max
u sð Þ

det

Zse
s¼0

yp 
 y
T
pds; p ¼ Da1;Da2;Arr1;Arr2ð ÞT (66)

A variety of such cases has been solved with varying

Arrhenius numbers and orders of reaction (Appendix Table

A2). In addition, the reference temperatures of the reactions

were changed in some cases.

As with the single reaction systems, the condition of com-

plete conversion was imposed, Eq. 26, and the end time was

set to twice the duration of the corresponding linear run with

maximum temperature gradient.

A typical solution of these problems is shown in Figure 5.

In this example, the control variable (bottom left diagram)

starts at its upper bound, so temperature is increasing (top

left diagram) and the first reaction takes place (top right dia-

gram). At about s ¼ 1.7, when the first reaction’s peak is

over (see bottom right diagram) and the second reaction rate

begins to increase, the control variable is changed to its

lower bound for a short period of time, so temperature is

decreased. After this, at about s ¼ 2, the gradient is changed

to almost zero for some time. Because the temperature has

been decreased previously, the first reaction continues to

proceed at low rate during this isothermal phase and reaches

almost complete conversion, while the second reaction

comes almost to a halt. Towards the end of the TPR run, at

about s ¼ 3.9, the temperature gradient is set back to its

maximum value. As a consequence, the TPR peak occurs

for the second reaction. The objective function value

increases from Flin ¼ 5.97 � 10�5 for the linear TPR run

with maximum gradient to Fopt ¼ 7.15 � 10�5 for the N-

TPR run.

Moreover, the effect of this two-staged delay phase

leads to a separation of the signal peaks for the two

reactions along the time coordinate. This is also reflected

by the elements of the integrated sensitivity product. In

the linear experiment with maximum gradient, the deter-

minant is 5.97 � 10�5 and the corresponding matrix is

given by:

Figure 4. Sensitivity functions for a single reaction system

(power law) with Da 5 1.0; Arr 5 10; n 5 1.0;

W
ref

5 0.75. Dashed lines: profiles from the linear

TPR run with maximum temperature gradient.

Solid lines: Optimal N-TPR run. [Color figure can be viewed
in the online issue, which is available at wileyonlinelibrary.
com.]
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Zse
s¼0

yp 
 y
T
pds ¼

Zse
s¼0

yDa1

yDa2

yArr1

yArr2

0
BBB@

1
CCCA 


yDa1

yDa2

yArr1

yArr2

0
BBB@

1
CCCA

T

ds

¼

0:027 �0:022 �0:012 �0:014

�0:022 0:253 0:015 0:130

�0:012 0:015 0:043 �0:018

�0:014 0:130 �0:018 0:329

0
BBB@

1
CCCA ð67Þ

For the optimal N-TPR run, the determinant is 7.15 �
10�5 and the corresponding matrix is given by:

Zse
s¼0

yp 
 y
T
pds ¼

0:024 �0:007 �0:011 �0:008
�0:007 0:156 0:013 0:006
�0:011 0:013 0:043 �0:011
�0:008 0:006 �0:011 0:520

0
BB@

1
CCA
(68)

While some of the main-diagonal elements have

decreased, instead of increasing, one can determine that the

improvements in the objective function are mainly obtained

due to the decreases in off-diagonal elements, including

yDa2
yArr2 and combined elements of parameters from both

reactions, yDa1
yDa2, and yDa1
yArr2.
However, such a peak separation was not obtained in all

cases (see Appendix Table A2). For certain combinations of

n1 and n2, a linear TPR run with maximum temperature gra-

dient is optimal, while a secondary delay phase can be

observed, for example, in the case shown in Figure 5. Here,

the temperature gradient is decreased for a very short period

of time at the ascending flank of the first reaction’s peak.

That indicates that the delay phase, which was optimal in

the single reaction systems is still present here, but it is not

dominant.

Optimal N-TPR experiments for model discrimination

We now consider the optimization strategy in Section

‘‘Optimal control problem for model discrimination’’ to

design N-TPR experiments to discriminate between rivaling

single reaction models with different kinetics. With three dif-

ferent reaction kinetics (power law, Avramy-Erofeev and dif-

fusion limitation from Section ‘‘The TPR model’’), six (or-

dered) pairs of rival models are possible. The optimization

problems for these different model combinations are solved

for varying Arrhenius numbers and reaction orders of the

first model, M1 (see Appendix Table A3). All other parame-

ters are set constant: Da(1) ¼ 1, H(1) ¼ 1, and W
ref(1) ¼ 0.75.

The optimization results show two different types of opti-

mal control profiles. In some cases, a short delay phase with

a strongly negative gradient followed by a longer phase with

constant gradient is observed. These control profiles are sim-

ilar in shape to the peak separating delay phase in Figure 5.

In many other cases, the optimal control profile simply has a

delay phase with almost zero temperature gradient. Figure 6

shows a typical example of this type of control profile.

The upper right diagram shows the simulated outputs of

both models from two linear TPR runs. The output signal of

the model M1 at its maximum temperature gradient is a

clean sharp peak ending at about s ¼ 2.2. Because the pa-

rameters of the model M2 are fitted to this signal, the output

profiles of both models are practically identical and the dif-

ference between both curves, given by the objective (Eq.

28), is only Flin,ini ¼ 3.02 � 10�5.

The best possible linear TPR run is obtained at u ¼ 0.107,

where the difference between both output profiles increases

to Flin,opt ¼ 0.165. The two output signals are also shown as

the two broader peaks in the upper right diagram. This is a

constrained optimum, with an active inequality constraint for

complete conversion (Eq. 39); further increasing the experi-

ment time would lead to lower temperature gradients and

additional improvement of the objective function value.

Although a lower temperature gradient increases the differ-

ence between the two profiles by several orders of magni-

tude, both output signals are still very similar in shape. Con-

ducting such a linear TPR run may produce a measured sig-

nal somewhere in between these calculated profiles. Such an

experimental result would not allow us to discriminate

between the two models.

The output signals of both models from the optimal

N-TPR run are shown in the bottom right diagram, with the

control profile represented by the solid line in the bottom

left. Note that the control profile is at maximum temperature

gradient, except during a long delay phase during the middle

of the experiment. This leads to an objective function value

of F* ¼ 0.552. The N-TPR run not only increases the objec-

tive function value by an additional factor of about 3, but

also produces two profiles with qualitatively different shapes.

Conducting such an experiment should provide a measured

signal that allows us to discard one of the two models.

Figure 5. Optimal N-TPR experiment for a system with

two reactions (both power law kinetics) with

Da 5 [1.0, 1.0]; Arr 5 [10, 13]; n 5 [1.0, 1.0];

H 5 [0.75, 0.25]; Wref 5 [0.75, 0.85].

Dashed lines: profiles from the linear TPR run with maxi-
mum temperature gradient. Solid lines: Optimal N-TPR run.
[Color figure can be viewed in the online issue, which is
available at wileyonlinelibrary.com.]
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Reduced Problem Formulation

Because of the linear dependence of u(s) in Eqs. 17 and

31, both optimization formulations are singular control prob-

lems. These ill-conditioned problems are characterized by

shallow response surfaces. If the optimal temperature gradi-

ent is not at its bounds, then u(s) consists of singular arcs.

Unique solutions of these profiles are difficult to determine

within numerical precision.

Consequently, solving the optimal control problem for an

N-TPR experiment is not an easy task, even with advanced

methods and an experienced user. The procedure that is nec-

essary to converge towards a useful solution is difficult and

not identical for all cases. Initially guessed profiles that work

well for some cases may fail for others.

With these characteristics this approach is difficult to

implement and automate in a laboratory environment. Never-

theless, from the nature of singular control problems and the

solutions in the previous section, we adopt two guidelines

for the development of reduced problem formulations.

• Singular control problems can be regularized through

the addition of quadratic penalty terms or coarse discretiza-

tions of the control profile. Either modification improves the

likelihood for better conditioned problems, unique solutions,

and faster convergence.

• The solution profiles u(s) in Section ‘‘Optimal N-TPR

Experiments’’ can be captured reasonably accurately by

piecewise constant elements. Choosing such a discretization

also leads to better conditioned problem formulations with

few degrees of freedom.

These guidelines are applied for the following problem

cases.

Reduced problems for parameter estimation

Systems with one reaction The optimal control function

for systems with one single reaction typically applies a max-

imum temperature gradient except during a delay phase,

where the temperature gradient is virtually constant but not

at its upper bound (see Section ‘‘Systems with one reac-

tion—numerical solutions’’). These profiles can be approxi-

mated by a piecewise constant function, as shown in Figure

7, with three variables: times at the beginning and at the end

of the delay phase, s1 and s2, and the value of the control

variable during the delay phase, u1.
This reduced optimization problem has far fewer degrees

of freedom and may be solved with standard software such

as MATLAB. In this environment, the DAE constraints are

integrated numerically at each function evaluation. In our

implementation, we approximate the gradients by finite dif-

ferences and use the MATLAB function ‘‘fmincon,’’ which

uses an SQP algorithm with a BFGS update of the Hessian.

It allows implementing the upper and lower bounds of the

optimization variables as inequality constraints.

The integration of the ODE constraints is conducted using

ode15s, an implicit Runge-Kutta algorithm of variable order.

It uses an adapted step width in time, and the resulting dis-

cretization in time is a bit finer than in the solution of the

full problems. Due to these different discretization schemes,

the objective function values in the full and in the reduced

problem may differ, but optimal profiles can be compared

directly.

The reduced problems are typically solved within 30–50

optimization steps, which usually takes a few CPU minutes

(Intel Core2 Duo CPU E6850, 3.00 GHz). Convergence is

reliable in more than 90% of the cases; only the choice of

the initial point requires some input by the user.

The reduced problems have been solved for the same

combinations of the Arrhenius number and the order of reac-

tion as for the full problem. In most of the cases, the optimal

control profiles obtained from the reduced problem is very

similar to the results from the corresponding full problem,

and the nonlinear experiments show similar improvements

compared to their linear counterparts. In particular, the delay

phase is always located at the beginning of the ascending

flank of the TPR signal.

For illustration, we reconsider the case from Section ‘‘Sys-

tems with one reaction—numerical solutions.’’ Here, the

solid lines in Figure 8 show a typical result for the reduced

problem formulation. For comparison, the solution from the

corresponding full problem is shown in dashed lines and the

two solutions have outputs and temperature profiles that are

almost identical. This observation applies to the majority of

the solved cases, so this problem reduction seems to be

appropriate. For this case the objective function for the full

problem increases by 27%, from Flin ¼ 9.05 � 10�3 to F*
¼ 1.15 � 10�2. For the reduced problem, it increases by

45%, from Flin ¼ 1.39 � 10�2 and F* ¼ 2.02 � 10�2.

Systems with two reactions The shape of the delay phase

that separates the two peaks is different from the typical

shape of the delay phase found with single reaction systems

Figure 6. Optimal N-TPR experiment for model dis-

crimination (power law vs. Avramy-Erofeev

kinetics).

Upper right corner: Model outputs from linear TPR runs
with maximum and optimal temperature gradient; Lower
right corner: Model outputs from optimal N-TPR run.
The optimal control profile is the blue solid line in the
lower left diagram. Da(1,2) ¼ [1.0, 1.12]; Arr(1,2) ¼ [10,
4.27]; n(1,2) ¼ [1.0, 0.5]; H(1,2) ¼ [1, 1]; Wref(1,2) ¼ [0.75,
0.75].

[Color figure can be viewed in the online issue, which is
available at wileyonlinelibrary.com.]
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(Section ‘‘Systems with one reaction—numerical solutions’’).

The profile in Figure 5 includes a strongly negative tempera-

ture gradient followed by a temperature gradient close to

zero. Therefore, the delay phase is split into two parts, intro-

ducing one new segment to the reduced problem. This pro-

file is depicted in Figure 9 with segments u1 and u2, respec-
tively.

As shown in Appendix Table A2, many reduced problem

cases have been solved, using the same parameter combina-

tions that were applied in the solutions of the full problem.

A typical solution for a system with Arr ¼ [10, 10], n ¼
[1.0, 1.0] is shown in Figure 10 (right). It has a delay phase

with a cooling period located between the two peaks. The

control profile and the output signal closely approximate the

typical peak separating solution of the corresponding full

problem, which is shown in dotted lines in the diagram.

Similar solutions are observed in many cases with different

parameters.

However, depending on the initially chosen control profile,

the optimization converges to a second local optimum (Fig-

ure 10, left). This optimal control profile has a delay phase

at the ascending flank of the first peak. No such delay phase

was observed in the solutions of the full problems, so this

second local optimum occurs due to the reduction of the

control profile. With regard to the objective function, the

control profile without peak separation (Figure 10 left) is

better than the solution with peak separation (right diagram).

This applies to many other cases in Appendix Table A2.

With two locally optimal solutions, the question arises,

which of both solutions should be applied in an N-TPR

experiment. At first glance, it seems to be reasonable to

apply the control profile which gives the better objective

function value. In the case in Figure 10 that would be the

solution shown in the left diagram. There is, however,

another practical aspect that needs to be considered: the sen-

sitivity or robustness of the solution. In practice, the system

parameters are not exactly known, and the control profile

cannot be realized precisely as described in the optimal solu-

tion, even if obtained from a reduced problem. If the objec-

tive function is very sensitive to changes in the control

profile, then it is very likely that small errors in the experi-

mental procedure will result in a very bad experiment. Thus,

it is advantageous if the applied solution has a low sensitiv-

ity with respect to the control profile. These sensitivities are

represented by the eigenvalues of the Hessian matrix of the

solution. They are listed in Table 1 for the two solutions

shown in Figure 10. Obviously, the solution with a delay

phase at the first peak is much more sensitive than the solu-

tion with peak separation. This argument advocates the

application of the peak separating solution in the right dia-

gram, because it is more robust, although it may not be

globally optimal in all cases. Because in such uncertain sys-

tems robustness may be an important issue, it should be con-

sidered in the optimization, for example, through a robust-

ness term in the objective function. This aspect needs further

detailed consideration and is left as a subject for future stud-

ies.

Another approach to solve the problem of multiple optima

is to apply more complex control profiles. In the case here, a

control profile with two distinct delay phases could be cho-

sen. The first delay phase is supposed to be located at the

ascending flank of the first peak, and the second delay phase,

which should have a cooling phase and an approximately

isothermal phase, should separate the two peaks. This control

profile combines the two optimal profiles in Figure 10 and

should lead to unique optima. Further investigation will be

considered in future studies.

Figure 7. Schematic control profile for the reduced

problem for single reaction systems.

[Color figure can be viewed in the online issue, which is
available at wileyonlinelibrary.com.]

Figure 8. Optimal N-TPR experiments for a single reac-

tion system (power law) with Da 5 1.0; Arr 5

10; n 5 1.0; Wref 5 0.75 (c.f. Section ‘‘Systems

with one reaction—numerical solutions’’).

Dashed lines: solution of the full problem; solid lines: Solu-
tion of the reduced problem. [Color figure can be viewed in
the online issue, which is available at wileyonlinelibrary.
com.]

Figure 9. Schematic control profile for the reduced

problem for systems with two reactions.

[Color figure can be viewed in the online issue, which is
available at wileyonlinelibrary.com.]
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Reduced problems for model discrimination

The solutions of the full problems for model discrimina-

tion in Section ‘‘Optimal N-TPR experiments for model dis-

crimination,’’ typically show a control profile with a single

delay phase where the temperature gradient is close to zero.

In some cases, an additional delay phase is also included

with a strongly negative temperature gradient. In the reduced

problem, we ignore the possible occurrence of this cooling

phase and instead favor a simple profile with only one delay

phase, as shown in Figure 7.

A typical solution of the reduced problem is shown in Fig-

ure 11 together with the solution of the corresponding full

problem. The objective function value is increased from

Flin,ini ¼ 3.03 � 10�5 for a linear TPR run with maximum

temperature gradient to F* ¼ 0.543 at the solution of the

reduced problem. The function values are usually very simi-

lar to those obtained from the full problems. This is aided

by the absence of sensitivity terms in the objective function;

these may have very strong curvature and are therefore sen-

sitive to discretization errors.

The results for other combinations of models show similar

trends and are not shown here. Also in those cases, where

the full solution shows a double delay phase, the output sig-

nals and the objective function values of the full and the cor-

responding reduced problem are very similar. This means

that the proposed problem reduction is appropriate. Even in

some cases, where no solution could be found for the full

problem (see Appendix Table A3), the reduced problem was

solved successfully. However, as seen in Appendix Tables

A1–A3 some cases remain where no nonlinear solution

could be found. This suggests that in these cases, no

improvement of the objective function value is possible and

a linear TPR experiment is optimal.

The initialization of the optimization problem is simple

and reliable in most cases. A good initial guess is any con-

trol profile with a delay phase where the temperature gradi-

ent is close to zero and which has a higher objective func-

tion value than the linear experiment with maximum gradi-

ent. If such an initial solution can be found, the optimization

converges within 10–20 optimization steps. These problems

are usually solved within a few minutes of CPU time.

Conclusions

Optimal control problems for the design of nonlinear TPR

experiments have been set up and solved for a wide range of

parameters and for several different kinds of systems.

Selected examples of their solutions are presented in Section

‘‘Optimal N-TPR Experiments.’’ They show that N-TPR can

improve the quality of parameter estimates obtained from

TPR experiments. In some cases, the improvements are sig-

nificant, while in other, they are only small and a linear TPR

experiment is almost as good. For systems with more than

one reaction, optimal control profiles often yield so-called

peak separation, where the measurement signals of both

reactions are separated in time. This reduces the covariances

of the parameter estimates. The design of optimal N-TPR

experiments for model discrimination yields strong improve-

ments in model discrimination capabilities.

The full problem formulation is a singular control problem

that may be difficult to solve. Nevertheless, the optimal con-

trol profiles can often be approximated by piecewise constant

functions. In accordance with the analytical solution in Sec-

tion ‘‘Systems with one reaction—analytical solution,’’ the

control variable is usually at its upper bound, except during

Figure 10. Example of two local optima of the reduced problem.

The dotted lines indicate the solution of the full problem and the solid lines are the solutions of the reduced problems. Da ¼ [1.0, 1.0],
Arr ¼ [10, 10], n ¼ [1.0, 1.0], H ¼ [0.75, 0.25], Wref ¼ [0.75, 0.85]. [Color figure can be viewed in the online issue, which is available
at wileyonlinelibrary.com.]

Table 1. Eigenvalues of the Hessian Matrices of the
Solutions Shown in Figure 10

Position of
delay phase

Ascending flank
of first peak

Between
both peaks

Eigenvalues
of Hessian
matrix

k ¼

5:2 
 103

3:7 
 105

2:5 
 106

9:5 
 106

1:7 
 1014

0
BBBB@

1
CCCCA k ¼

1:3 
 10�3

6:5 
 101

1:5 
 102

9:0 
 102

1:7 
 104

0
BBBB@

1
CCCCA
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so-called delay phases, where it is close to zero or near its

lower bound. Consequently, the reduction of the optimal con-

trol problems to optimization problems of lower dimension is

possible and successful in most cases. The solutions of the

reduced problems usually approximate the solutions of the

corresponding full problems very well. In addition, for many

parameter combinations that could not be solved in the full

formulation, a good reduced solution could be obtained.

In one group of cases, the reduced problems had at least

two local optima. This was not observed with the solutions

of the corresponding full problems. This point may be

amended by applying different, more complex control profile

schemes with more than two delay phases.

Numerical convergence of the optimization algorithm for

the reduced problems is quite reliable. The only critical point

is the identification of a suitable initial guess for the profiles.

In some cases, this may be difficult and require some addi-

tional input by the user. Besides this, the procedure can be

made to work in a fully automated way.

The solutions of the reduced problem are control profiles

with piecewise constant temperature gradients. They resem-

ble a sequence of linear TPR experiments, which, in princi-

ple, can be applied in TPR devices. Nevertheless, depending

on the device, changes to the control software may be neces-

sary so that sequences of linear temperature profiles can be

applied. Moreover, to realize negative temperature gradients,

as needed for multireaction systems (see Figure 10 right), an

appropriate cooling device is required.

Finally, imperfections such as inhomogeneous spatial tem-

perature distribution or nonideal temperature control lead to

deviations from the desired, optimal temperature profile.

This affects both linear and nonlinear TPR experiments

alike, so the N-TPR experiments are still expected to be

superior. A deeper analysis of this issue, which concerns the

robustness of the optimal nonlinear control profiles, is left as

subject for further studies.
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Notation

Arrj ¼ Arrhenius number of reaction j
B ¼ sensitivity matrix of measurements

Daj ¼ Damköhler number of reaction j
Ej ¼ activation energy of reaction j, [J/mol]
f ¼ right-hand side of state equation (Eq. 1)
g ¼ right-hand side of output equation (Eq. 5)
J ¼ Jacobian, parameter sensitivity of states
nj ¼ order of reaction j
Ns ¼ number of species
Np ¼ number of model parameters
p ¼ vector of model parameters to be estimated
R ¼ universal gas constant, [J/mol/K]
Rj ¼ rate of reaction j
rj ¼ concentration dependent term of Rj

T ¼ Arrhenius term
Ty ¼ reference temperature, [K]
t ¼ decelerated time
u ¼ control variable, temperature gradient
V0 ¼ a priori covariance of parameter estimates
xi ¼ fraction of solid species i
y ¼ output variable, measurement signal
yp ¼ parameter sensitivity of output variable
Hj ¼ relative oxygen capacity of reaction j
W ¼ temperature
k ¼ Eigenvalues of Hessian matrix

mi,j ¼ stoichiometric coefficient of species i in reaction j
P ¼ covariance matrix of measurements
s ¼ Time

Subscripts

i ¼ solid species
ini ¼ initial profile
j ¼ reaction

lin ¼ linear TPR experiment
min ¼ lower bound
max ¼ upper lound

p ¼ derivative w.r.t. model parameters
x ¼ state
0 ¼ initial value at s ¼ 0

Superscript

ref ¼ reference
(1),(2) ¼ model 1, 2

y ¼ standard
* ¼ optimum
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Table A1. Solved Cases for a System with One Single
Reaction

n 0.7 1.0 1.5

Arr
5 þ þ þ
10 þ þ þ
15 þ þ þ

‘‘þ’’: cases where the optimization converged to an optimum.

Table A2. Solved Cases for a System with Two Reactions

n1|n2

1.0|1.0 1.0|1.5 1.5|1.0 1.0|0.7 0.7|1.0

Arr1|Arr2 10|10 þ � þ � �
10|13 þ � þ � þ
13|10 � � þ � �

W
ref
2 ¼ 0.95

Arr1|Arr2 10|13 þ þ þ � þ

‘‘þ’’: cases where the optimization converged to an optimum with peak sepa-
ration; ‘‘�’’: cases where no convergence was obtained and the linear TPR
experiment is optimal or nearly optimal.

Table A3. Solved Cases for Model Discrimination

M1: Power law M2: Avramy-Erofeev

n1 0.5 1.0 1.5

Arr1
5 þ þ þ
10 þ þ þ
15 þ þ þ

M1: Avramy-Erofeev M2: Power law

n1 1/2 2/3 3/4

Arr1
5 þ þ þ
10 þ þ þ
15 lin lin lin

M1: Diffusion limited M2: Power law

n1 1.5 2.0 3.0

Arr1
5 þ þ þ
10 þ þ �
15 þ � �

‘‘þ’’: cases where the optimization converged to an optimum; ‘‘�’’: cases
where no convergence was achieved; ‘‘lin’’: cases where a linear experiment
is optimal.

AIChE Journal October 2011 Vol. 57, No. 10 Published on behalf of the AIChE DOI 10.1002/aic 2901



{�����

��������	�
�������
�������
������	
������

������	��������	����������������������������������	��

�	���	����	���#���	��������
����	� 	�����!"�#$%++&

'$(%)'$*%�





A mass integration concept for high temperature

fuel cell plants

Benny Hartono a, Peter Heidebrecht a,*, Kai Sundmacher a,b

aMax Planck Institute for Dynamics of Complex Technical Systems, Physical and Chemical Process Engineering,

Sandtorstrasse 1, 39106 Magdeburg, Germany
bOtto von Guericke University, Process Systems Engineering, Universitätsplatz 2, 39106 Magdeburg, Germany
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a b s t r a c t

We investigate the utilization of anode exhaust gas from high temperature fuel cells as

gasification or reforming agent in Solid Oxide Fuel Cell (SOFC) and Molten Carbonate Fuel

Cell (MCFC) power plants. The minimal anodic recirculation ratio is determined by two

approaches: based on stoichiometric considerations and using detailed modeling of all

process units. In the latter case, the risk of carbon formation and system heat integration

are considered. The results indicate that the stoichiometric approach can be used as

a shortcut method only for the SOFC systems due to good agreements with the detailed

calculations. Furthermore, the mass integration concept is a feasible option for a wide

variety of fuels in SOFC plants thanks to their relatively high operating temperatures. In

MCFC systems, significantly higher recycle ratios are required to suppress carbon deposi-

tion which makes this concept unattractive.

Copyright ª 2011, Hydrogen Energy Publications, LLC. Published by Elsevier Ltd. All rights

reserved.

1. Introduction

Stationary power plants based on high temperature fuel cells

(MCFC or SOFC) can utilize a wide range of fuels [1e5]. This is

basically because these fuel cells are tolerant to carbon

monoxide [6]. Such plants typically include a fuel processor

(reformer or gasifier), a purification unit (sulphur, dust and tar

removal), the fuel cell and a burner (Fig. 1). The fuel processor

requires a certain amount of oxygen atoms in order to trans-

form the raw fuel into a fuel gas mixture. Three options are

conventionally used for this purpose:

� Air feed: the fuel is partially burned with an under-

stoichiometric amount of air. The feeding system is simple

(no air cleaningnecessary) andno additional heat is required

in the fuel processor. However, a part of the fuel is consumed

and the product gas mixture is significantly diluted by

nitrogen, penalizing the fuel utilization in the fuel cells.

� Steam (or carbon dioxide) feed: steam is fed to the fuel

processor as gasification/reforming agent. The necessary

pretreatment steps for the water increases the complexity

of the system and a large amount of heat is required due to

the endothermic reactions. On the other hand, it produces

energy-rich gas mixture which allows high fuel utilization.

Alternatively, carbon dioxide may be used instead of steam.

� Autothermal: a hybrid system between air and steam feed

where the process is operated thermally autonomous.

Although no external heat is needed, the water pretreatment

steps arenecessary and theproduct gas isdilutedbynitrogen.

In systems with high temperature fuel cells such as an

MCFC or an SOFC, the anode outlet stream has been oxidized
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to a large extent. It leaves the fuel cell at high temperature and

contains large fractions of carbon dioxide and steam. These

two properties make the anode outlet stream applicable as an

alternative to the conventional feeds by recirculating a part of

it back to the fuel processor unit (Fig. 1, bold line). Such

a system integrates the fuel cell and the fuel processor with

respect to mass and heat and, thus, needs no pretreatment

units. However, the gas flow rate is also increased, resulting in

higher power consumption by the blower. In Table 1, the

features of this system are compared with the properties of

the conventional systems.

Therefore, the idea of mass integration raises two

questions.

1. The influence of the recycle stream on the system

efficiency.

2. The minimal recycle ratio required to satisfy the oxygen

demand of the fuel processor.

In the past, several studies were focused on the first

question. Fellows analyzed the effect of different recycle

ratios on the system efficiency in direct internal reforming

(DIR)-MCFC and SOFC plants [7,8]. He stated that an increase

of anode recycle results in slightly higher system efficiency,

but this advantage is cancelled out by the increased power

consumption of the recycle blower. Lisbona et al. performed

a theoretical research in a reformer-SOFC system with

methane as feed [9]. They found that a high anodic recircu-

lation ratio results in low system efficiency due to the dilution

of the anodic inlet gas. Nearly the same conclusion was also

found by Colpan et al., who came to a conclusion that a high

recirculation ratio is undesirable due to the increase of the

system’s complexity [1]. Another study by Yi et al. studied

the same issue on the reformer-SOFC system and considered

the possibility of carbon formation for different types of fuel

[10]. They concluded that the maximum system efficiency is

achieved by the lowest recycle ratio needed to avoid carbon

deposition. This optimum recycle ratio depends on the fuel

composition. All publications mentioned agree that the

system efficiency is optimal when the lowest possible anodic

recycle ratio is applied. Thus, the focus of our study is to

identify the minimal recycle ratio depending on the applied

system and fuel. Besides taking into account the risk of carbon

formation, we also consider two types of high temperature

fuel cells, the conversion of primary fuel (e.g. solid coal or

wood) to fuel gas mixture and the thermal integration of the

system. Furthermore, the effect of fuel composition on the

minimal recycle ratio required is analyzed.

We evaluate the minimal recycle ratio with two different

approaches. First, the lowest recycle ratio needed to provide

sufficient oxygen for the fuel conversion is determined stoi-

chiometrically. Then, to consider aspects such as thermody-

namic equilibria, carbon deposition, system heat integration

and operating temperatures, more detailed unit models are

applied. The calculation results of different high temperature

plants with different primary fuels are compared and dis-

cussed in details.

2. Methodology

In the present work, five different types of primary fuels are

considered in order to analyze the influence of the fuel

composition. These fuels are listed in Table 2 together with

their atomic ratios. Gaseous and liquid fuels are assumed to be

pure compounds, while solid fuels are assumed to be free of

moisture. In order to compare fully integrated to non-

integrated systems and for the sake of simplicity, only

steam feed ðGfeed
H2O

Þ is considered in the calculation.

2.1. Stoichiometric calculation

To derive a relation for the recycle ratio necessary for stoi-

chiometric conversion, the plant is reduced to two units,

namely the fuel processor and the fuel cell (Fig. 2). Because we

take a purely stoichiometric approach, unit temperatures or

energy balances are not considered.

In this derivation, the fuel composition is described as

indicated in Fig. 2 by indexes x, y and z, denoting the amount

of carbon, hydrogen and oxygen in the fuel. At stoichio-

metric dosing of the steam feed or recycle stream, the outlet

stream of the fuel processor ðGout;FPÞ contains only carbon

monoxide and hydrogen. The carbon and oxygen atom

balances around the fuel processor (Fig. 2, balance boundary

B1) can be written as:

Grec
CO2

þ Grec
CO þ x$Gfuel ¼ Gout;FP

CO (1)

Fig. 1 e Principle of the mass-integrated high temperature

fuel cell plant.

Table 1 e Comparison of different oxygen feeding systems in high temperature fuel cell plants.

Air feed Steam or carbon dioxide feed Autothermal Anodic recycle

Energy density of fuel gas mixture Low (�) High (þ) Medium (0) High (þ)

Heat demand by fuel processor No (þ) High (�) No (þ) Medium (0)

Pretreatment units Not required (þ) Required (�) Required (�) Not required (þ)

Pressure drop High (�) Low (þ) Medium (0) Medium (0)
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Grec
H2O

þ 2$Grec
CO2

þ Grec
CO þ z$Gfuel þ Gfeed

H2O
¼ Gout;FP

CO (2)

Combining Eqs. (1) and (2), we obtain

ðx� zÞ$Gfuel ¼ Gfeed
H2O

þ Grec
CO2

þ Grec
H2O

(3)

where the left-hand side of the equation corresponds to the

oxygen required to convert the primary fuel to carbon

monoxide and hydrogen and the right-hand side denotes the

amount of available oxygen for gasification or reforming from

the steam feed and the recycle stream.

Defining the steam-to-carbon ratio, S/C, as the ratio of

steam feed rate and the flow rate of carbon from the fuel, we

can write:

Gfeed
H2O

¼ S=C$x$Gfuel (4)

According to the definition of the recycle ratio

RR ¼
Grec

Gout;FC
(5)

we also have

Grec
CO2

¼ RR$Gout;FC
CO2

(6)

Grec
H2O

¼ RR$Gout;FC
H2O

(7)

Inserting Eqs. (4),(6) and (7) into Eq. (3), the following relation

is obtained:

ðx� zÞ$Gfuel ¼ S=C$x$Gfuel þ RR$
�
Gout;FC

CO2
þ Gout;FC

H2O

�
(8)

The amounts of carbon dioxide and steam leaving the fuel

cell ðGout;FC
CO2

; Gout;FC
H2O

Þ depend on the fuel utilization applied at

the cell. Fuel utilization, hfuel, is defined as the ratio of the

given electric current and the stoichiometrically possible

current:

hfuel ¼
I

Imax
(9)

The electric currents need to be calculated differently for

SOFC andMCFC systems due to different types of anions being

transferred through the electrolyte, thus the further deriva-

tion is done separately for each type of fuel cell.

2.1.1. SOFC system

In an SOFC, the electric current is connected to the flux of

oxygen anions (O2�):

hfuel ¼
I

Imax
¼

GO2�

Gmax
O2�

(10)

The maximum possible anion flow rate depends on the fuel

composition. Two oxygen ions are required to completely

oxidize a carbon atom and one oxygen ion can oxidize two

hydrogen atoms. Each oxygen atom that is present in the fuel

reduces the maximum rate of anion flux:

Gmax
O2� ¼ ð2xþ 1=2 y� zÞ$Gfuel (11)

Oxygen ions are completely used up to oxidize carbon

monoxide or hydrogen according to the following two elec-

trochemical reactions:

COþO2�
/CO2 þ 2e� (12)

H2 þO2�
/H2Oþ 2e� (13)

According to the assumption of stoichiometric operation in

the fuel converter, only carbon monoxide and hydrogen are

fed to the SOFC. The combined molar mass balance of carbon

and oxygen at the fuel cell anode (Fig. 2, boundary B2) yields:

GO2� ¼ Gout;FC
H2O

þ Gout;FC
CO2

(14)

Inserting Eqs. (10), (11) and (14) into Eq. (8) yields, after a few

simple manipulations, the following equation for the stoi-

chiometric recycle ratio:

RRSOFC
stoi ¼

x� z� x$S=C

hfuel$ð2xþ 1=2 y� zÞ
(15)

Finally, introducing theratiosy/x¼Yand z/x¼ Z (seeTable 2),

we can also write:

RRSOFC
stoi ¼

1� Z� S=C

hfuel$ð2þ 1=2 Y � ZÞ
(16)

2.1.2. MCFC system

In an MCFC, the electric current is connected to a flux of

carbonate anions ðCO2�
3 Þ, thus

hfuel ¼
I

Imax
¼

GCO2�
3

Gmax
CO2�

3

(17)

where

Gmax
CO2�

3
¼ ð2xþ 1=2 y� zÞ$Gfuel (18)

Carbonate ions are consumed in the following two

reactions:

COþ CO2�
3 /2CO2 þ 2e� (19)

H2 þ CO2�
3 /CO2 þH2Oþ 2e� (20)

With zero feed of carbon dioxide and steam, the combined

molarmass balanceof carbonandoxygenat the fuel cell reads:

Table 2 e Atomic ratios of fuels examined in this study.

Primary fuel
CxHyOz

Atomic ratio

Y¼ y/x (H/C) Z¼ z/x (O/C)

Methane (g) 4 0

Ethanol (l) 3 0.5

Methanol (l) 4 1

Wood (s) [20] 1.5075 0.6512

Anthracite (s) [21] 0.4673 0.0204

Fig. 2 e Simplified HT-plant scheme for stoichiometric

calculations.

i n t e rn a t i o n a l j o u r n a l o f h y d r o g e n en e r g y 3 6 ( 2 0 1 1 ) 7 2 4 0e7 2 5 07242



2$GCO2�
3

¼ Gout;FC
H2O

þ Gout;FC
CO2

(21)

Inserting Eqs. (17), (18)and (21) into Eq. (8) yields

RRMCFC
stoi ¼

x� z� x$S=C

2$hfuel$ð2xþ 1=2 y� zÞ
(22)

which may also be re-written as:

RRMCFC
stoi ¼

1� Z� S=C

2$hfuel$ð2þ 1=2 Y � ZÞ
(23)

This is exactly half the recycle ratio of the SOFC (Eq. (16)).

As can be seen from the derivation, this is entirely due to the

different type of ions involved in the electrochemical reac-

tions. The carbonate ion contributes one of its oxygen atoms

to the oxidation of carbon monoxide or hydrogen and adds

another molecule of carbon dioxide to the anode gas. Thus,

theMCFC anode exhaust gas contains two times asmuch fully

oxidized species compared to the SOFC system,which leads to

lower recycle ratios. Nevertheless, it should be noted that Eqs.

(16) and (23) are derived without consideration of heat inte-

gration and risk of carbon formation. From a stoichiometric

point of view, the MCFC system is therefore more advanta-

geous than the SOFC system.

2.2. Detailed calculation

To take into account aspects such as carbon formation and

heat integration, more detailed process unit models were

applied.

2.2.1. Unit models

Five process unit models were developed to assemble

complete high temperature plants (Fig. 1). These models must

be able to compute each component’s molar flow rate of

product gas and the amount of heat needed or produced from

the unit with its corresponding temperature. Thus, lumped

steady state models have been derived based on balances of

mass and energy.

Although these unit models were derived individually,

several general assumptions apply to all of them.

� Isothermal condition.

� Ideal gas behavior.

� Heat loss to the environment is neglected.

� Minimum temperature difference in heat exchangers,

DTmin¼ 10 �C.

� Air components other than O2 and N2 are neglected.

Each of the unit models receives information about the

molar flows of all chemical species entering this unit. The

output of each model contains information about the molar

outlet flows of each species, which is usually passed on to the

subsequent unit. Energy balances yield the amount of heat

required or released by each unit. The heat flux together with

its corresponding temperature level is also passed on as

a model output and is used to evaluate the heat integration of

the system (see Section 2.2.2). In the following, some more

details about the unit models are given.

2.2.1.1. Fuel processor. Two types of fuel processor are

considered: the gasifier [11,12] and the reformer [9,13]. Both

units typically work at 800 �C, but the reformer is also able to

operate at significantly lower temperatures. It is assumed that

the primary fuel is converted to carbon monoxide, carbon

dioxide, hydrogen, steam and methane. The outlet gas

composition is in chemical equilibrium with respect to the

water gas shift reaction (WGSR) and the steam methane

reforming (SMR) at given temperature of the fuel processor.

Moredetailsabout the fuelprocessormodel canbefound in [11].

The product gas of the fuel processor may contain impuri-

ties which can poison the fuel cells and which have to be

removed in a purification unit. The practical design of this

purification sequence depends on the type and concentration

of impurities that need to be removed. A very favorable option,

especially in combination with high temperature fuel cells, is

the application of units operating at similar temperatures as

the fuel converter and the fuel cells [11]. Herrmann et al.

proposed a moving bed reactor working at temperatures of

about 700 �C thatmaybeappliedhere [14]. However, in order to

keep the complexity of this study at a reasonable level, we

consider the fuel purification unit implicitly in the fuel

processor models, so the product gas is free from poisonous

impurities.

2.2.1.2. High temperature fuel cell. Two types of high

temperature fuel cell are considered here: SOFC [15] andMCFC

[16] (see Section 1). Both fuel cells have some similarities, e.g.

they are insensitive to carbon monoxide, operate at ambient

pressure and feature internal reforming. Thus, it is assumed

in both units’ models that the anode feed gas is completely

reformed to H2 before being converted electrochemically. Both

cells operate at a cell voltage of 0.7 V and the current is

determined via the fuel utilization, which is an input param-

eter. The anode outlet gas composition is in chemical equi-

librium with respect to the WGSR. Besides the type of anion

transferred through the electrolyte, the essential difference

between SOFC and MCFC is their operating temperature. The

SOFC typically works at 850 �C, while the MCFC operates at

600 �C. More detailed information about the SOFC model is

provided in the Appendix.

2.2.1.3. Burner. The anode exhaust gas, which still has some

heating value, is fed to a burner to generate some heat. The

burner is assumed to operate at 900 �C and all fuel compo-

nents are completely oxidized to steam and carbonmonoxide.

Air is added according to an air number of 2.5.

2.2.2. Constraints

In the detailed simulation, a feasible operating point is

required to fulfill two constraints: carbonization should be

avoided and the system should be fully heat integrated.

2.2.2.1. Carbonization. The deposition of solid carbon in any

of the units must be avoided. It can occur in a high tempera-

ture unit if the gas mixture contains a large fraction of carbon

monoxide. Since almost all streams in the considered plants

carry a certain amount of carbonmonoxide, the risk of carbon

formation has to be considered in each unit. Carbonization

may take place according to the following reactions:
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r1 : 2CO5CO2 þ CY (24)

r2 : H2 þ CO5H2Oþ CY (25)

To determine whether carbonization tends to occur or not,

we use a thermodynamic criterion: as long as the equilibrium

of at least one carbonization reaction favors the educts and

not the formation of solid carbon, there exists amechanism of

carbon removal and thus a carbon-free process is feasible. In

mathematical form, this can be expressed as:

Drg1 > 0 n Drg2 > 0 (26)

where

Drg1 ¼ Drg
q
1ðTÞ þ R$T$ln

%
xCO2

x2
CO

$

pq

p

&
(27)

and

Drg2 ¼ Drg
q
2ðTÞ þ R$T$ln

%
xH2O

xH2
xCO

$

pq

p

&
(28)

2.2.2.2. Heat integration. Each system produces or requires

heat at different temperature levels. This information is

provided by the output variables of each unit (heat flux and

corresponding temperature). All of these heat fluxes are

integrated in composite curves and a pinch analysis is applied

to determine whether the system requires additional heat or

provides heat as an energetic product. The details of the pinch

analysis method used in this study can be found in Biegler

et al. [17]. We demand that the process is thermally autono-

mous,meaning that all heat necessities can be satisfied by hot

streams within the process. In other words, this constraint is

fulfilled if the result of the pinch analysis shows that the

system requires no additional heat. In the discussed systems,

heat is mainly generated by the fuel cell and the burner. Since

only steam feed is considered (as mentioned in the beginning

of this chapter), the most important heat sink is the fuel

processor due to its strong endothermic reaction.

3. Results and discussion

In this chapter, the results of the stoichiometric calculation

and detailed simulation for the SOFC system are presented

first with a methane-fed SOFC system as an example. Then,

the outcomes from different primary fuels in the SOFC plant

are summarized and the influence of fuel composition to the

recycle ratio required is discussed. Nevertheless, some

selected results for the MCFC system as well as some varia-

tions of working parameters are shown and explained.

3.1. Solid oxide fuel cell (SOFC) systems

3.1.1. Stoichiometric calculation

We apply Eq. (16) to an SOFC system with methane as the

primary feed (Fig. 3a). It comprises a reforming reactor as fuel

processor, the SOFC and the burner. This system corresponds

to a typical SOFC plant operated with natural gas.

The gray plane in Fig. 3b indicates the recycle ratio required

by the system for stoichiometric operation. In general, the

amount of carbon dioxide and steam produced in the anode

depends linearly on fuel utilization (hfuel). At higher values of

fuel utilization, more carbon dioxide and steam are available

in the anode exhaust gas, thus a lower recycle ratio can be

applied. To make the comparison of different systems easier,

two characteristic operating points are defined (see Fig. 3b).

The first characteristic operating point represents a conven-

tional system without any recycle stream (RR¼ 0), where the

reforming agent is supplied via steam feed. The second

operating point is where the system operates fully integrated

with a recycle stream and the steam feed is not used (S/C¼ 0).

For both points, a fuel utilization of 80% is assumed, which is

a typical value for SOFCs. In case this fuel utilization is

infeasible, the highest possible fuel utilization is chosen for

the characteristic operating point.

According to the first operating point, the conventional

system requires a steam-to-carbon ratio of S/C¼ 1, which is an

obvious result for methane as fuel. At the second point, the

steam feed can be substituted completely by the anode recycle

stream with a relatively low recycle ratio of RR¼ 0.31. If the

fuel cell is operated fully integrated at a lower fuel utilization,

for example in order to produce more heat in favor of elec-

trical energy, the stoichiometric recycle ratio increases

quickly. At hfuel¼ 25%, the recycle ratio reaches its upper limit,

RRstoi¼ 1, which is a practically infeasible operating point. At

fuel utilization equal or less than this value, the oxygen flux

through the electrolyte of the fuel cell is not sufficient to

convert methane into reformate gas. Thus, if lower fuel utili-

zation is desired, an additional feed of steam is necessary.

The explicit equation for RRstoi derived in Section 2.1 is very

helpful to estimate the recycle ratio required to integrate an

SOFC plant as function of three parameters: fuel utilization

(hfuel), steam-to-carbon ratio (S/C ) and fuel composition. For

a system like the one shown in Fig. 3, complete mass inte-

gration is feasible at relatively low recycle ratios, as long as

fuel utilization in the fuel cell is high. However, this

a

b

Fig. 3 e SOFC system fueled with methane. (a) Process

structure. (b) Stoichiometric RRstoi as function of fuel

utilization (hfuel) and steam-to-carbon (S/C ) ratio.
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stoichiometric model does not consider any risk of carbon

formation or the feasibility of thermal integration.

3.1.2. Nonstoichiometric calculations

In the following, more detailed unit models are used to iden-

tify the minimal recycle ratio required for mass integration of

SOFC plants, considering the carbonization and heat integra-

tion constraints. Simulations are conducted for all five

primary fuels listed in Table 2. However, since the results of all

SOFC plants behave similar, only the outcomes from the

methane feed system are shown and discussed in details.

3.1.2.1. SOFC system fueled with methane. This system is

analogous to the systemdiscussed in the previous section. The

dark gray/colored plane in Fig. 4b represents the minimal

recycle ratio that satisfies the carbonization constraint as

a function of fuel utilization and steam-to-carbon ratio. This

recycle ratio is only slightly higher than the stoichiometric

recycle ratio (the gray plane). For instance, at 80% fuel utili-

zation, the fully integrated system demands a recycle ratio of

0.31 for stoichiometric operation, and RR¼ 0.34 to avoid

carbon deposition. This small increase of the recycle ratio

raises the steam and carbon dioxide content of the reformer

product gas sufficiently in order to suppress carbondeposition.

This outcome agrees well with the findings of Yi et al. [10],

who calculated a minimal recycle ratio of 0.4 for a similar

SOFC system (fully integrated system, 82% fuel utilization,

750 �C reformer temperature). Their system requires a slightly

higher recycle ratio due to the lower reformer temperature.

Applying the same conditions to our model yields a minimal

recycle ratio of RR¼ 0.36, which corresponds well to their

results. Because carbonization is easily suppressed due to the

high operating temperatures, the second characteristic oper-

ating point (RR¼ 0, hfuel¼ 0.8) applies a steam-to-carbon ratio

of S/C¼ 1.05, which is only slightly higher than at stoichio-

metric operation.

The overall shape of the profiles obtained from the stoi-

chiometric and the detailed simulation are very similar. Like

the stoichiometric model, the detailed calculation also shows

an infeasible region of operation at low fuel utilization. Fuel

reforming with steam or carbon dioxide is a highly endo-

thermic process. The heat required by this process is covered

by the heat generated by the SOFC and the burner. At higher

fuel utilization, a larger fraction of the fuel’s heating value is

converted into electrical energy in the SOFC. Consequently,

less heat is generated in the SOFC and the burner. The vertical

transparent surface in Fig. 4b indicates the maximum fuel

utilization which can be applied in the methane-fed SOFC

system, so that it operates autothermally, i.e. no external heat

input is needed. Operating at fuel utilization beyond this

boundary (hfuel> 85%) means that external heat input is

required, hence the process is considered infeasible.

To summarize, the mass integration of this high temper-

ature fuel cell system can be accomplished with relatively

small recycle flows. The heat integration constraint limits the

fuel utilization to values below 85%, which is acceptable. At

reduced fuel utilization, the required recycle ratio increases,

so additional steam feed may be preferable at such operating

conditions.

3.1.3. Summary of the evaluated SOFC systems

The results from the characteristic operating points of both

the stoichiometric and the detailed computations of different

SOFC systems are summarized in a Van Krevelen diagram

(Fig. 5). It shows that the recycle ratio required to suppress

carbon deposition is only slightly higher than the value that is

obtained from the stoichiometric calculation. The difference

is small basically due to the high operating temperature of the

fuel processor unit and the SOFC. It is much easier to suppress

carbonization thermodynamically at elevated temperature,

hence a small increase of the recycle ratio or steam feed from

the stoichiometric demand is sufficient to avoid carbon

formation. This fact makes Eq. (16) suitable as a shortcut

formula to estimate the minimal recycle ratio as well as the

minimal steam-to-carbon ratio in SOFC systems.

It can be seen also from Fig. 5 that the minimal recycle

ratios of SOFC system fueled with methanol (CH3OH) are very

small. This comes from the fact that the oxygen-to-carbon

ratio of methanol already equals unity, meaning that,
a

b

Fig. 4 e SOFC system fueled with methane. (a) Process

structure. (b) RRmin as function of fuel utilization (hfuel) and

steam-to-carbon (S/C ) ratio.

Fig. 5 e Van Krevelen diagram for various fuels with their

feasible operating conditions in the SOFC plant. The color

indicates the stoichiometric recycle ratio at hfuel[ 80% and

S/C[ 0. (For interpretation of the references to colour in

this figure legend, the reader is referred to the web version

of this article).
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stoichiometrically, methanol can decompose into gaseous

compounds without any addition of a reforming agent:

CH3OH/COþ 2H2 (29)

Thus, from a stoichiometric point of view, there is no

oxygen demand for the reforming of methanol (RRstoi¼ 0), but

a certain amount of steam and/or carbon dioxide is still

required to prevent carbon deposition. This leads to aminimal

recycle ratio of 0.05 for the fully integrated system.

The minimal recycle ratio decreases with increasing

oxygen and hydrogen content of the fuel. A high oxygen

content of the fuel reduces the demand for additional oxygen

in the primary fuel conversion process. A large fraction of

fuel-bound hydrogen leads to a large amount of steam in the

anode exhaust gas, which in turn means that a lower recycle

ratio is required to satisfy the oxygen demand in the fuel

converter. This is also indicated by Eq. (16); assuming full

integration (S/C¼ 0) and a fixed fuel utilization (e.g. hfuel¼ 0.8),

one can see that the increase of both fuel composition

parameters, oxygen and hydrogen content, decreases the

stoichiometric recycle ratio. These results are represented by

different darkness/colors in Fig. 5.

It should be noted that these results are very sensitive with

respect to operating temperatures. A decrease in the gasifier or

SOFC temperature by 50 �C increases the required recycle ratio

by about 3%due to the shifted equilibriumof the carbonization

reactions. These results are also only valid if a high tempera-

ture purification unit is applied. Using a purification unit

operating at a significantly lower temperature not only

increases the risk of carbon deposition, but it also causes a loss

of exergy which penalizes the system heat integration [11].

According to these results, the anodic recirculation might

be a potential replacement for the conventional steam feed in

SOFC plants. Except for the coal feed system, recycle ratios are

lower than RR¼ 0.34, which may be considered acceptable.

Whether or notmass integration is really favorable in a specific

system strongly depends on design details such as the addi-

tional power demand due to increased gas flow rates, and the

cost of a water desalinization and evaporation system. Thus,

the question whether this process option should be applied or

not can only be answered individually for each system.

3.2. Molten carbonate fuel cell (MCFC) systems

Thesecondtypeofhightemperature fuel cell considered in this

work is the MCFC. Similar to the SOFC system, the calculation

of the minimal recycle ratio is differentiated into stoichio-

metric and detailed simulations. Only the results for theMCFC

systems fed with methane and wood are presented here.

3.2.1. Stoichiometric calculation

In an MCFC, carbonate anions are transferred from the

cathode to the anode. This makes the minimal recycle ratio

for MCFC system only half as large as the minimal recycle

ratio for an SOFC system (see Section 2.1). As an example, for

stoichiometric operation of an MCFC system fed with

methane at a fuel utilization of 80%, a recycle ratio of only

RR¼ 0.16 is required, whereas a recycle ratio of RR¼ 0.31 is

required for the equivalent SOFC system (Fig. 4b).

3.2.2. Nonstoichiometric calculations

Caused by different kinds of anions migrating through the

electrolyte, the MCFC has a significantly lower operating

temperature (T¼ 600 �C) than the SOFC. Lower temperatures

favor the products of the carbonization reactions (Eqs. (24) and

(25)). Thus, one can expect that a higher amount of steam feed

or recycle ratio is necessary to suppress carbon deposition.

The low operating temperature of theMCFC also affects the

heat integration. The main heat sources of the plant are the

fuel cell and the burner, while the main heat sink is the fuel

conversion unit. If the fuel processor temperature is higher

than the fuel cell temperature, only the heat released from the

burner can be used to cover the heat demand. Hence, a certain

amount of fuel has to be available for the burner which limits

the fuel utilization in the fuel cell. In practice, the burner of an

MCFC is often integrated with the fuel cells in a common

housing, so the burner temperature is similar to the cell

temperature (see Hot Module concept by MTU Onsite Energy

[18]). In order to operate the burner at a significantly higher

temperature than the fuel cell, it must be placed separately

from the fuel cells.

3.2.2.1. MCFC system fueled with methane. Fig. 6a depicts the

flow sheet of an MCFC process with methane as fuel. The

process design is similar to the SOFC system (Fig. 4a). In

a typical MCFC plant, the reforming unit is heated by the off-

gases from the fuel cell, so we assume a reformer temperature

that is lower than the fuel cell temperature. Another differ-

ence between this system and the SOFC system is that the

exhaust gas of the burner is fed to the cathode channel, which

is a special feature of MCFC technology, but it has no influence

on the determination of anode recycle ratio. Air is added to the

burner according to an air number of 2.5.

Fig. 6b shows that the non-integrated MCFC requires

a steam-to-carbon ratio of S/C¼ 2 in order to suppress carbon

deposition. This is a typical value for MCFC operation.

However, the integrated system requires a recycle ratio of

RR¼ 0.86, which increases the anodic gas flow rate by a factor

of 7. This high recycle ratio is necessary in order to avoid

Fig. 6 e MCFC system fueled with methane. (a) Process

structure. (b) RRmin as function of fuel utilization (hfuel) and

steam-to-carbon (S/C ) ratio.
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carbon deposition in the low temperature reforming unit.

Moreover, the infeasible operating area is large, e.g. for a fully

integrated system, the fuel utilization cannot be decreased

below 70%, otherwise additional steam is required. All these

facts clearly indicate that mass integration is not an attractive

option in such a system.

The profile obtained from the stoichiometric calculation

and the result from the detailed simulation strongly deviate.

Contrary to the SOFC systems, the stoichiometric calculation

does not yield a reliable approximation for the required

recycle ratio.

3.2.2.2. MCFC system fueled with wood. The results for an

MCFC plant based on wood are shown in Fig. 7. Because the

gasifier works at temperature higher than the MCFC temper-

ature, the heat from the fuel cell cannot be used to compen-

sate the heat demands in the gasifier, and heat integration

becomes a limiting constraint for fuel utilization. This leads to

an upper bound of the fuel utilization of 77% for the fully

integrated system. In order to suppress carbon deposition in

the fuel cell at this operating point, a high recycle ratio of

RR¼ 0.7 is needed. The integrated system becomes infeasible

at fuel utilizations lower than 50% because of the carboniza-

tion constraint in the fuel cell. Obviously, this is not an

attractive option, either.

The non-integrated system is constrained to fuel utiliza-

tions less than 65% due to the heat integration constraint, but

it works at a moderate steam-to-carbon ratio of S/C¼ 2.2.

3.2.3. Parameter sensitivity analysis in the MCFC plant

As shown in the previous chapter, the limitations in the MCFC

systems are strongly connected to the temperatures of the fuel

processor and the fuel cell. In order to evaluate the sensitivity

of the limitations with respect to these temperatures, we

simulate a hypothetical MCFC system based on wood with

a decreased gasifier temperature and an increased MCFC

temperature (see Fig. 8a).

We assume an MCFC operating temperature of 700 �C and

a slightly lower gasifier temperature of 650 �C. This shifts the

heat integration constraint far enough so that the fully inte-

grated system can be operated at 80% fuel utilization (Fig. 8b).

This operating point requires a recycle ratio of RR¼ 0.41. The

open system may reach 76% fuel utilization and operates at

S/C¼ 0.9. This situation is roughly comparable with the SOFC

plant fueled with methane.

Obviously, the two measures proposed here are not easily

realized. Typical gasifier temperatures are between 700 �C and

1000 �C [19]. A gasifier operating at 650 �C is likely to produce

significant amounts of tar, especially if wood is used as fuel.

An MCFC usually works at temperatures between 600 �C to

650 �C, at which degradation rates are still tolerable [18]. In

order to achieve long system life time at 700 �C, different

materials would be needed for the electrode and probably

even the electrolyte materials in this fuel cell. Thus, such

a high temperature MCFC would be significantly different

from today’s MCFCs.

These results show that, only with strong changes in the

temperature levels, the mass integration concept in MCFC

systems is attractive.

3.2.4. Summary of MCFC systems

Although from the stoichiometric point of view, mass inte-

gration seems to be more attractive for MCFC than for SOFC

systems, the MCFC requires significantly higher recycle ratios

in order to suppress carbon deposition. In addition, the heat

integration is a severely limiting constraint in many MCFC

systems. This leads to small windows of feasible operating

conditions for fully integrated systems. Only if the tempera-

ture levels of the gasifier and the fuel cell are significantly

changed, the integrated MCFC system can be operated at

acceptable recycle ratios.

The results obtained from the stoichiometric and the

detailed calculations strongly deviate for all considered MCFC

system configurations. The first reason is that the basic

Fig. 7 e MCFC system fueled with wood. (a) Process

structure. (b) RRmin as function of fuel utilization (hfuel) and

steam-to-carbon (S/C ) ratio.

Fig. 8 e MCFC plant with high temperature MCFC and low

temperature gasifier fueled with wood. (a) Process

structure. (b) RRmin as function of fuel utilization (hfuel) and

steam-to-carbon (S/C ) ratio.
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assumption of the stoichiometric model, which postulates

that the fuel processor produces only carbon monoxide and

hydrogen, is only fulfilled in MCFC systems if the fuel

processor operates at high temperature. The second reason is

that due to the low fuel cell temperature, a feed gasmixture of

carbonmonoxide and hydrogen is far inside the carbonization

region, and a strong increase in steam feed or recycle ratio

compared to the stoichiometric result is required to avoid

carbon formation. This means also that Eq. (23) is not appro-

priate as a shortcut model for the MCFC system.

4. Conclusions

The mass integration concept has been evaluated on two

types of high temperature fuel cell plants. In the SOFC plants,

apart from the coal feed system, the recirculation of oxygen-

rich anode exhaust gas is an attractive option to replace the

steam or air feed as reforming agent, leading to a significant

simplification of the system design. The fully integrated

system works at acceptable levels of recycle ratio depending

on the type of fuel used (see Fig. 5) in which two important

constraints, namely carbon formation and system wide heat

integration, are already considered.

Although the stoichiometric calculations indicate that this

process option is more attractive for the MCFC than the SOFC,

the results from the detailed simulations show reversely.

Unless drasticmeasures are applied, the fullymass-integrated

MCFC systems are hardly feasible.

Eq. (16) can be used as a shortcut tool for the SOFC systems

since the results from the stoichiometric approach are in

a good agreement with the outcomes from the detailed

calculations. It is very practical because it can predict not only

the lower bound of recycle ratio required, but also theminimal

steam-to-carbon ratio for the conventional plant.

Appendix. SOFC model

The SOFC is one of the two types of high temperature fuel cells

considered in this study. Its model is illustrated in Fig. 9.

Several assumptions are applied in this model.

1. The SOFC operates at 850 �C.

2. The anode inlet temperature, Tanode
in , is 820 �C. The fuel gas

is heated and brought to this temperature using the heat

flux Qanode
in .

3. In the anode channel, the SMR (Eq. (A.1)) and theWGSR (Eq.

(A.2)) occur:

CH4 þH2O/COþ 3H2 (A.1)

COþH2O/CO2 þH2 (A.2)

Because these reactions typically attain virtually complete

conversion in the anode channel, we assume complete

reforming conversion at the inlet of the anode channel.

4. The product of the reforming process is converted elec-

trochemically at the anode according to

H2 þO2�
/H2Oþ 2e� (A.3)

5. Because only very small amounts of methane are expected

at the anode outlet, the anode exhaust gas is assumed to be

in chemical equilibrium with respect only to the WGSR.

6. The air feed to the cathode is adjusted so that the system

is kept at its operating temperature of 850 �C (see

assumption 1). This flow rate is usually sufficiently high

to provide the required oxygen for the cathode reaction.

7. The air feed temperature, Tcathode
in , is 650 �C. The air is

heated up from ambient temperature to this temperature

level using the heat flux Qcathode
in before being fed into the

cathode channel. The exhaust air is cooled down to

ambient temperature, providing the heat flux Qcathode
out .

8. At the cathode, oxygen is reduced according to

1=2O2 þ 2e�/O2� (A.4)

9. The fuel cell is designed sufficiently large so that a given

fuel utilization,hfuel, can always be achieved with a cell

voltage, Ucell, of 0.7 V, as long as the Nernst voltage of the

fuel gas and air is above this value.

10. Six gas components are considered: CH4, H2, CO, H2O, CO2

and N2 (inert).

Fig. 9 e Mass and heat flow scheme of the SOFC model.
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These assumptions lead to the following model equations.

Anode channel

At the anode inlet (molar flow rates Gi,in), the fuel gas is

completely reformed. The resulting component’s flow rates,

Ganode
i;in , are calculated as follows:

Ganode
i;in ¼ 0c i˛fCO; CH4g (A.5)

Ganode
CO2 ;in

¼ GCO2 ;in þ GCO;in þ GCH4 ;in (A.6)

Ganode
H2 ;in

¼ GH2 ;in þ GCO;in þ 4$GCH4 ;in (A.7)

Ganode
H2O;in ¼ GH2O;in � GCO;in � 2$GCH4 ;in (A.8)

Ganode
N2 ;in

¼ GN2 ;in (A.9)

The conversion of the electrochemical process is charac-

terized by the fuel utilization. The systemwide fuel utilization

is the ratio between the electrical cell current and the stoi-

chiometrically possible current from the fuel that is fed into

the system:

hfuel ¼
I

2F$ð2xþ 1=2 y� zÞ$Gfuel
(A.10)

This is an input parameter of the system, and it can be

found on one of the horizontal axes in Figs. 3 and 4 and 6e8.

For practical calculations, we define the single pass utilization

as the ratio of the electrical current and the stoichiometrically

possible current from the completely reformed inlet gas flux:

h
sp
fuel ¼

I

2F$Ganode
H2 ;in

(A.11)

Combining both equations yields

h
sp
fuel ¼ hfuel$

ð2xþ 1=2 y� zÞ$Gfuel

Ganode
H2 ;in

(A.12)

With the definition above, the component fluxes after the

electrochemical reactions can be calculated:

Ganode
H2 ;temp ¼

�
1� h

sp
fuel

�
$Ganode

H2 ;in
(A.13)

Ganode
H2O;temp ¼ Ganode

H2O;in þ h
sp
fuel$G

anode
H2 ;in

(A.14)

Ganode
i;temp ¼ Ganode

i;in c i˛fCO; CO2; CH4; N2g (A.15)

as well as the electrical power output:

Pel ¼ n$F$Ucell$h
sp
fuel$G

anode
H2 ;in

(A.16)

These fluxes, Ganode
i;temp, are used as the initial values for the

exhaust gas which is in equilibriumwith respect to theWGSR.

Since only four components, i.e. CO, CO2, H2 and H2O, are

involved in this reaction, the outlet molar flows of CH4 and N2

are equal to the results from the electrochemical calculations.

Ganode
i;out ¼ Ganode

i;tempci˛fCH4; N2g (A.17)

The law of mass action of the WGSR must be fulfilled at the

anode exhaust:

exp

�
�Drgq

WGSR

R,TSOFC

�
¼

Ganode
CO2 ;out

$Ganode
H2 ;out

Ganode
CO;out$G

anode
H2O;out

(A.18)

where Drgq
WGSRðTSOFCÞ is the Gibbs enthalpy of this reaction.

In addition, three atom balances have to be satisfied:

C-balance : Ganode
CO;out þ Ganode

CO2 ;out
¼ Ganode

CO;temp þ Ganode
CO2 ;temp (A.19)

H-balance : Ganode
H2 ;out

þ Ganode
H2O;out ¼ Ganode

H2 ;temp þ Ganode
H2O;temp (A.20)

O-balance : Ganode
CO;out þ Ganode

CO2 ;out
þ Ganode

H2O;out

¼ Ganode
CO;temp þ Ganode

CO2 ;temp þ Ganode
H2O;temp (A.21)

Solving these four equations (Eqs. (A.18)e(A.21)) gives the

molar flow rates of CO, CO2, H2, H2O at the anode outlet.

Cathode channel

The air flow rate in an SOFC is typically used to adjust the fuel

cell temperature. It is determined via the enthalpy balance

around the fuel cell, which reads

Hanode
in þHcathode

in � Pel �Hanode
out � Hcathode

out ¼ 0 (A.22)

where

Hanode
in ¼

X
i

Ganode
i;in $Dfh

q
i

�
Tanode
in

�
(A.23)

Hanode
out ¼

X
i

Ganode
i;out $Dfh

q
i ðTSOFCÞ (A.24)

Hcathode
in ¼Gair;in$

�
xO2 ;air$Dfh

q
O2

�
Tcathode
in

�
þ


1� xO2 ;air

�
$Dfh

q
N2

�
Tcathode
in

��
ðA:25Þ

Hcathode
out ¼

�
Gair;in$xO2 ;air �

1
2
$h

sp
fuel$G

anode
H2 ;in

�
$Dfh

q
O2
ðTSOFCÞ

þ Gair;in$


1� xO2 ;air

�
$Dfh

q
N2
ðTSOFCÞ ðA:26Þ

From this enthalpy balance, together with the given inlet

temperatures and the given fuel cell temperature, the air flow

rate at the cathode channel, Gair,in, is determined.

The outlet flow rates from the cathode channel can then be

obtained as:

Gcathode
O2 ;out

¼ Gair;in$xO2 ;air �
1
2
$h

sp
fuel$G

anode
H2 ;in

(A.27)

Gcathode
N2 ;out

¼ Gair;in$


1� xO2 ;air

�
(A.28)

Heat exchangers

The heat fluxes entering and leaving the SOFC are output

quantities of the model which are required for the pinch

analysis. These heat fluxes describe the amount of heat

needed to heat up the fuel gas at the anode and the air at the
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cathode aswell as the heat that is obtained from cooling down

the cathode exhaust gas to ambient temperature:

Qanode
in

""""
Tanode
in

Tin

¼
X
i

Gi;in$

�
Dfh

q
i

�
Tanode
in

�
� Dfh

q
i ðTinÞ

�
(A.29)

Qcathode
in

""""
Tcathode
in

T0

¼
X
i

Gi;air;in$

�
Dfh

q
i

�
Tcathode
in

�
� Dfh

q
i ðT0Þ

�
(A.30)

Qcathode
out

""""
T0

TSOFC

¼
X
i

Gcathode
i;out $

�
Dfh

q
i ðT0Þ � Dfh

q
i ðTSOFCÞ

�
(A.31)

Nomenclature

Latin symbols

F Faraday constant, Cmol�1

G total molar flow rate, mol s�1

Gi molar flow rate of species i, mol s�1

H enthalpy flux, MW

I electric cell current, A

p; pq pressure; standard pressure, Nm�2

P electrical power produced, MW

Q heat flux, MW

R gas constant, Jmol�1 K�1

RR recycle ratio, 1

S/C steam-to-carbon ratio, 1

T temperature, K

U cell voltage, V

x fuel composition: amount of C per mole of fuel, 1

y fuel composition: amount of H per mole of fuel, 1

Y relative fuel composition: mole H per mole C, 1

z fuel composition: amount of O per mole of fuel, 1

Z relative fuel composition: mole O per mole C, 1

Greek symbols

DrgqWGSRðTÞ standard Gibbs enthalpy of WGSR, Jmol�1

Dfh
q
i ðTÞ standard enthalpy of formation of component i,

J mol�1

hfuel system wide fuel utilization, 1

h
sp
fuel single pass fuel utilization, 1

Indices, upper

fuel fuel flow into the fuel processor

MCFC related to molten carbonate fuel cells

out,FC outlet flow from the fuel cell

out,FP outlet flow from the fuel processor

out,sys exhaust flow leaving the system

rec recycle flow

SOFC related to solid oxide fuel cells

Indices, lower

max highest possible value

min lowest possible value

stoi stoichiometric value

Acronyms

SMR steam methane reforming

WGSR water gas shift reaction
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a b s t r a c t

Structured reactors, and especially arranged reactors, are multiscale systems, in which the design on

the small scale essentially determines the macroscopic reactor behaviour. In the present contribution,

we propose a modelling strategy for the design and optimisation of an arranged flat-bed reforming

reactor. It consists of three model levels, each describing the structure of the reactor on a different scale

and detail level. The elements of this hierarchy are consistent and compatible, which means that results

obtained with one model can be transferred to the other models. The possible applications of this

model hierarchy range from estimation of pressure drop coefficients up to the integration of the

structured reactor into a process plant.

& 2011 Elsevier Ltd. All rights reserved.

1. Introduction

Structured reactors play a key role in the design of intensified

multiphase processes in chemical engineering (Pangarkar et al.,

2008). In contrast to classical fixed beds, which are random

packings of catalytically active particles, structured reactors can

be purposefully designed on all scales from the catalyst level up

to the reactor level (Kreutzer et al., 2006). For, say, spherical non-

porous catalyst particles, the structure of a fixed bed has only one

design parameter, which is the size of the particles. It determines

the size of the available catalyst surface and thereby the reaction

rate and catalyst efficiency; small particles are preferred here. The

particle size also determines the interparticle length, which has a

strong impact on the total pressure drop of the reactor; large

particles are preferred in order to keep the pressure loss low.

Selecting the particle size therefore is a compromise between

maximising the catalyst efficiency and minimising the pressure

loss. Application of porous or non-spherical particles adds some

degrees of freedom to the design, but it does not allow to design

mass transport and reaction independently.

In a structured packing, the design of the structure introduces

many new degrees of freedom for reactor design, allowing to

decouple the hydrodynamic state (pressure drop), the reaction

rate (catalyst efficiency) and the transport of heat and mass

(reaction control) to a wide extent (Pangarkar et al., 2008). Thus,

in a structured reactor these processes can be adjusted in order to

control the temperature and concentration profiles along the flow

path, thereby improving selectivity and conversion, and avoiding

local temperature peaks.

According to Cybulski and Moulijn, (2006), structured reactors

can be categorised into monolithic reactors, membrane reactors and

arranged reactors (see Fig. 1). Numerous contributions about the

modelling and simulation of monolithic reactors have been pub-

lished, including modelling of specific details and simulations of

complete reactors (e.g. Chen et al., 2008; Tischer and Deutschmann,

2002). Also, a wide range of contributions on modelling of

membrane reactors is available (e.g. Marcano and Tsotsis, 2002).

With regard to arranged reactors, many contributions treat the

modelling of gas–liquid systems in structured packings (see

Pangarkar et al., 2008), which are widely applied, for example in

reactive distillation. However, only a few publications treat arranged

reactors for heterogeneously catalysed gas-phase reactions. von

Scala et al. (1999) investigated flow paths in Katapak-M packings

and estimated pressure drops from CFD simulations of the structure

for single phase flow. Their model-based results correspond very

well with experimental data. Petre et al. (2003) proposed a compu-

tational method for a priori estimation of the pressure drop in a

structured packing by analysis of dissipation rates in recurrent

structure elements. Calis et al. (2001) focussed on regular fixed

bed channels with very low tube-to-particle-diameter ratio. They

applied CFD simulations to predict pressure drop correlations, which

showed reasonable agreement with experimental results. However,

none of these contributions treats mass and heat transfer in

arranged, parallel passage reactors, which is the focus of this work.

Like all structured reactors, arranged reactors are multiscale

systems; the geometrical design of the structure determines the
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processes of transport and reaction on this scale and has a strong

impact on the behaviour of the complete reactor on a larger scale.

Thus, the ability to describe the processes on a small scale and

transfer this knowledge to the reactor scale is a prerequisite for a

purposeful reactor design. While the simulation of the processes

on the scale of the repeating structures can be done with

established methods such as computational fluid dynamics

(CFD), the same level of detail cannot be applied to the description

of the whole reactor due to high computational costs. Instead,

reduced reactor models are required, which reflect the essential

behaviour on the small scale, but which are computationally cheap

and thus applicable to the simulation of the complete reactor.

In this contribution, we propose a multiscale hierarchy of three

model levels for the design and analysis of structured reactors

(Fig. 2). Each model describes the reactor or a part of it on a

different level of detail and is tailored for specific tasks:

� The detailed model describes one or several repeating sections

of the structure in all geometric details. It is not only

applicable for the analysis and design of the structure, but it

also allows to estimate heat and mass transport parameters

needed to transfer the essential characteristics of the structure

to the reduced models (see below).

� The zone model neglects exact geometrical details. Instead, it

considers discrete volumes in which the reaction takes place. It

is useful, e.g. for designing the reactor-wide flow pattern.

� The phase model has spatially homogenised reactive and non-

reactive phases, coupled by interphase mass and heat transfer.

It is suitable to describe the spatially distributed reactor

behaviour and its interaction with surrounding devices in a

computationally efficient way. It can be applied for optimisa-

tion of the reactor and its integration into complex devices.

None of these models is entirely new. The novelty of this

contribution is the hierarchy of coherent and compatible models;

results obtained with one of the models can be transferred to

other elements of the model hierarchy. Furthermore, the applica-

tion of the models covers a wide spectrum of tasks ranging from

the design of the structure up to the heat integration and optimal

control of the complete reactor. It is the latter aspect, in parti-

cular, which makes the proposed hierarchy a powerful and

useful tool.

In this contribution, we derive and discuss the three models

illustrated in Fig. 2, thereby focussing on a flat bed reforming

reactor that is used as an indirect internal reforming unit in high

temperature molten carbonate fuel cell (MCFC) systems (Bischoff

and Huppmann, 2002; Pfafferodt et al., 2010). Its purpose is to

reform the fuel gas (usually a methane/steam mixture) to a

certain conversion before the gas mixture is fed to the fuel cells.

They are inserted into the fuel cell stack at certain intervals, so

they absorb heat from the fuel cells they are attached to. The

elementary cell of this arranged reactor is shown in Fig. 3 left. It

consists of two corrugated metal sheets, which are aligned in a

staggered way, forming small chambers. In some of these,

cylindrical catalyst particles are inserted.

Because the derivations of the zone and the phase models are

motivated by the simulation results obtained from their preced-

ing models, we discuss the models directly together with their

results and some examples of typical applications. The detailed

model and the zone model have already been published

elsewhere in detail (Pfafferodt et al., 2008). For the sake of

completeness, we repeat the most important aspects of these

models here, so the reader can follow the argumentation, and

refer to the mentioned publications for further details. Because

the phase model has not been published elsewhere, we discuss its

derivation in detail.

In Section 5, we also discuss how this hierarchical modelling

approach can be transferred to other arranged, parallel passage

reactors such as Katapak structures.

Fig. 1. Classes of structured reactors according to Cybulski and Moulijn (2006).

Fig. 2. Proposed model hierarchy for structured reactors. N, R: non-reactive and

reactive zone or phase; C: catalyst phase, ni, q: molar fluxes and heat flux,

respectively. Drawings are not to scale.

Fig. 3. Elementary cell and scheme of the detailed model of the reforming reactor

(U.S.-Patent 6200696, not to scale).
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2. The detailed model

This model describes the hydrodynamic and chemical beha-

viour in the elementary cell of the catalytic reactor on a small

scale. It can be used to evaluate the performance of different

geometrical structures. Furthermore, it is an important tool for

the estimation of parameters that are required in the subse-

quently discussed zone and phase models. The class of detailed

models is only briefly described here. For detailed information

about the example, the reader is referred to the work of Pfafferodt

et al. (2008).

2.1. Model definition

The CFD method is applied to describe the flow behaviour and

the chemical reactions in the elementary cell. Independent from

the modelled system, the detailed model reflects a cut-out section

of the complete reactor, comprising several elementary cells

(Fig. 3). Symmetry conditions are used in order to reduce the size

of the model geometry and thereby decrease the necessary

numerical effort. An inlet and an outlet section are added so that

the gas flow can adapt smoothly from the uniform flow at the

inlet boundary to the non-uniform flow pattern inside the

structure, and vice versa. In addition, several elementary cells

are aligned along the main direction of gas flow in order to obtain

a representative flow pattern despite the effects at the inlet and

outlet regions.

In general, laminar or turbulent flow equations are applied in

detailed models, depending on the Reynolds number. Depending

on the solid structure of the catalyst, the chemical reaction can

be modelled as a surface reaction, or diffusion/reaction models

(e.g. Levenspiel, 1996) can be used to describe the processes

inside a porous catalyst. The boundary conditions define the gas

flow (velocity, composition and temperature) into the model

region at the inlet section, constant pressure level at the outlet,

symmetry conditions at all symmetric faces and no-slip condi-

tions on all solid surfaces. If applicable, boundary conditions with

respect to temperature should be kept as simple as possible, for

example with uniform temperature on all outer walls or adiabatic

conditions.

In the case of the reforming reactor, seven elementary cells are

aligned together with an inlet and an outlet section in the detailed

model, so the catalyst pellets are allocated in a slightly staggered

row (Fig. 3 right). Due to the high density of edges and obstacles

in the geometry, which frequently cause laminar separation,

Navier–Stokes equations with a k–e-turbulence model are

applied. The catalyst pellets are assumed to be highly active, so

the reaction is modelled as a surface reaction with a high reaction

rate coefficient. Two simultaneous reactions are considered,

which are the methane steam reforming and the water gas shift

reaction. The boundary conditions in this example comprise the

flow rate, gas composition and temperature at the inlet, a

constant pressure at the outlet surface, symmetric boundary

conditions at the sides of the model, no-slip conditions at all

internal surfaces, isothermal conditions at all outer surfaces of the

top and bottom metal sheets and the aforementioned reaction

rates at the pellet surfaces.

Note that virtually any structure can be modelled in a similar

way. For example, von Scala et al. (1999) presented a detailed

model of a Katapak-M packing. Their model represents a series of

four identical packing elements, where all details of the geome-

trical structure are included. In contrast to the model presented

here, they did not include any chemical reaction, but instead

focused on the heat transfer between the reactor wall and the

fluid. Calis et al. (2001) used similar models to evaluate the

pressure drop across regular structured packings with very low

channel-to-particle-diameter ratio. Their model approach and the

detailed model proposed in this contribution essentially follow

the same guidelines.

The detailed model was implemented and solved with the CFX

10.0 software package. Typical numerical solution times of

detailed models strongly depend on their individual complexity

with regard to geometry and on the described physical and

chemical processes. The detailed model of the reformer shown

in Fig. 3 can usually be solved within 2.5–3 h CPU time (Dual

Xeon CPU at 3.2 MHz), using up to 1.3 GB of RAM.

2.2. Simulation results

The detailed model of the reforming reactor considered here

has been solved under the boundary conditions given in Table 1.

The inlet conditions correspond to a gas mixture of methane and

steam, which has been pre-reformed to a certain extent. The

results in Fig. 4 indicate the existence of two zones in this reactor.

In the vicinity of the catalyst pellets, the gas is almost stagnant

due to the flow resistance caused by the catalyst pellets. The gas

composition around the pellets is close to chemical equilibrium

with respect to the methane steam reforming and the water gas

shift reaction. Due to the overall endothermic character of the

reforming process, the temperature is low there. At a certain

distance from the catalyst pellets, the gas flows at high velocity

and with low pressure drop, and its conversion is low. The two

zones are designated as reactive zone (index R) and non-reactive

zone (index N). Repeating cross-sectional profiles of the velocity

and temperature evolve after a few pellets, and from there on, the

rates of the reforming reactions are basically limited by mass

Table 1

Boundary conditions applied to the detailed model of the reforming reactor.

Parameter Value

Feed conditions

Mass flux 6.00�10�5 kg s�1

Mass fraction CH4 0.246 kg kg�1

Mass fraction H2O 0.554 kg kg�1

Mass fraction H2 0.031 kg kg�1

Mass fraction CO 0.000 kg kg�1

Mass fraction CO2 0.169 kg kg�1

Temperature 600 1C

Walls

Temperature 600 1C

Fig. 4. Selected simulation results of the reforming reactor based on the detailed

model. xCH4
: Methane mole fraction, T: temperature and u: velocity. Profiles shown

at half the reactor height.
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transfer between both zones and by heat transport between the

reactor walls and the reactive zone. Towards the end of the

structure, the influence of the outlet boundary conditions per-

turbs the distributions of temperature, composition and velocity.

Thus the flow pattern at the first and the last few pellets is not

fully developed and cannot be considered as fully representative

for the state inside such a reactor.

2.3. Applications

Besides the simulation of the gas velocity, composition and

temperature profiles, the detailed model is suitable for a wide

range of purposes. It can be used to compare the performance of

different geometrical patterns, for example to evaluate the effect

of a different placement of the catalytically active material. The

model also serves to estimate parameters that are required in the

following reduced models (Sections 3 and 4), including anisotro-

pic gas permeabilities, effective mass and heat transfer coeffi-

cients between both zones, transfer coefficients between gas and

wall and volumetric ratios of both zones. In the following, some of

these applications are discussed in more detail.

2.3.1. Comparison of different geometrical structures

Structured reactors offer the opportunity to precisely design

the surrounding of the catalyst, and thereby to control the state

changes in the fluid volumes passing through. The detailed model

is the tool for the comparison of different geometrical structures

on the small scale. The variation may simply be a single para-

meter such as the width of a gap or the distance between catalyst

pellets, which is modified in a systematic way to evaluate the

effect of this parameter. The detailed model can also be applied to

compare completely different structure designs, for example

structures with straight channels versus geometries with a zigzag

pattern.

Calis et al. (2001) demonstrated a similar comparison for

structured packed beds with very low channel-to-particle-dia-

meter ratio, focussing on the friction occurring in these struc-

tures. They solved CFD models of packed beds with a varying

channel diameter at different Reynolds numbers in order to

estimate the coefficients of the Ergun equation for each geometry

individually.

In Fig. 5, three geometries of the reforming reactors are

compared. They vary with respect to the pattern of catalyst

pellets inserted into the structure. The states in these models

strongly differ with respect to the conversion of the reforming

process. The first structure (Fig. 5a) shows an overall conversion

of 1.8%, the geometry with two catalyst rows has 3.6% and the

geometry in Fig. 5(c) has the highest conversion, which is 5.5%.

These results clearly show the impact of the catalyst allocation on

the effective reaction rate in this structure. In addition, the

profiles show that in each case, clearly separated reactive and

the non-reactive zones are present, which confirms the finding

from the previous Section 2.2.

The model hierarchy also allows comparing the performance

of different geometrical structures on the reactor scale. As shown

in the following sections, the detailed model can be applied to

estimate parameters that are used in the reduced models, which

then reveal the impact of design changes on the behaviour of the

whole reactor.

2.3.2. Estimation of pressure drop coefficients

The detailed model can be applied to estimate coefficients for

correlations of the pressure drop in structured reactors. Typically,

correlations are used to describe the pressure drop (Dp) per

length of the reactor (L) as a function of several geometrical

parameters (void fraction, e, and lengths, d), fluid properties

(viscosity, m, and density, r) and operating conditions (superficial

gas velocity, u0):

Dp

L
¼ f ðu0,e,d,m,rÞ ð1Þ

For the sake of simplicity, the following discussion is carried

out for a one-dimensional system, although the results are

applied later to three spatial dimensions. The friction function, f,

may be chosen such that Eq. (1) becomes the Ergun equation

(Ergun, 1952):

Dp

L
¼ c1

m u0

e d2
þc2

r u2
0

e2 d
ð2Þ

or the Darcy’s law (Bird et al., 2007):

Dp

L
¼

u0 m

k
ð3Þ

The detailed model can be used to estimate the fitting para-

meters in these correlations (the Ergun coefficients c1 and c2, or

the permeability k). For this purpose, the operating parameters

and fluid properties are varied over the whole range of expected

conditions inside the reactor. In principle, the simulated pressure

drop is then divided by the length, L, of the simulated structure to

yield the pressure gradient.

Generally, one is interested to estimate the fitting parameters

for a flow pattern, which represents the fully developed flow

inside the structured reactor. In the detailed model, this condition

is not nearly fulfilled near the inlet region and the outlet region.

Only a certain part in the middle of the simulated geometry

represents the typical pressure gradient in the structured reactor,

provided that a sufficient number of elementary cells is used. In

order to eliminate these effects caused by the boundary condi-

tions, we propose the following approach. Assume that the total

pressure drop over the simulated detailed model can be decom-

posed into the pressure drop over the inlet region, the outlet

region and over the region of fully developed flow in between

these:

Dp¼DpinþDpoutþDpmiddle ð4Þ

Equivalently, the length of the simulated geometry is decom-

posed:

L¼ LinþLoutþLmiddle ð5Þ

Fig. 5. Mole fractions of methane simulated by detailed models of the considered

reforming reactor with three different catalyst patterns. Profiles shown at half the

reactor height.
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Eq. (1) is applied to describe the pressure drop in the middle part, so

Dpmiddle ¼ Lmiddle f ðu0,e,d,m,rÞ ð6Þ

and consequently

Dp�Dpin�Dpout ¼ f ðu0,e,d,m,rÞ ðL�Lin�LoutÞ ð7Þ

Assume further that the pressure drops over the inlet and the

outlet regions as well as the length of these regions only depend on

the choice of operating conditions such as the gas velocity, its

viscosity and density. Conducting two simulations at the same

conditions but with different lengths of the detailed structure (L1
and L2) yields two simulated pressure drops (Dp1 and Dp2). As long

as the fluid properties at the outlet are similar in both simulations,

the pressure drops over the outlet region are the same in both

cases. Forming the difference of the pressure drop obtained from

these two simulations eliminates the unknown pressure drops and

lengths at the inlet and outlet and yields the following equation,

which can be used to estimate the unknown coefficients:

Dp1�Dp2
L1�L2

¼ f ðu0,e,d,m,rÞ ð8Þ

In our example, we apply the Darcy’s law to represent the pressure

drop in the reforming reactor. Due to the corrugated sheets (Fig. 3),

the gas flow resistance along the main gas flow direction and

perpendicular to it are expected to be very different, so anisotropic

permeabilities are used to describe it. In three spatial dimensions,

the permeability tensor is symmetrical and contains 3�3

elements. In the case considered here, the generalised eigenvectors

of the permeability tensor coincide with the chosen axes of the

Cartesian coordinate system, so all off-diagonal elements of the

permeability tensor are zero. The pressure gradient with respect to

the coordinate z2 is considered to be negligible compared to the

pressure gradients in the other two directions. Thus, the second

element of the diagonal tensor, which describes the permeability

along the height of the reactor, is set to an arbitrarily high value,

leaving only the permeabilities along the main flow direction (z1)

and perpendicular to it (z3) as unknown parameters. Because the

permeabilities in the reactive zone are expected to deviate from

those in the non-reactive zone, we need to determine permeabil-

ities in both zones separately, so there is a total of four parameters

to be estimated. Each of them is obtained from different versions of

the detailed model as indicated in Fig. 6.

Simulations with two different lengths of the model geometry

are sufficient to estimate the permeabilities. Performing some

additional simulations with identical boundary conditions but

different lengths showed that the pressure drop is almost exactly

linear to the length. This confirms the validity of Eq. (8).

Because the pressure drop is expected to depend on gas

velocity and gas composition, two additional series of simulations

were carried out. In the first series, the gas velocity at the inlet

boundary was changed. In another series, the molar fractions at

the inlet boundary were varied such that they represented typical

gas compositions at the inlet, in the middle and at the outlet of

the complete reactor. The effect of gas composition was found to

be negligible compared to the dependency of the permeability on

the gas velocity. Three of the four estimated permeabilities

showed that they were roughly proportional to the inverse of

the gas velocity. This indicates that the pressure drop is not linear

to the gas velocity, as postulated by the Darcy’s law (Eq. (3)).

Instead, it is approximately proportional to the square of the gas

velocity, which might better be described by the Ergun approach

(Eq. (3)). Only the permeability along z3 in the reactive phase

(Fig. 6d) showed constant permeabilities for different gas velo-

cities. However, the Darcy approach is still applicable as long as

the velocity is approximately constant throughout the reactor. In

that case, the permeability obtained at a typical velocity is

sufficient to approximate the pressure drop over the reactor.

Otherwise, velocity-dependent permeabilities can be used.

The estimates of the permeabilities are given in Table 2.

Obviously, the lateral permeabilities are significantly lower than

the longitudinal ones. Hence, unless strong pressure drops are

applied in lateral direction, the gas flows mainly along z1.

Furthermore, the reactive zone has far lower permeabilities than

the non-reactive zone, which corresponds to the findings in the

velocity profile (Fig. 4c).

The basic idea of the just discussed procedure can be trans-

ferred to other structured reactors, although some modifications

such as non-zero off-diagonal elements may be necessary.

In principle, such estimates can be validated experimentally.

Mahr and Mewes (2007) used a similar approach to estimate

anisotropic permeabilities in a Sulzer Mellapak 250Y. They measured

the pressure gradient along different directions in long, narrow cut-

out sections of this packing. They found excellent agreement of the

experimental data with theoretical results obtained from corre-

sponding CFD simulations. This indicates that the proposed approach

described here is a reasonable basis for model reduction.

Petre et al. (2003) proposed a similar method to estimate

pressure drops of structured packings. They split the repeating

structure into several repeating elementary units (REU), for which

they determined dissipation rates over a wide range of operating

conditions. The pressure loss over a certain structure can then be

estimated as a combination of the dissipation in the REU that

form the structure.

2.3.3. Estimation of volume fractions

Another parameter that is of importance for the subsequently

presented reduced models is the volumetric ratio of the reactive

and non-reactive zones. There is no general rule how to define the

Fig. 6. Estimation of permeabilities in the reforming reactor using pressure

profiles from different variants of the detailed model. (a) Permeability in main

flow direction in the non-reactive zone, (b) main flow direction, reactive zone,

(c) lateral flow, non-reactive zone and (d) lateral flow, reactive zone. Colours

indicate simulated pressure level in the gas phase at half the height of the

reactor.

Table 2

Estimated Darcy permeability tensors in the two zones of the reforming reactor.

Non-reactive zone Reactive zone

k (m2) 1:5� 10�7 0 0

0 1 0

0 0 0:43� 10�7

0
B@

1
CA 0:4� 10�7 0 0

0 1 0

0 0 0:11� 10�7

0
B@

1
CA
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boundary of the reactive zone from the detailed model. However,

depending on the specific structure at hand, the boundary may be

defined as the location where one or several of the states show a

steep change. In the example of the reforming reactor, the gas

velocity can be used as a criterion; it is almost constant in the

non-reactive zone and changes quickly to lower values in the

reactive zone (Fig. 4c). Another criterion might be the location of

mass and heat transport barriers. The corrugated sheets around

the catalyst pellets in the reformer pose a barrier for the transport

processes between the catalyst pellets and the bulk of the gas.

Hence, the boundary between both zones may be defined at this

location. This approach may also be used in structured packings

such as Katapak or Katamax, where the catalyst particles are

placed inside pockets of corrugated wire gauze; the gauze can be

seen as the interface between both zones.

Both approaches, using the velocity profile or the transport

barrier, lead to essentially the same results for the reforming

reactor.

2.3.4. Estimation of transport parameters

The results of the detailed model have shown that the trans-

port of heat and mass between the catalyst and the bulk of the gas

phase is important for the overall rate of reaction. Based on the

detailed model, transfer coefficients between the reactive and the

non-reactive zone can be estimated. These parameters are then

applied in the phase model (Section 4). In the following, we

exemplarily show the estimation procedure for the heat transfer

coefficient.

We assume linear kinetics for the heat transfer between the

two zones:

qI ¼ kI ðTN�TRÞ ð9Þ

where kI is the heat transfer coefficient, TN and TR are tempera-

tures representative for the two zones and qI is the heat flux

density across the interface between them. In order to estimate

the heat transfer coefficient, information about the heat flux

density and the temperature difference is needed. In a structured

reactor, the local values of these quantities can vary strongly. This

leads to locally varying estimates of the transfer coefficient, which

is not desired. To obtain spatially averaged transfer coefficients,

we apply integral values of the heat flux and average values of the

temperature difference. For this purpose, we integrate Eq. (9) over

the interface of a complete elementary cell (Fig. 3):

QI ¼ kI AI ðTN�TRÞ ð10Þ

where AI is the interfacial area between the two zones in a single

structure element, and QI is the total heat flux across this

interface.

In a detailed model with adiabatic boundary conditions, the

heat flux across the interface of the elementary cell with fully

developed flow can be approximated by the heat flux originating

from the catalyst surface, which corresponds to the cumulative

heat of reaction released in the reactive zone of this element:

QI �Qcat ¼

Z
Acat

X
j

DRh
y
j ðTÞ rjdA ð11Þ

The representative temperature in the non-reactive zone is its

volume average:

TN ¼
1

VN

Z
VN

TdV ð12Þ

The most important process in the reactive zone is the chemical

reaction. The representative temperature of this zone should

therefore reflect the temperature at which the reactions occur.

In the case of a surface reaction, this should be the average

temperature at the catalyst surface:

TR ¼
1

Acat

Z
Acat

TdA ð13Þ

If the reactions take place in a certain volume, say inside a

porous catalyst particle, then the representative temperature

should be the average temperature of this particle:

TR ¼
1

Vcat

Z
Vcat

TdV ð14Þ

The integrals in Eqs. 11, 12 and 13-14 can be obtained from the

simulation results of the detailed model. The values are then

inserted into Eq. (10) to yield estimates of the heat transfer

coefficient, kI . This procedure is carried out for all elementary

cells in the detailed model.

It can be expected that the estimates of the heat transfer

coefficients obtained from structure elements close to the inlet or

the outlet region are not representative for the hydrodynamically

and thermally fully developed flow. Thus, it is important to apply

sufficiently long domains of the detailed model, so that the gas

flow can develop to a steadily repeating pattern well before the

outlet.

As an example, the heat transfer coefficients estimated from

the repeating structure elements of the detailed model of the

reforming reactor are shown in Fig. 7. Because a portion of the gas

in the inlet region is forced to enter the reactive zone, the heat

transfer coefficient is relatively high in the first few elementary

cells. After about three elements, the coefficient attains almost

constant values, which can be seen as representative for the heat

transfer in a hydrodynamically and thermally fully developed

flow.

A similar approach can be used to estimate mass transfer

coefficients. For this purpose, the mass flux rates are approxi-

mated by the mass source terms due to reaction, and the mass

fractions in the reactive and the non-reactive zone are approxi-

mated by volume or surface averaged values. These values are

then used to estimate mass transfer coefficients. However, in

addition to diffusive transport, convective transport due to non-

equimolar reactions has to be taken into account in this

procedure.

2.3.5. Further applications

In addition to the applications shown in the previous sections,

the detailed model can be applied for several other purposes. If
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Fig. 7. Estimates of the heat transfer coefficient of the reformer, obtained at each

elementary cell of the detailed model.
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axial dispersion cannot be neglected in the structured reactor, the

detailed model can be used to estimate dispersion coefficients.

This has been demonstrated by Freund et al. (2005) based on a

detailed model of a fixed bed, where they applied the particle

tracking method to estimate axial and radial dispersion coeffi-

cients (Maier et al., 2000). The detailed model is also useful to

obtain average heat transfer coefficients between the fluid and a

reactor wall, in which case non-adiabatic conditions need to be

applied to the reactor walls.

3. The zone model

The zone model is a reduced model that is based on the

findings from the detailed model. It describes the processes on the

scale of the structures in a reduced way. Thus, the complete

reactor, or at least a large part of it, can be simulated. The zone

model is suitable to design a complete structured reactor with

respect to the flow field, catalyst distribution and pressure drop.

3.1. Model definition

The zone model is motivated by the existence of reactive and

non-reactive zones in a structured reactor. The transition from the

detailed model to the zone model is achieved in two steps:

� The gas volume around the catalyst particles, which is almost

stagnant and close to chemical equilibrium, is defined as the

reactive zone. The geometrical shape of the reactive zone may

be as simple as a cuboid, for example in case of the reforming

reactor (Fig. 2b). For reactors with other structures, for

example with Katapak-S internals, the zones may be shaped

as three-sided prisms. The reactions that occur on the surface

or inside the catalyst particles are reflected as quasi-homo-

geneous reactions in the whole reactive zone.

� The detailed geometrical structure of the reactor internals is

neglected. The resistance of the internals against convective

gas flow is represented by introducing friction terms into the

momentum balance. These friction terms may follow the

Darcy’s law or the Ergun equation, for example. If necessary,

anisotropic transport parameters may be applied.

This approach has certain parallels to the concept of hydro-

dynamic analogy (e.g. Shilkin and Kenig, 2005). Both simplify the

complex spatial distribution of different phases in order to obtain

a reduced model formulation. However, the phases considered by

Shilkin and Kenig are phases in a thermodynamic sense (liquid

and gas), which exchange mass, energy and momentum across

film layers, whereas we discriminate between two gas phases that

are separated by solid obstacles. Furthermore, the zone model

presented here is incorporated in a model hierarchy, which allows

to transfer parameters and qualitative results from one detail

level to another; this is not the case with the model proposed by

Shilkin and Kenig.

The model resulting from the previously mentioned assump-

tions has a strongly simplified geometry compared to the detailed

model. It is based on the Navier–Stokes equations in three spatial

dimensions, including an additional friction term, so the momen-

tum balance reads (with neglected gravity forces)

@

@zk
ðrujukÞ ¼�

@

@zk
ðp0 djkþpjkÞ�m½k

�1�jk uk ð15Þ

The reaction rate coefficients in the reactive phase can be

obtained by relating the rate coefficients used in the detailed

model to the reactive volume of one elementary structure

element. In the case of a reaction taking place at the catalyst

surface, the volume-related rate coefficient can be calculated

according to

kV ¼
kA Acat

VR
ð16Þ

where kA is the surface-related reaction rate coefficient at the

catalyst pellet, Acat is the total catalyst surface inside a single

elementary cell and VR is the volume of the reactive zone in a cell.

If reactions take place inside a porous catalyst particle and

internal mass transport plays an important role, then an effective

rate coefficient should be applied instead of kA Acat.

The boundary conditions of the zone model for the reforming

reactor include inlet conditions at the feed position, a constant

pressure at the outlet, no-slip conditions on all walls and

isothermal conditions at the outside of all reactor walls. The zone

model has been presented and discussed in more detail by

Pfafferodt et al., 2008.

3.2. Simulation results

As an example, the zone model has been applied to simulate a

complete reforming reactor. This reactor is subdivided into four

sections (Fig. 8). The first section has no internals, the second

section contains structures with a low catalyst loading and a

horizontal main flow direction. The third section has a vertical

main flow direction and a catalyst density as in the second

section, and the fourth section has an increased catalyst density.

Fig. 8a shows the mole fraction of methane in this reactor

under certain operating conditions and with isothermal boundary

conditions at the top and bottom metal sheets. Funnel-like shapes

can be observed around all the reactive zones. These shapes were

already visible in the concentration profiles obtained from the

detailed model (Fig. 4a), and they are well reflected in this

reduced model.

3.3. Applications

The zone model is suitable for the analysis and optimisation of

many issues related to the spatially distributed design of the

complete reactor. It can be used to evaluate the effect of different

internals on the reactor performance. The application of sections

with different structures in a reactor is an interesting option to

optimise the overall behaviour. The zone model also allows to

elucidate the effect of applying zigzag shaped alignment of

structured elements, and many more design options.

Fig. 8. Selected results from the zone model of the reforming reactor. Left:

Distribution of the methane mole fraction in the complete reactor; right: flow

lines through the reactor.
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Furthermore, it can be used to analyse critical points regarding

the reactor geometry. In the example in Fig. 8, two such points

arise. The first critical area is near the upper end of the separating

wall between the inlet section and section 3. Due to different

lengths of gas flow paths, the gas velocity distribution in sections

3 and 4 might be strongly inhomogeneous, with low velocities on

the left hand side and high velocities on the right hand side. The

second point that needs closer investigation is the upper left

corner, which may be a dead zone. Fig. 8b, which shows gas flow

lines through the reactor, gives answers to both questions. The

gas flow through sections 3 and 4 is evenly distributed, and the

upper left corner is supplied with reactant gas, as can be seen by

the almost equidistant pattern of the flow lines.

4. The phase model

The phase model represents the next reduction level of a

structured reactor. Its derivation is based on the zone model, and

it adopts the idea of two different zones present in the reactor.

However, it is not necessary to set up and solve the zone model of

a reactor in order to develop the corresponding phase model. This

model can be applied to simulate spatially distributed states in a

complete structured reactor in a very efficient way. It can also be

coupled with models of other, neighbouring units to simulate

coupled systems, such as fuel cell stacks (Pfafferodt et al., 2010).

4.1. Model derivation

To derive the equations of the phase model, we consider an

elementary cell of the geometrical structure (see Fig. 9). The

general mass balance of a chemical species i formulated in tensor

notation (Itskov, 2009; Jischa, 1982) reads

@ci
@t

¼�
@

@zk
ðgi,kþ ji,kÞþsi ð17Þ

where gi,k denotes the convective flux density of species i in the

kth direction, ji,k is the diffusive flux density and si is the volume

related source density of species i due to reactions. For the sake of

brevity, we introduce the flux density, ni,k, which is the sum of the

convective and diffusive mass flux densities. We integrate this

equation over the complete non-reactive zone that is contained in

the considered repeating element:Z
VN

@ci
@t

dV ¼�

Z
VN

@ni,k

@zk
dVþ

Z
VN

sidV ð18Þ

With the Gaussian integral theorem, the mass transport term

can be converted from a volume integral into a surface integral,

where mk is the unit normal vector on the surface of the

integration volume:Z
VN

@ci
@t

dV ¼�

Z
AN

ni,k mkdAþ

Z
VN

sidV ð19Þ

The surface integral can be split up into several terms, each

considering the mass flux across a different part of the surface

(Fig. 9):Z
VN

@ci
@t

dV ¼NN
i,1ðz1 ¼ 0Þ�NN

i,1ðz1 ¼ Z1ÞþNN
i,2ðz2 ¼ 0Þ

�NN
i,2ðz2 ¼ Z2Þ�NI,up

i
�NI,low

i
þ

Z
VN

sidV ð20Þ

NI,up
i and NI,low

i are defined as the mass fluxes from the non-

reactive zone into the reactive zone. Hence, their signs in this

balance are negative. In order to evaluate the remaining integrals,

we assume that the concentration and source densities are

constant within the non-reactive volume:

ciðzAVN
,tÞ ¼ cNi ðtÞ ð21Þ

siðzAVN
,tÞ ¼ sN

i ðtÞ ð22Þ

An additional important assumption in this derivation is that

net mass transport perpendicular to the non-reactive and the

reactive zone (in z3-direction) can be neglected. This essentially

means that NI,up
i ¼NI,low

i : ¼NI
i . Furthermore, we define the super-

ficial molar flux densities:

nN
i,1 ¼

NN
i,1

ðZ2 Z3Þ
ð23Þ

nN
i,2 ¼

NN
i,2

ðZ1 Z3Þ
ð24Þ

Also, the interfacial mass transport is expressed by an area-

related mass flux density:

nI
i ¼

NI
i

AI
ð25Þ

These assumptions and definitions lead to

VN dcNi
dt

¼�ðnN
i,1ðz1 ¼ Z1Þ�nN

i,1ðz1 ¼ 0ÞÞZ2Z3

�ðnN
i,2ðz2 ¼ Z2Þ�nN

i,2ðz2 ¼ 0ÞÞZ1Z3�2AI nI
iþVNsN

i ð26Þ

Dividing this equation by the total volume of the repeating

volume V¼Z1 Z2 Z3 and introducing the volumetric fraction of the

non-reactive phase, eN¼VN/V, and the specific volume-related

exchange area, aI¼2AI/V, yields

eN
dcNi
dt

¼�
ðnN

i,1ðz1 ¼ Z1Þ�nN
i,1ðz1 ¼ 0ÞÞ

Z1

�
ðnN

i,2ðz2 ¼ Z2Þ�nN
i,2ðz2 ¼ 0ÞÞ

Z2
�aI nI

iþeNsN
i ð27Þ

The limit of this difference quotient with Z1 and Z2 approaching

zero reads

eN
@cNi
@t

¼�
@nN

i,1

@z1
�
@nN

i,2

@z2
�aI nI

iþeNsN
i ð28Þ

The superficial mass transport density is split again into a

convective and a diffusive part:

nN
i,k ¼ eNðgNi,kþ jNi,kÞ ¼ eNðuN

k c
N
i þ jNi,kÞ ð29Þ

In addition, the source term is zero in the non-reactive zone, so

the final balance equation reads

eN
@cNi
@t

¼�
@ðeNuN

1 c
N
i þeNjNi,1Þ

@z1
�
@ðeNuN

2 c
N
i þeNjNi,2Þ

@z2
�aInI

i ð30Þ
Fig. 9. Scheme of an elementary cell.
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To describe the concentrations inside the reactive zone, Eq. 17

is integrated over the volume of the reactive zone. The procedure

is similar to the one just introduced for the non-reactive zone.

Instead of Eq. (20), we obtain for the reactive zone:Z
VR

@ci
@t

dV ¼NR
i,1ðz1 ¼ 0Þ�NR

i,1ðz1 ¼ Z1Þ

þNR
i,2ðz2 ¼ 0Þ�NR

i,2ðz2 ¼ Z2ÞþNR
i,3ðz3 ¼ 0Þ

�NR
i,3ðz3 ¼ Z3ÞþNI,up

i þNI,low
i þ

Z
VR

sidV ð31Þ

The assumption that no mass transport occurs across the

reactive zone means that the mass fluxes across the boundaries

in z3-direction vanish. After some manipulations, the balance

equation of the reduced model reads

eR
@cRi
@t

¼�
@ðeRuR

1c
R
i þeRjRi,1Þ

@z1
�
@ðeRuR

2c
R
i þeRjRi,2Þ

@z2
þaInI

iþeRsR
i ð32Þ

With the additional assumption of stagnant gases in the

reactive zone, this equation can be further reduced to

eR
@cRi
@t

¼ aInI
iþeRsR

i ð33Þ

Eqs. (30) and (33) are sufficient to discuss the main features of

the reduced model. The two zones are no longer present at

discrete spatial positions, but representative states of both zones

(gas compositions, temperatures, etc.) are described throughout

the whole model domain by continuous gradients. The zones are

homogenised and now rather resemble two phases: both are

present everywhere in the reactor, and mass, energy and momen-

tum are transferred between them (see Fig. 2c). That is why we

refer to this as the phase model.

The phase model is not essentially new. Models with a similar

structure and physical motivation have been applied to reflect the

behaviour of monolith reactors. Groppi et al. (1995) compared

results from a three-dimensional model of a monolith reactor

with those obtained from a spatially one-dimensional model,

which consists of very similar equations as shown here. Piironen

et al. (2001) used the same idea to motivate their model of a

gas–liquid reactor with Katapak structures. Schönfelder et al.

(1996) proposed a two-phase model for a circulating fluidized

bed reactor. In their system, one phase represents gas with a low

concentration of solid material, which is ascending in the reactor,

and the second phase describes clusters of solid material, which

are moving downwards. Mass and energy are transferred between

both phases. A similar approach was proposed, e.g. by Krishna

et al. (1996) for the simulation of slurry reactors, and by van

Hasselt et al. (1999) for trickle bed reactors. This shows that the

basic idea of this reduction method is applicable to a wide range

of processes that show reactive and non-reactive zones.

The kinetic models for the mass flux density across the inter-

face, nI
i , need to be discussed briefly. This mass flux includes all

convective and diffusive contributions to the mass flow of

component i across the interface. In order to describe the total

convective flux, the pressure difference between both phases may

be used, together with an effective transfer coefficient, which can

be estimated from the detailed model. An alternative that can be

applied at steady state follows from the summation of Eq. 33 over

all chemical species involved. It basically states that the net molar

flux across the interface must compensate the change of the total

number of moles caused by the reaction:

aInI
t ¼ eR

X
i

sR
i ð34Þ

This equation can be used to calculate the total flux across the

interface. The diffusive transfer rates can be described by Fick’s

diffusion kinetics or by the Maxwell–Stefan approach. Also in

these cases, the required effective transfer coefficients can be

estimated from the detailed model.

In order to complete the set of equations of the phase model,

the remaining balance equations such as the total mass balance,

the enthalpy balance and the momentum balance in z1-direction

need to be integrated over each zone in a similar way. The result

of these derivations strongly depends on several decisions, for

example whether some diffusion fluxes should be neglected,

whether a Darcy term should be introduced into the momentum

balance, or whether isobaric conditions should be applied.

The derivation of the phase model of the reformer follows the

approach shown above, but some additional reductions are

applied. The most important is that due to the very low height-

to-length ratio, we neglect all gradients w.r.t. the z2-coordinate,

which represents the height of the reactor (Fig. 9). More

precisely, all partial differential equations are integrated w.r.t.

the z2-coordinate. Because all mass fluxes vanish at the

z2-boundaries of this integration, the derivatives with respect to

this coordinate simply disappear. In the enthalpy balance, the

heat transfer flux densities across the top and bottom sheets (see

Fig. 3) occur as source terms after the z2-integration. Further

reductions are the neglect of diffusive transport terms in

z1-direction, the neglect of heat conduction in the gas in any

direction and the assumption of isobaric conditions.

A brief outline of the derivation of these equations is given in

the Appendix. The governing equations are presented in the

following. The mole fraction in the non-reactive phase, xNi , is

determined by convective transport along the main flow direction

and by mass transport to and from the reactive phase:

eNcNt
@xNi
@t

¼�eNgN1
@xNi
@z1

�aIðnI
i�xNi n

I
tÞ ð35Þ

The enthalpy balance in temperature form considers a convective

term in z1-direction, heat transfer to the reactive phase and heat

transfer across the top and bottom walls:

eNcNt c
N
p

@TN

@t
¼�eNgN1 c

N
p

@TN

@z1
�aI

X
i

cp,in
I�
i ðTN�TRÞ�qI

" #
þeN

qNw
d2

ð36Þ

In this equation, qNw represents the heat flux density through

the reactor wall into the gas of the non-reactive phase. This flux

can be assumed to be proportional to the temperature difference

between the surrounding temperature (or the temperature of the

neighbouring reactor unit) and TN.

The molar gas flux density in the non-reactive phase, gN1 , is

calculated from Eq. (37). It is derived from the ideal gas law in

combination with isobaric condition and the total mass balance

(see the Appendix). It reflects the fact that the volumetric flow

rate changes along z1 due to temperature change and mass

transfer between both phases:

0¼�
@ðeNgN1 T

NÞ

@z1
þ

1

cNp
aI

X
i

cp,in
I�
i ðTN�TRÞ�qI

 !
þeN

qNw
d2

" #
�aInN

t T
N

ð37Þ

In the reactive phase, we assume a stagnant gas phase. Hence,

the gas composition is influenced by mass exchange with the

non-reactive phase and by the reaction rates:

eRcRt
@xRi
@t

¼ aIðnI
i�xRi n

I
tÞþeR

X
j

ðni,j�xRi njÞr
R
j ð38Þ

The enthalpy balance considers heat transfer across the inter-

face, the heat of reaction and heat transfer across the top and

bottom walls. Note that the reactive phase is assumed to
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surround the catalyst, so its surface fraction between the reactive

phase and the wall is (eRþeC)

eRcRt c
R
p

@TR

@t
¼ aI

X
i

cp,in
Iþ
i ðTN�TRÞ�qI

" #
þeR

X
j

ð�DRh
y
j Þr

R
j þðeRþeCÞ

qRw
d2

ð39Þ

The heat flux across the reactor wall into the reactive phase is

represented by qRw. The total mass balance yields the following

equation which can be used to calculate the total molar flow

density across the interface:

0¼ aInR
t þeR

X
j

njr
R
j

þ
1

TRcRp

aI
P

icp,in
Iþ
i UðTN�TRÞ�qI


 �
þeR

P
jð�DRh

y
j Þr

R
j þðeRþeCÞ q

R
w

d2

2
4

3
5 ð40Þ

More details about this model, such as initial and boundary

conditions, the reaction rate kinetics and the transport kinetics

across the interface can be found in a paper by Pfafferodt et al.

(2010).

4.2. Simulation results

A typical application of the phase model is to simulate and

optimise the coupling of the structured reactor with other units

(see Section 4.3 for more applications). For example, the reform-

ing reactor is usually placed inside a stack of high temperature

fuel cells. The fuel gas passes through the reformer, where it is

converted to a certain degree, and is then fed into the fuel cell,

where it is converted electrochemically. A part of the heat from

the electrochemical reactions in the fuel cells is transferred to the

reformer via the reactor walls (described by qNw and qRw in Eqs. 36

and 39). This heat compensates some of the heat losses due to the

endothermic reforming process in the reformer. In the simula-

tions shown in this section, we combine a spatially two-dimen-

sional phase model of an internal reformer with a 2-D fuel cell

model. Because we focus on the results from the phase model, we

do not discuss the fuel cell model here. For the reader who is

interested in more details of the fuel cell model, we refer to the

publication of Pfafferodt et al. (2010). In the context of the present

work, the purpose of the fuel cell model is to provide a spatially

distributed temperature profile of a unit that is attached to the

reforming reactor.

Differing from the arrangement shown in Fig. 8, the phase

model describes a reforming reactor with straight channels,

without any bendings. The inlet is located at the upper boundary

of the z1-coordinate and the gas flows straight through the reactor

along this coordinate. In the downstream half section of the

reactor, the density of catalyst pellets is increased, which leads

to increased heat and mass transfer parameters in this section.

This staging of catalyst is typically done in order to sustain high

reaction rates at decreasing reactant concentration. The boundary

conditions applied to the phase model are listed in Table 3.

The phase model was combined with the fuel cell model,

implemented and solved by the numerical tool Comsol Multi-

physics Version 3.5 (2008). With a spatial discretization of 8�8

second order elements and starting from arbitrary initial states,

the model is typically solved within 10 min on a Dual Xeon CPU

(3.2 MHz) and takes up to 3 GB of RAM.

Figs. 10 and 11 show the mole fraction of methane and the

temperature in both, the reactive and non-reactive phases of the

structured reformer at steady state, respectively. Note that

normalised spatial coordinates, z1 and z3, are used in both figures

instead of z1 and z3. In the inlet region, near z1¼1, the difference

of the mole fraction in both phases is about 5 mol%. Because the

gas composition in the reactive phase is close to equilibrium

there, the phase model clearly reflects the mass transport limita-

tion of the reaction rate. The temperatures show a difference of

60 1C at the inlet, which quickly reduces to about 40 1C. Due to the

significant mass transport limitation, the temperature drop near

the inlet is roughly 30 1C, which is moderate compared to typical

reforming reactors. Throughout the rest of the first section

(0.5oz1o1), the differences in temperature and gas composition

stay almost constant. Because the reaction rate decreases slowly,

and due to the heat flux from the neighbouring fuel cell, the

temperature starts to increase slowly.

At z1¼0.5, the gas enters the second section of the reactor,

which has a higher catalyst density and therefore higher mass and

Table 3

Feed conditions applied in the phase model of the reforming reactor.

Feed conditions Value

Mole flux density 52.0 mol m�2 s�1

Mole fraction CH4 0.235

Mole fraction H2O 0.471

Mole fraction H2 0.235

Mole fraction CO 0.000

Mole fraction CO2 0.059

Temperature 600 1C

Fig. 10. Selected result from the phase model simulation of the reformer.

Distributions of the mole fractions of methane in the reactive and the non-reactive

phases.

Fig. 11. Selected result from the phase model simulation of the reformer.

Temperature distributions in the reactive and the non-reactive phases.
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heat transfer parameter values. This leads to reduced differences

in temperature and methane molar fraction in this section. Due to

the increase of the transfer parameter values, the reaction rate is

increased, and a second small temperature drop occurs. The

staging of the catalyst provides an almost linear decrease of the

methane fraction and thus a smooth distribution of the reaction

rate. In addition, it leads to moderate temperature variations

along the main flow direction, z1. This is a good example of how

structured reactors can be used to purposefully control the spatial

distribution of reaction rates and thereby control the temperature

profile.

4.3. Applications

The phase model describes representative, spatially distribu-

ted states such as the gas composition and the temperature in the

reactive and the non-reactive phases of a structured reactor. Due

to its relatively low level of complexity (compared to the detailed

model), it can be used to simulate a complete reactor at low

computational costs. In the following, selected applications are

discussed.

� The phase model can be applied to simulate spatial profiles of

states and the overall performance of existing structured

reactors. It delivers local information about reaction rates

and gas compositions, which are difficult or impossible to

measure in an experimental setup.

� If more than one geometrical structure is available for the

design of a reactor, the effects of each structure on the spatial

distribution of states and on the overall reactor performance

(i.e. conversion and selectivity) can be analysed in order to

identify the preferable structure.

� Structured reactors may include several different geometrical

structures, which are applied in different parts of the reactor. A

good example for this is shown in Fig. 8. The phase model can

be used to evaluate such staged reactor designs. It can also be

applied to optimise the spatial arrangement of the different

structures in the reactor, either by manually applying changes

to the exchange parameters or by numerical parameter

optimisation.

� Operating conditions are usually applied as boundary condi-

tions to the phase model. This allows to optimise the operating

conditions applied to a structured reactor, for example with

respect to conversion or selectivity. Additional constraints

regarding the temperature or pressure drop may be applied.

� The traditional approach to design structured reactors is to

choose a geometrical structure element and then to design a

reactor based on the properties (transport parameters, etc.) of

this element. The phase model, which contains all these

properties, can be used to invert this approach. By varying

the property parameters in the phase model, ideal structure

properties can be identified. Once they are known, one can

design elementary cells that approximate these desired prop-

erties. This approach may lead to very individual structure

designs for different reactions and should improve control

over the reaction with respect to concentration and tempera-

ture profiles.

� Because of the relatively low computational effort needed to

solve the phase model equations, the model can be used to

analyse structured reactors that are coupled with other pro-

cess units. One example for this is shown in the previous

section, where a reforming reactor is thermally coupled to a

high temperature fuel cell, and their spatially distributed

models are solved simultaneously. This tool can be used to

improve the fuel cell’s performance through optimisation of

the reformer’s design.

Another example is the autothermal reforming reactor

described by Kolios et al. (2005), which thermally combines a

tubular reforming reactor with a catalytic burner. Both parts of

this integrated reactor, namely the reformer and the burner, could

be designed as structured reactors in order to gain better control

over the local reaction rates and to avoid temperature peaks. The

phase model would be the tool of choice to optimise this coupled

system with respect to operating conditions and the arrangement

of the elementary cells.

All these applications have one aspect in common: the phase

model is always applied to describe the complete reactor, be it in

order to reflect its overall behaviour or to optimise the spatial

distribution of states.

5. Conclusions

The proposed modelling strategy for arranged, parallel passage

structured reactors covers a wide range of applications that are

relevant for the design of such systems. The detailed model can be

used to estimate important parameters of a given geometry of the

elementary cells, for example coefficients of mass and energy

transport or anisotropic permeabilities. This makes it a valuable

tool for the design of the structure. The zone model describes a

complete structured reactor or large parts of it. It can be utilised to

analyse local phenomena such as temperature peaks and mal-

distribution of flow. The phase model is a strongly reduced model

and is well suited to analyse and optimise complete structured

reactors with respect to arrangement of structures, operating con-

ditions and integration with neighbouring units. Thus, this hierarchy

covers many applications ranging from the design of the structure

elements up to the integration of the reactor with other processes.

The three elements of the model hierarchy are coherent. The

reduced models were derived from the more complex ones; this

was achieved partly by means of physical assumptions and partly

by mathematical methods. Moreover, the results obtained from

one model can be used in the others. For example, the estimates

of the permeabilities from the detailed model are applied in the

zone model; the transfer coefficients estimated from the detailed

model are important parameters in the phase model; conditions

calculated with the phase model at some place in the reactor can

be used as boundary conditions in the detailed model in order to

validate parameter estimates under these conditions. Thus, the

results obtained with one model are not only valid and applicable

in this specific model, but can be transferred to other levels of the

hierarchy as well. Following the example of an internal reforming

reactor in a high temperature fuel cell stack, we have demon-

strated solutions and applications of these models.

In principle, analogous model hierarchies can be developed for

other examples of arranged reactors. However, a comprehensive

methodology for the model reduction of arranged reactors, which

goes beyond the example discussed here, is not yet available. A

good starting point for such a methodology are the works on

volume averaging by Whitaker and Ochoa-Tapai (Whitaker, 1986,

1996; Ochoa-Tapia and Whitaker, 1995). They presented a rigor-

ous approach for the reduction of flow models in porous media.

Their applicability to reactors with spatially alternating properties

(porosity, reaction rate constants, etc.) needs to be verified. If

necessary, modifications of this method need to be developed.

According to the works by Whitaker, the reduced model equa-

tions contain additional coefficients, e.g. permeabilities. Whitaker

formulated closure problems that can be solved in order to

determine these coefficients. An alternative to solving these

rather complex problems is the estimation of these parameters

from numerical experiments using detailed models, as shown for

the permeabilities (see Section 2.3.2).
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Nomenclature

aI Interfacial area between R/N-zone per volume (m�1)

A Surface (m2)

ci Concentration of species i (mol m�3)

c1, c2 Ergun coefficients (dimensionless)

ct Total concentration (mol m�3)

cp Average molar heat capacity (J mol�1 K�1)

cp,i Molar heat capacity species i (J mol�1 K�1)

d Characteristic length (m)

d2 Height of reforming reactor (m)

fi,k Volume force acting on species i (N mol�1)

gi Mass flux density of species i (mol m�2 s�1)

h Volumetric enthalpy density (J m�3)

hi Molar enthalpy species i (J mol�1)

hI Enthalpy flux density across interface (J m�2 s�1)

hk Superficial enthalpy flux density (J m�2 s�1)

ji Diffusive mass flux density of species i (mol m�2 s�1)

kI Heat transfer coefficient across interface (J m�2 K�1)

L Length (m)

mk Normal vector (dimensionless)

ni Superficial mass flux density of species i (mol m�2 s�1)

nI
i Mass flux density of species i across interface

(mol m�2 s�1)

nI
t Total mass flux density across interface (mol m�2 s�1)

Ni Mass flux of species i (mol s�1)

p Pressure (static only) (N m�2)

p0 Pressure (staticþturbulence term) (N m�2)

q Heat flux density (J m�2 s�1)

qw Heat flux density through wall (J m�2 s�1)
~q Superficial heat flux density (J m�2 s�1)

Q Heat flux (J s�1)

rj Rate of reaction j (mol m�3 s�1)

R Universal gas constant (J mol�1 K�1)

t Time coordinate (s)

T Temperature (K)

u Velocity (m s�1)

u0 Superficial velocity (m s�1)

V Volume (m3)

xi Molar fraction of species i (1)

zk Spatial coordinate (m)

Z1, Z2, Z3 Dimensions of repeating structure element (m)

Greek letters

Dp Pressure difference (N m�2)

Drh
y
j Enthalpy of reaction j (J mol�1)

e Volume fraction (1)

k Permeability tensor (m2)

m Dynamic viscosity (N s m�2)

ni,j Net mole change of reaction j (1)

ni,j Stoichiometric coefficient of species i in reaction j (1)

pj,k Stress tensor (N m�2)

r Mass density (kg m�3)

si Source density of species i due to reaction

(mol m�3 s�1)

Subscripts

A Area-related

C Catalyst zone

I Interface between reactive and non-reactive zone

N Non-reactive zone

R Reactive zone

V Volume-related

Superscripts

cat Catalyst

j Reaction index

k Spatial coordinate index

i Chemical species index

Appendix

The equations of the phase model of the reforming reactor are

derived based on the balances of mass and enthalpy. If isobaric

conditions are assumed, the momentum balance can be disre-

garded. The derivation of Eqs. (35)–(37) (phase model equations,

non-reactive phase) is shown in detail in the following sections.

The equations for the reactive phase (Eqs. (38)–(40)) are derived

analogously and are not discussed here.

A.1. Eq. (35): Component mass balance

The derivation of Eq. (35) starts from the component mass

balances of the non-reactive phase (Eq. (30)):

eN
@cNi
@t

¼�
@ðeNuN

1 c
N
i þeNjNi,1Þ

@z1
�
@ðeNuN

2 c
N
i þeNjNi,2Þ

@z2
�aInI

i ðA:1Þ

We integrate over the height of the reactor (coordinate z2 in

Fig. 3), which essentially eliminates all derivatives along this

coordinate. Furthermore, we neglect diffusion along the main

flow direction, z1. Because we prefer to calculate molar flux

densities and mole fractions we replace uN
1 c

N
i by gNxNi :

eN
@cNi
@t

¼�
@ðeNgNxNi Þ

@z1
�aInI

i ðA:2Þ

Summing this equation over all chemical species gives the

total molar balance, with cNt being the total concentration and nI
t

the total molar flux density across the interface:

eN
@cNt
@t

¼�
@ðeNgN1 Þ

@z1
�aInI

t ðA:3Þ

The mole fraction of species i is defined as

xNi ¼
cNi
cNt

ðA:4Þ

Its derivative with respect to time reads

@xNi
@t

¼
1

cNt

@cNi
@t

þcNi
@ðcNi Þ

�1

@t
¼

1

cNt

@cNi
@t

�xNi
@cNt
@t

� �
ðA:5Þ

Inserting the total and the component mass balance (Eqs. A.3

and A.2) into this equation yields after short manipulation:

cNt e
N @xNi

@t
¼�eNgN

@xNi
@z1

�aIðnI
i�xIin

I
tÞ ðA:6Þ

which is identical to Eq. (35).

A.2. Eq. (36): Enthalpy balance in temperature form

The enthalpy balance in temperature form for the non-reactive

phase is derived from the general form of the three-dimensional

enthalpy balance (Jischa, 1982):

@h

@t
�
@p

@t
¼�

@ ukhþqkþ
P

ihiji,k

 �

@zk
þuk

@p

@zk
þ
X
i

fi,kji,k�pjk

@ui

@zk
ðA:7Þ
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We apply isobaric conditions and neglect gravity and friction

effects on the enthalpy balance, so the equation reduces to

@h

@t
¼�

@ ukhþqkþ
P

ihiji,k

 �

@zk
ðA:8Þ

Describing the average enthalpy of the mixture, h, via the

enthalpies of formation of the components ðh¼
P

icihiÞ, and

defining the enthalpy flux density via mass flux and the mass

related enthalpy ðhk ¼
P

iðukciþ ji,kÞhiÞ, yields

@h

@t
¼�

@ðhkþqkÞ

@zk
ðA:9Þ

This equation is integrated over the non-reactive volume of an

elementary cell. As with the derivation of the component mass

balances (Eqs. (17)–(28)), the Gaussian integral theorem is

applied, the surface integral is split into several parts and super-

ficial transport densities, hNk and ~q
N
k , are defined. This leads to

eN
@hN

@t
¼�

hN1 ðz1 ¼ Z1Þ�hN1 ðz1 ¼ 0Þ

Z1
�
hN2 ðz2 ¼ Z2Þ�hN2 ðz2 ¼ 0Þ

Z2
�aIhI

�
~q
N
1 ðz1 ¼ Z1Þ� ~q

N
1 ðz1 ¼ 0Þ

Z1
�

~q
N
2 ðz2 ¼ Z2Þ� ~q

N
2 ðz2 ¼ 0Þ

Z2
�aIqI

ðA:10Þ

With Z1 and Z2 approaching zero, this gives

eN
@hN

@t
¼�

@ðhkþ ~qkÞ

@zk
�aIðhIþqIÞ; k¼ 1,2 ðA:11Þ

The superficial fluxes are replaced by

hNk ¼ eN
X
i

ðuN
k c

N
i þ jNi,kÞ hi ðA:12Þ

qNk ¼ eN ~qN
k ðA:13Þ

and the volumetric enthalpy density is substituted by

hN ¼
X
i

cNi hi ðA:14Þ

In the enthalpy exchange flux density ðhI ¼
P

in
I
ihiðTiÞÞ the

enthalpy of each species crossing the interface needs to be

evaluated at the temperature of the phase of its origin. For all

species i moving from the reactive phase into the non-reactive

phase ðnI
i ¼ nI�

i o0Þ, the temperature of the reactive phase is used.

For all species that are transported from the reactive phase into

the non-reactive phase, ðnI
i40Þ, the temperature of the non-

reactive phase is applied.

Inserting these definitions and the component mass balances

(Eq. (A.1)) yields the enthalpy balance in the temperature form:

eNcNt c
N
p

@TN

@t
¼�eNgNk c

N
p

@TN

@zk
�
@qNk
@zk

�aI
X
i

nI�
i cp,iðT

R�TNÞþqI

 !

ðA:15Þ

For the reformer model, we neglect heat conduction in the

main flow direction, ðqN1 ¼ 0Þ. In order to eliminate all gradients

along z2, we integrate over this coordinate:

d2e
NcNt c

N
p

@TN

@t
¼�d2e

NgN1 c
N
p

@T

@z1
�

Z z2 ¼ d

z2 ¼ 0

eNgN2 c
N
p

@T

@z2
dz2

�½qN2 �
z2 ¼ d
z2 ¼ 0�d2 a

I
X
i

nI�
i cp,iðT

R�TNÞþqI

 !
ðA:16Þ

The convective term in z2-direction becomes zero at the

integration boundaries. They correspond to the top and bottom

metal sheets (see Fig. 3), and the mass fluxes are zero at these

coordinates. However, the heat flux density in this direction is

equal to the density of the heat flux through these metal sheets,

so qN2 ðz2 ¼ 0Þ ¼�qN2 ðz2 ¼ dÞ ¼ qNw. With this, we obtain the enthalpy

balance in temperature form for the non-reactive phase of the

phase model, as given in Eq. (36).

A.3. Eq. (37): Total mass balance

The total concentration in the non-reactive phase must obey

the ideal gas law. With isobaric conditions, this means for the

gradient of the total concentration:

@cNt
@t

¼�
@

@t

p

RTN

� �
¼�

cNt
TN

@TN

@t
ðA:17Þ

According to Eq. (A.3), the total concentration must also follow

the total mass balance:

@cNt
@t

¼�
1

eN
@ðeNgN1 Þ

@z1
�

aI

eN
nI
t ðA:18Þ

Because both right hand sides must be equal, we may write

0¼ TN @ eNgN1

 �
@z1

þaInI
tT

N�eNcNt
@TN

@t
ðA:19Þ

Inserting Eq. (A.16) for the temperature gradient yields Eq.

(37), which is used to compute the molar flux density.
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