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#### Abstract

Intracellular signaling gradients naturally arise through a local activation of a diffusible signaling molecule, e.g., by a localized kinase, and a subsequent deactivation at a distant cellular site, e.g., by a cytosolic phosphatase. Here, we consider a spherical cell containing a finite number of small spherical compartments where a signaling molecule becomes activated by a localized enzyme. For the activation rate two cases are considered: a saturated enzyme with a constant rate and an unsaturated enzyme with a linear rate. Using the method of matched asymptotic expansions, we derive approximate solutions of the steady-state diffusion equation with a linear deactivation rate to obtain the three-dimensional concentration profile of activated signaling molecules inside the cell. Depending on the diffusion length of the signaling molecule, the profiles decay either exponentially or algebraically, where the mode of decay is described by an associated Green's function. Our analysis provides simple expressions for the local concentration profile in the neighborhood of a signaling compartment, which can be used to estimate the amplitude and the extent of the gradients in the respective regimes. The global concentration profiles also depend on the cell size and the particular spatial arrangement of the compartments relative to each other and to the cell boundary.
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1. Introduction. Intracellular signal transduction often occurs by means of diffusible proteins or ions. Typically, these signal transducers are locally produced to convey biological information to distant cellular sites where they are degraded. In the simplest case the target sites are reached by diffusive transport. If the diffusion length of the protein or ion is smaller than the size of the cell, stationary concentration gradients may arise which can activate secondary events in a threshold-based manner.
$\mathrm{Ca}^{2+}$ ions are an important second messenger in living cells. Upon agonist stimulation they are released through ion channels residing in the cell membrane or from intracellular storage compartments, thereby producing localized increases in the cytosolic $\mathrm{Ca}^{2+}$ concentration which can span several orders of magnitude. Free $\mathrm{Ca}^{2+}$ is rapidly bound to mobile buffer proteins, which contribute to the formation of steadystate calcium gradients in the vicinity of an open ion channel [16, 17, 21, 24].

Another kind of intracellular gradient arises through reversible modification cycles of a signaling molecule by an antagonistic enzyme pair such as a kinase/phosphatase or guanosine nucleotide exchange factor (GEF)/GTPase activating protein (GAP) pair. For example, a kinase located at the cell membrane can phosphorylate a signaling molecule by adding one or more phosphate groups to certain amino acid residues. In

[^0]this way the signaling molecule becomes activated while it diffuses into the cytoplasm. There it can activate further molecules or translocate to the nucleus to trigger a transcriptional response of the cell before it is dephosphorylated (deactivated) by an associated phosphatase.

GEF/GAP pairs act in a similar way upon signaling molecules called small guanosine triphosphatases (GTPases) such as Ran. Upon binding to guanosine triphosphate (GTP) the Ran molecule becomes activated as RanGTP. In this state it can bind to other molecules to convey biological information. The signal can be turned on and off in a cyclic manner as the GAP catalyses the hydrolyzation (inactivation) from RanGTP to RanGDP, while the GEF leads to a reactivation by exchanging GDP for GTP in a RanGDP molecule. Signaling gradients of this kind have been observed during cell division and in motile cells in a series of experiments [13, 10, 18, 6, 3]. Theoretical investigations can be found in $[5,12,15,28,20]$.

Theory predicts that gradients of a diffusible signaling molecule may arise if the members of the corresponding kinase/phosphatase or GEF/GAP pair are localized to different intracellular compartments [5, 12]. Recent modeling efforts were restricted to the spherically symmetric case where one signaling compartment is located at the origin of a spherical cell [12], while other authors treated the signaling compartment as a point source in an infinite space $[20,16,17,21]$. Numerical studies in a finite domain were done in [24] for localized calcium signals and in [15] for signaling from the cell surface.

In this paper, we extend previous analytical modeling efforts by considering a collection of signaling compartments in a finite domain. In this way, the steady-state signaling properties and their dependence on the cell size are explicitly taken into account. Cell size and shape were recently shown to be important parameters in determining the signaling status in the cytosol [15]. In addition, it is conceivable that signaling may simultaneously occur from a multitude of compartments or molecular structures. For example, during mitosis, microtubule nucleation is initiated not only from centrosomes [25], but also around chromosomes, where a long-range gradient of RanGTP-Importin $\beta$ complexes regulates mitotic spindle formation [6]. On the other hand, it is now possible experimentally to use fluorophore-based real-time imaging techniques such as fluorescence resonance energy transfer to detect molecular interactions at subcellular scales, which, in principle, allows one to monitor signaling events from multiple compartments.

From a mathematical viewpoint, our model consists of solving the modified Helmholtz equation $\triangle u-\alpha^{2} u=0$, where $\alpha^{2}>0$ is a constant, in a spherical domain that contains $N$ small spherical compartments centered at arbitrary positions inside the unit sphere. It is assumed that the compartments are well separated in the sense that the distance between the centers of any two small spheres as well as to the cell boundary is $O(1)$ relative to the small $O(\varepsilon)$ radius of each of the spheres. The outer boundary on the unit sphere is reflecting, whereas we allow for two different specific forms of a flux-type boundary condition to be specified on the boundary of each small spherical compartment. The method of matched asymptotic expansions is then used to analyze this problem in the limit $\varepsilon \rightarrow 0$ of small compartmental radii for three different distinguished limits of the constant $\alpha>0$ with respect to $\varepsilon$. Depending on the range of $\alpha$ relative to $\varepsilon$, the asymptotic solution is constructed in terms of the Neumann Green's function and its regular part for either the Laplacian or the modified Helmholtz operator in the unit sphere. Related problems, in the context of calculating the spectrum of the Laplacian in a three-dimensional domain containing small spherical inclusions, have been studied in [19] and [27] (see also [26] for related
work in three spatial dimensions). Some related work in a two-dimensional spatial domain with a biophysical application is given in [23] and [4].

In section 2 we describe the model setup and introduce dimensionless quantities. As a result, we will obtain a boundary value problem (BVP) in a singularly perturbed domain that describes the stationary distribution of signaling molecules inside a spherical cell. In section 3 we identify three different scaling regimes for this BVP. Subsequently, asymptotic solutions are derived in each of the three regimes and compared with those from numerical simulations in section 4. As an application of our results, in section 5 we estimate the type of signaling gradient in two experimental systems. Finally, a discussion of our results is given in section 6.
2. Model description. The cell is modeled as a sphere of radius $R$ that contains $N$ small spherical compartments located at arbitrary positions $\bar{x}_{j}$ within the cell (Figure 2.1). Each compartment may have a different radius $\varepsilon \rho_{j} R$ (with $\varepsilon>0$ and $\left.\rho_{j} \leq 1\right)$ such that the radius of the largest compartment is $\varepsilon R$. Note that $\varepsilon$ is a natural small parameter in this description. For example, if the cell radius is $R=10 \mu \mathrm{~m}$ and signaling occurs from the cell nucleus, which typically has a radius of $R / 10=1 \mu \mathrm{~m}$, $\varepsilon$ would be 0.1. For smaller organelles such as endosomes or supramolecular structures, $\varepsilon$ would be even smaller.


Fig. 2.1. Model setup in dimensionless units: Length scales are measured in terms of the cell radius $R$ as $x=\bar{x} / R$. The normal vector $\hat{n}$ points outward to the cytosolic region, i.e., inward to the internal compartments. The centers of these compartments are described by position vectors $x_{j}$ for $j=1, \ldots, N$. Spatial gradients of activated (phosphorylated) diffusible signaling molecules $X$ arise close to compartments $\Omega_{\varepsilon \rho_{j}}$, at the surface of which $X$ is converted into $X-P$ by a localized kinase (Kin). Far away from them $X$ is mainly found in the inactive (nonphosphorylated) form due to the action of a cytosolic phosphatase (Phos) on X-P.

We further assume that the activating enzyme (e.g., kinase or GEF) is exclusively localized to the intracellular compartments, whereas the antagonistic enzyme (e.g., phosphatase or GAP) is homogeneously distributed throughout the cytosol. The concentration of activated molecules is denoted as $c_{a}$. Once activated the molecule diffuses away from the site of activation into the cytosol where it is converted back to the inactive form. We take the deactivation rate $r_{d}$ proportional to the concentration of activated molecules; i.e., $r_{d}=k c_{a}$, where $k$ is the apparent first order rate constant of the cytosolic enzyme. For simplicity we take the diffusion coefficients of the active and inactive forms of the signaling molecule to be equal. With this assumption it is sufficient to consider the active form alone since the concentration of deactivated
proteins can be expressed as $c_{d}=c_{t}-c_{a}$, where $c_{t}$ is the total abundance of signaling molecules in the cell. The stationary concentration profile for the active form is then determined by the BVP

$$
\begin{align*}
D \Delta_{\bar{x}} c_{a}-k c_{a} & =0, \quad \bar{x} \in \Omega_{R} \backslash \Omega_{\varepsilon R}  \tag{2.1a}\\
\partial_{n \bar{x}} c_{a} & =0, \quad \bar{x} \in \partial \Omega_{\varepsilon R}  \tag{2.1b}\\
\varepsilon D \partial_{n \bar{x}} c_{a} & =r_{a, j}\left(c_{d}\right), \quad \bar{x} \in \partial \Omega_{\varepsilon \rho_{j} R} \tag{2.1c}
\end{align*}
$$

where $D$ is the diffusion coefficient of the activated signaling molecule, $\Delta_{\bar{x}}$ is the three-dimensional Laplace operator, and $\Omega_{\varepsilon R} \equiv \cup_{j=1}^{N} \Omega_{\varepsilon \rho_{j} R}$ is the union of all intracellular compartments, which when subtracted from $\Omega_{R}$ yields the cytosolic region. In addition, we impose a reflecting boundary condition at the cell surface in (2.1b) and a flux boundary condition at the surface of each of the $N$ intracellular compartments in (2.1c), which models the local activation of the signaling molecules. Here, $\partial_{n \bar{x}} \equiv \hat{n} \cdot \nabla_{\bar{x}}$ denotes the outward normal derivative to the cytosolic region $\Omega_{R} \backslash \Omega_{\varepsilon R}$. Thus, $\hat{n}$ points inward to each of the small spheres (see Figure 2.1). The scaling in $\varepsilon \partial_{n \bar{x}}$ is chosen in such a way that, if $\bar{x}-\bar{x}_{j} \sim O(\varepsilon)$, the flux $r_{a, j}$ is of $O(1)$ near the $j$ th signaling complex.
2.1. Modeling the local activation rate. The substrate for the localized enzymes is the deactivated form of the signaling molecule $\left(c_{d}\right)$. For the activation rate we consider the two limiting cases of the Michaelis-Menten rate expression

$$
v_{a, j}=\frac{V_{a, j} c_{d}}{K_{a, j}+c_{d}} \approx \begin{cases}V_{a, j}, & c_{d} \gg K_{a, j}  \tag{2.2}\\ k_{a, j} c_{d}, & c_{d} \ll K_{a, j}\end{cases}
$$

which corresponds to a saturated and an unsaturated enzyme, respectively. Here, $k_{a, j} \equiv V_{a, j} / K_{a, j}$ is the apparent first order reaction rate for the activating enzyme. To obtain an expression for $r_{a, j}$ in (2.1c) we have to multiply $v_{a, j}$ by a length scale since the enzyme is assumed to be located at a surface. Consequently, $r_{a, j}$ has units $\mathrm{mol} \cdot \mathrm{m} / \mathrm{s}$.

We will now argue that a reasonable choice for the scaling factor is given by $\rho_{j} R / 3$ if the enzyme is saturated; i.e., $r_{a, j}=V_{a, j} \rho_{j} R / 3$ for $c_{d} \gg K_{a, j}$. To show this, we consider the local reaction-diffusion problem

$$
\begin{equation*}
\Delta_{\bar{x}} c_{a}+\frac{I_{\varepsilon}}{\varepsilon^{2}} V_{a, j}=0, \quad \bar{x}-\bar{x}_{j}=O(\varepsilon) \tag{2.3}
\end{equation*}
$$

where $I_{\varepsilon}$ denotes the indicator function

$$
I_{\varepsilon}(\bar{x})= \begin{cases}1, & \left|\bar{x}-\bar{x}_{j}\right|<\varepsilon \rho_{j} R \\ 0, & \left|\bar{x}-\bar{x}_{j}\right|>\varepsilon \rho_{j} R\end{cases}
$$

i.e., we assume that the activating enzyme is localized inside each compartment $\Omega_{\varepsilon \rho_{j} R}$ where the signaling molecule gets activated with a constant rate $V_{a, j}$. Subsequently, it diffuses into the cytosolic region where we locally solve the Laplace equation and require that $c_{a}$ vanish far away from the sphere. By introducing a local coordinate as $\bar{\rho} \equiv|\bar{y}|=\left|\bar{x}-\bar{x}_{j}\right| / \varepsilon$, we observe that the local activation rate is balanced by the diffusive transport and that the (radially symmetric) stationary concentration profile near the $j$ th compartment is determined by

$$
\begin{aligned}
\Delta_{\bar{\rho}} c_{a}+V_{a, j} & =0, \\
\Delta_{\bar{\rho}} c_{a} & =0<\bar{\rho}<\rho_{j} R \\
& \bar{\rho}>\rho_{j} R
\end{aligned}
$$

where $\Delta_{\bar{\rho}} \equiv \partial_{\bar{\rho}}^{2}+(2 / \bar{\rho}) \partial_{\bar{\rho}}$ is the radial part of the Laplace operator. The solution of these equations readily follows from the requirement that $c_{a}$ be smooth across the boundary $\bar{\rho}=\rho_{j} R$. However, all we need here is an expression for the normal flux at the surface of the signaling compartment at $\bar{\rho}=\rho_{j} R$. Using the divergence theorem on the first equation, we obtain

$$
\int_{\Omega_{\rho_{j} R}} \Delta_{\bar{\rho}} c_{a} d \bar{y}=\left.4 \pi\left(\rho_{j} R\right)^{2} \partial_{\bar{\rho}} c_{a}\right|_{\rho_{j} R}=-\frac{4 \pi}{3} V_{a, j}\left(\rho_{j} R\right)^{3},
$$

which shows that

$$
\begin{equation*}
-\partial_{\bar{\rho}} c_{a} \equiv \partial_{n \bar{y}} c_{a}=\varepsilon \partial_{n \bar{x}} c_{a}=V_{a, j} \frac{\rho_{j} R}{3}, \quad \bar{\rho}=\rho_{j} R . \tag{2.4}
\end{equation*}
$$

Thus, the particular choice for the $\varepsilon$-scaling in (2.1c) as well as the scaling factor $\rho_{j} R / 3$ is the result of the assumption that locally the diffusive transport is balanced by the enzymatic activation in (2.3). For simplicity, we will use the same scaling factor also for the unsaturated enzyme; i.e., we set

$$
r_{a, j}= \begin{cases}V_{a, j} \frac{\rho_{j} R}{3}, & \text { saturated enzyme }  \tag{2.5}\\ k_{a, j}\left(c_{t}-c_{a}\right) \frac{\rho_{j} R}{3}, & \text { unsaturated enzyme. }\end{cases}
$$

2.2. Dimensionless quantities. By introducing dimensionless quantities as $x=\bar{x} / R$ and $u=c_{a} / c_{t}$, the BVP (2.1) assumes the dimensionless form

$$
\begin{align*}
\Delta_{x} u & =\alpha^{2} u, \quad x \in \Omega_{1} \backslash \Omega_{\varepsilon},  \tag{2.6a}\\
\partial_{n x} u & =0, \quad x \in \partial \Omega_{1}, \tag{2.6~b}
\end{align*}
$$

where $\alpha=R / \lambda$ measures the diffusion length $\lambda=\sqrt{D / k}$ in terms of the cell radius, $\Omega_{\varepsilon} \equiv \cup_{j=1}^{N} \Omega_{\varepsilon \rho_{j}}$, and $\Omega_{1}$ is a sphere of radius one. In addition we have the local flux boundary conditions

$$
\varepsilon \partial_{n x} u=\left\{\begin{array}{l}
\sigma_{j},  \tag{2.6c}\\
\kappa_{j}(1-c),
\end{array}\right.
$$

$$
\begin{equation*}
x \in \partial \Omega_{\varepsilon \rho_{j}}, \quad j=1, \ldots, N \tag{A}
\end{equation*}
$$

The dimensionless parameters $\sigma_{j}$ and $\kappa_{j}$ are given by $\sigma_{j}=V_{a, j} \tau \rho_{j} / 3 c_{t}$ and $\kappa_{j}=$ $k_{a, j} \tau \rho_{j} / 3$, where $\tau \equiv R^{2} / D$ is the diffusion time. For later reference, we also define the kinetic parameters $\tilde{\sigma}_{j}$ and $\tilde{\kappa}_{j}$ as

$$
\begin{equation*}
\tilde{\sigma}_{j} \equiv \frac{\sigma_{j}}{\rho_{j}}=\frac{V_{a, j} \tau}{3 c_{t}} \quad \text { and } \quad \tilde{\kappa}_{j} \equiv \frac{\kappa_{j}}{\rho_{j}}=\frac{k_{a, j} \tau}{3}, \tag{2.7}
\end{equation*}
$$

which are independent of the radius $\rho_{j}$.
2.3. Physiological parameter values. In (2.6c) it is assumed that $\sigma_{j}$ and $\kappa_{j}$ are $O(1)$ quantities; i.e., $\sigma_{j} / \varepsilon$ and $\kappa_{j} / \varepsilon$ are $O(1 / \varepsilon) \gg 1$ depending on the size of the compartment. To estimate under what conditions this assumption is fulfilled we take a typical diffusion coefficient for a globular protein in the range $1-20 \mu \mathrm{~m}^{2} / \mathrm{s}$ [29, 8, 6], which fixes the diffusion time $\tau=R^{2} / D$ in the range $5-100$ s for a cell of radius $R=10 \mu \mathrm{~m}$. As a conservative estimate for the activities $V_{a, j} / c_{t}$ and $k_{a, j}$ of the localized enzyme we can assume values in the range $1-10 / \mathrm{s}$, which shows that the flux $\partial_{n x} u$ can become as large as $O\left(10^{2}\right)$ corresponding to $\epsilon=O\left(10^{-2}\right)$. The biological significance of this estimate lies in the observation that, depending on the size of the compartment from which signaling occurs, the product of the diffusion time and the local enzyme activities must be sufficiently large $(\sim O(1 / \varepsilon))$ for a cell to locally produce an $O(1)$ flux of activated signaling molecules near each compartment.
3. Asymptotic solutions. A straightforward solution of the BVP (2.6) is complicated by the fact that the domain $\Omega_{1}$ is perturbed by the presence of $N$ spherical holes inside $\Omega_{1}$. However, if $\varepsilon$ is sufficiently small, (2.6) becomes a BVP in a singularly perturbed domain for which powerful asymptotic methods, based on the method of matched asymptotic expansions, are available [11, 26, 7, 23, 19, 27]. The general idea is that the small holes act as point sources of a particular strength for the outer solution, which is obtained by solving the BVP (2.6) in the limit $\varepsilon \rightarrow 0$. The strength and the particular type of the singularity of the outer solution close to the $j$ th hole are obtained by asymptotically matching an appropriate inner solution (which has to fulfill either of the boundary conditions in (2.6c)) together with an outer solution, which is valid away from the localized compartments.
3.1. Different scaling regimes. By applying the divergence theorem to (2.6) and using either of the boundary conditions (2.6c), we may derive the following two exact relations from which the order of magnitude of the outer solution can be easily inferred. For BVP (A) we obtain

$$
\begin{equation*}
\int_{\Omega_{1} \backslash \Omega_{\varepsilon}} u^{A}(x) d x=\frac{\varepsilon}{\alpha^{2}} \sum_{j=1}^{N} \sigma_{j}\left|\partial \Omega_{\rho_{j}}\right| \tag{3.1}
\end{equation*}
$$

where $u^{A}$ denotes the solution of BVP (A) and $\left|\partial \Omega_{\rho_{j}}\right|=4 \pi \rho_{j}^{2}$ is the area of the rescaled spherical hole $\Omega_{\rho_{j}}$; i.e., $\left|\partial \Omega_{\rho_{j}}\right|=\varepsilon^{-2}\left|\partial \Omega_{\varepsilon \rho_{j}}\right|$. For BVP (B) the integration yields the relation

$$
\begin{equation*}
\int_{\Omega_{1} \backslash \Omega_{\varepsilon}} u^{B}(x) d x=\frac{\varepsilon}{\alpha^{2}} \sum_{j=1}^{N} \kappa_{j}\left|\partial \Omega_{\rho_{j}}\right|\left(1-\bar{u}_{j}^{B}\right) \tag{3.2}
\end{equation*}
$$

where $\bar{u}_{j}^{B}$ is the average of $u^{B}$ over the surface of the $j$ th sphere. If $\alpha^{2}=O(1)$, then the right-hand sides in (3.1) and (3.2) are of $O(\varepsilon)$, which suggests that $u^{A}$ and $u^{B}$ are also of $O(\varepsilon)$ far away from the small holes. Consequently, we expect that the solutions decay rapidly far away from the signaling compartments, which results in large spatial gradients. Alternatively, if $\alpha^{2}=O(\varepsilon)$, then $u^{A}$ and $u^{B}$ are of $O(1)$ far away from the small holes allowing for long-range gradients. Note that if we had assumed in (2.6c) the boundary condition $\partial_{n x} u=\sigma_{j}$ with $\sigma_{j}=O(1)$ (i.e., without the $\varepsilon$ prefactor), we would have concluded from (3.1) that $u^{A}$ is of $O\left(\varepsilon^{2}\right)$ in most of the cell, i.e., that it was basically zero. In such a case the amplitude of the signal would only be of $O(\varepsilon)$ near each compartment.

A third scaling regime is motivated by the following observation: Near each hole we can introduce a rescaled coordinate $y=\left(x-x_{j}\right) / \varepsilon$ of $O(1)$ such that (2.6a) becomes

$$
\begin{equation*}
\Delta_{y} u=\varepsilon^{2} \alpha^{2} u, \quad|y|=\rho \geq \rho_{j} . \tag{3.3}
\end{equation*}
$$

Now, if $\alpha^{2}=O(1)$ or $\alpha^{2}=O(\varepsilon)$, the dominant term of the inner solution will satisfy Laplace's equation, which has only algebraically decaying solutions. In contrast, if $\alpha=\alpha_{2} / \varepsilon$ with $\alpha_{2}=O(1)$, i.e., the diffusion length $\lambda$ becomes comparable with the radius $\varepsilon$ of the signaling compartment, the dominant term will solve the modified Helmholtz equation $\Delta_{y} u=\alpha_{2}^{2} u$, which allows for exponentially decaying solutions in the inner region. Consequently, this scaling regime yields highly localized solutions, which rapidly decay to zero outside the inner region while the local amplitude is still of $O(1)$.
3.1.1. Scaling regimes and local activities. Before deriving explicit expressions for the asymptotic solutions of the BVP in (2.6) in the three different regimes identified above, we note that the order of magnitude of $\alpha$ also determines a reasonable choice for the local enzyme kinetics to some extent. For example, if the cytosolic degradation rate is weak $(\alpha=O(\sqrt{\varepsilon}))$, most of the signaling molecules will be in the activated state. Consequently, the concentration of inactivated proteins, which act as substrates for the localized enzyme, is very low such that it is likely to operate in the linear regime described by BVP (B) in (2.6c). Conversely, if $\alpha=O(1 / \varepsilon)$, the substrate concentration is so high that it is mostly saturating for the localized enzyme, resulting in the constant activation rate described by BVP (A) in (2.6c). It is only in the intermediate regime that both rate laws may reasonably be applied.
3.2. Solution for $\operatorname{BVP}(A)$ and $\alpha=\boldsymbol{O}(\mathbf{1})$. In the outer region of the $j$ th compartment, defined by $\left|x-x_{j}\right| \gg \varepsilon \rho_{j}$ for $j=1, \ldots, N$, we expand the solution of BVP (A) as

$$
\begin{equation*}
u(x)=\varepsilon u_{1}(x)+\varepsilon^{2} u_{2}(x)+\cdots . \tag{3.4}
\end{equation*}
$$

Substituting this expansion into (2.6) leads to

$$
\begin{align*}
& \Delta_{x} u_{i}-\alpha^{2} u_{i}=0, x \in \Omega_{1} \backslash\left\{x_{1}, \ldots, x_{N}\right\}  \tag{3.5}\\
& \partial_{n x} u_{i}=0, \\
& x \in \partial \Omega_{1}, \quad i=1,2
\end{align*}
$$

Note that in the limit $\varepsilon \rightarrow 0$ each spherical hole $\Omega_{\varepsilon \rho_{j}}$ shrinks to the point $x_{j}$ at which it is centered. These points have to be excluded from the domain of definition for the outer problem (3.5). Instead, we shall derive singularity conditions for $u(x)$ as $x \rightarrow x_{j}$ by matching the outer solution to an appropriate inner solution defined near each $x_{j}$.

In the inner region, defined by $\left|x-x_{j}\right| \sim O(\varepsilon)$ for $j=1, \ldots, N$, we let $v_{j}(y)=$ $u\left(x_{j}+\varepsilon y\right)$, where $y=\varepsilon^{-1}\left(x-x_{j}\right)$ is a rescaled variable of $O(1)$ such that the radius of the $j$ th rescaled spherical hole is simply $\rho_{j}$. We then expand $v_{j}$ as

$$
\begin{equation*}
v_{j}(y)=v_{j, 0}(y)+\varepsilon v_{j, 1}(y)+\varepsilon^{2} v_{j, 2}(y)+\cdots . \tag{3.6}
\end{equation*}
$$

For each $j=1, \ldots, N$ the rescaled BVP (A) (3.3) together with the boundary condition in (2.6c) becomes

$$
\begin{align*}
\Delta_{y} v_{j} & =\varepsilon^{2} \alpha^{2} v_{j}, \quad|y| \equiv \rho \geq \rho_{j}  \tag{3.7}\\
\partial_{n y} v_{j} & =\sigma_{j}, \quad \rho=\rho_{j}
\end{align*}
$$

Upon substituting (3.6) into (3.7) and collecting powers of $\varepsilon$, we readily derive

$$
\begin{align*}
\Delta_{y} v_{j, 0}=0, & \partial_{\rho} v_{j, 0}=-\sigma_{j}  \tag{3.8a}\\
\Delta_{y} v_{j, 1}=0, & \partial_{\rho} v_{j, 1}=0  \tag{3.8b}\\
\Delta_{y} v_{j, 2}=\alpha^{2} v_{0}, & \partial_{\rho} v_{j, 2}=0 \tag{3.8c}
\end{align*}
$$

Note that since $\hat{n}$ points inward to each of the spherical holes, we have $\partial_{n y} \equiv-\partial_{\rho}$. The matching condition between the inner and outer expansions is that the nearfield behavior $\left(x \rightarrow x_{j}\right)$ of the outer solution must agree with the far-field behavior $\left(y=\left(x-x_{j}\right) / \varepsilon \rightarrow \infty\right)$ of the inner solution near the $j$ th hole; i.e.,

$$
\begin{equation*}
\varepsilon u_{1}(x)+\varepsilon^{2} u_{2}(x)+\cdots=v_{j, 0}(y)+\varepsilon v_{j, 1}(y)+\varepsilon^{2} v_{j, 2}(y)+\cdots, \tag{3.9}
\end{equation*}
$$

to all orders in $\varepsilon$. To solve the inner BVP (3.8a) for $v_{j, 0}$, we impose that $v_{j, 0} \rightarrow 0$ as $\rho \rightarrow \infty$ and assume that $v_{j, 0}$ is radially symmetric so that $\Delta_{y} v_{j, 0}=0$ becomes $v_{j, 0}^{\prime \prime}+2 \rho^{-1} v_{j, 0}^{\prime}=0$. Then the solution is readily calculated as

$$
v_{j, 0}=\frac{\sigma_{j} \rho_{j}^{2}}{\rho} \equiv \frac{\sigma_{j}\left|\partial \Omega_{\rho_{j}}\right|}{4 \pi \rho}, \quad \rho \geq \rho_{j} .
$$

By rewriting this solution in terms of outer variables using $\rho=\left|x-x_{j}\right| / \varepsilon$, the first order matching condition becomes

$$
u_{1}(x) \sim \frac{\sigma_{j}\left|\partial \Omega_{\rho_{j}}\right|}{4 \pi\left|x-x_{j}\right|} \quad \text { as } \quad x \rightarrow x_{j}, \quad j=1, \ldots, N
$$

i.e., near the $j$ th spherical hole the first outer correction $u_{1}(x)$ is proportional to the free-space Green's function $G_{F}(x)=1 /\left(4 \pi\left|x-x_{j}\right|\right)$ of the Laplace equation, which satisfies $\Delta G_{F}(x)=-\delta\left(x-x_{j}\right)$. Consequently, we can extend the domain of definition of the outer BVP (3.5) for $u_{1}$ to all of $\Omega_{1}$ by including $\delta$-terms of strength $\sigma_{j}\left|\partial \Omega_{\rho_{j}}\right|$ for each singular point $x_{j}$. Then the first outer correction is determined from the BVP

$$
\begin{align*}
\Delta_{x} u_{1}-\alpha^{2} u_{1} & =-\sum_{j=1}^{N} \sigma_{j}\left|\partial \Omega_{\rho_{j}}\right| \delta\left(x-x_{j}\right), \quad x \in \Omega_{1},  \tag{3.10}\\
\partial_{n x} u_{1} & =0, \quad x \in \partial \Omega_{1} .
\end{align*}
$$

The solution of this equation is readily obtained in terms of the modified Helmholtz Green's function as

$$
\begin{equation*}
u_{1}(x)=\sum_{j=1}^{N} \sigma_{j}\left|\partial \Omega_{\rho_{j}}\right| G_{h}\left(x ; x_{j}\right), \tag{3.11}
\end{equation*}
$$

where $G_{h}\left(x ; x_{0}\right)$ satisfies

$$
\begin{equation*}
\Delta_{x} G_{h}-\alpha^{2} G_{h}=-\delta\left(x-x_{0}\right), \quad x \in \Omega_{1} ; \quad \partial_{n x} G_{h}=0, \quad x \in \partial \Omega_{1} . \tag{3.12}
\end{equation*}
$$

An explicit representation for this Green's function can be found by standard methods [2] with the result

$$
\begin{equation*}
G_{h}\left(x ; x_{0}\right)=\frac{e^{-\alpha\left|x-x_{0}\right|}}{4 \pi\left|x-x_{0}\right|}+G_{R}\left(x ; x_{0}\right), \tag{3.13}
\end{equation*}
$$

where $G_{R}\left(x ; x_{0}\right)$ is defined by

$$
\begin{align*}
G_{R}\left(x ; x_{0}\right) & =\sum_{n=0}^{\infty} \frac{2 n+1}{4 \pi \sqrt{r r_{0}}} P_{n}(\cos \gamma) \frac{a_{1, n}}{a_{2, n}} I_{n+1 / 2}(\alpha r) I_{n+1 / 2}\left(\alpha r_{0}\right),  \tag{3.14}\\
\frac{a_{1, n}}{a_{2, n}} & =\frac{(\alpha R) K_{n+3 / 2}(\alpha R)-n K_{n+1 / 2}(\alpha R)}{(\alpha R) I_{n+3 / 2}(\alpha R)+n I_{n+1 / 2}(\alpha R)} .
\end{align*}
$$

Here, $I_{\nu}(x)\left(K_{\nu}(x)\right)$ are modified Bessel functions of the first (second) kind of order $\nu$, while the argument of the Legendre polynomial $P_{n}(\cos \gamma)$ is given by $\cos \gamma=$ $\cos \theta \cos \theta_{0}+\sin \theta \sin \theta_{0} \cos \left(\varphi-\varphi_{0}\right)$ and $\left(r_{(0)}, \theta_{(0)}, \varphi_{(0)}\right)$ denotes the spherical coordinates of $x_{(0)}$. Due to our choice to work with dimensionless quantities, we simply
have $R=1$ in (3.14). Note that the function $G_{R}\left(x ; x_{0}\right)$ is regular at the point $x=x_{0}$ and, therefore, can be expanded into a Taylor series as

$$
\begin{equation*}
G_{R}\left(x ; x_{0}\right)=G_{R}\left(x_{0}, x_{0}\right)+\nabla_{x} G_{R}\left(x_{0}, x_{0}\right) \cdot\left(x-x_{0}\right)+\cdots \tag{3.15}
\end{equation*}
$$

To proceed to the next order in the inner expansion (3.6) we need to know the far-field behavior of $v_{j, 1}$ at each hole as $\rho \rightarrow \infty$. For this reason, we expand $u_{1}(x)$ near the $j$ th hole using (3.11), (3.13), and (3.15) as

$$
\begin{align*}
u_{1}(x)= & \sigma_{j}\left|\partial \Omega_{\rho_{j}}\right|\left(\frac{1}{4 \pi\left|x-x_{j}\right|}-\frac{\alpha}{4 \pi}+G_{R}^{j j}+\frac{\alpha^{2}}{8 \pi}\left|x-x_{j}\right|\right)  \tag{3.16}\\
& +\nabla_{x} G_{R}^{j j} \cdot\left(x-x_{j}\right)+\sum_{\substack{i=1 \\
i \neq j}}^{N} \sigma_{i}\left|\partial \Omega_{\rho_{i}}\right|\left(G_{h}^{j i}+\nabla_{x} G_{h}^{j i} \cdot\left(x-x_{j}\right)\right)+\cdots
\end{align*}
$$

Here, we have used the obvious notation $G_{(R)}^{j i} \equiv G_{(R)}\left(x_{j} ; x_{i}\right)$ as well as the fact that $G\left(x ; x_{i}\right)$ also has a well-defined Taylor expansion near $x_{j}$ as long as $i \neq j$. By rewriting this expansion in terms of the inner variable $y=\varepsilon^{-1}\left(x-x_{j}\right)$ with $|y|=\rho$, we obtain

$$
\begin{equation*}
\varepsilon u_{1}=\frac{\sigma_{j}\left|\partial \Omega_{\rho_{j}}\right|}{4 \pi \rho}+\varepsilon\left(\sigma_{j}\left|\partial \Omega_{\rho_{j}}\right| G_{r e g}^{j j}+\sum_{\substack{i=1 \\ i \neq j}}^{N} \sigma_{i}\left|\partial \Omega_{\rho_{i}}\right| G_{h}^{j i}\right)+O\left(\varepsilon^{2}\right) \tag{3.17}
\end{equation*}
$$

Upon comparing this expression with the matching condition (3.9), we find that the functions $v_{j, 1}$ asymptotically become constants as $|y| \rightarrow \infty$, which are given by

$$
\begin{equation*}
v_{j, 1}(y) \sim \beta_{j}^{\sigma, \alpha} \equiv \sigma_{j}\left|\partial \Omega_{\rho_{j}}\right| G_{r e g}^{j j}+\sum_{\substack{i=1 \\ i \neq j}}^{N} \sigma_{i}\left|\partial \Omega_{\rho_{i}}\right| G_{h}^{j i}, \quad|y| \rightarrow \infty \tag{3.18}
\end{equation*}
$$

Here, we have defined the regular part of the Green's function in (3.13) as

$$
\begin{equation*}
G_{r e g}\left(x_{0} ; x_{0}\right)=-\frac{\alpha}{4 \pi}+G_{R}\left(x_{0} ; x_{0}\right) \tag{3.19}
\end{equation*}
$$

Since the $v_{j, 1}$ are harmonic for $\rho \geq \rho_{j}$ and satisfy a no-flux boundary condition at $\rho=\rho_{j}$ (cf. (3.8b)) we obtain that $v_{j, 1} \equiv \beta_{j}^{\sigma, \alpha}$ for $\rho \geq \rho_{j}$ and $j=1, \ldots, N$; i.e., the $v_{j, 1}$ are constants everywhere outside each hole. As a consequence, the second order correction $u_{2}$ in the outer expansion (3.4) must satisfy the BVP (3.5), with no singularity as $x \rightarrow x_{j}$. The unique solution to this problem is simply $u_{2} \equiv 0$ everywhere in the outer region. In fact, one can show by solving (3.8c) for $v_{j, 2}$ together with its far-field behavior, which is determined by the $O\left(\varepsilon^{2}\right)$ terms in (3.17), that the next term in the outer expansion (3.4) is of $O\left(\varepsilon^{3}\right)$.
3.2.1. Local behavior of the solution. With the help of the local coordinate $\rho=\left|x-x_{j}\right| / \varepsilon$ as well as using (3.11) and (3.13), it is straightforward to show that the local behavior of the solution near the $j$ th hole is given by

$$
\begin{equation*}
u(x)=\varepsilon \sigma_{j}\left|\partial \Omega_{\rho_{j}}\right| \frac{e^{-\alpha\left|x-x_{j}\right|}}{4 \pi\left|x-x_{j}\right|}+O(\varepsilon) \approx \sigma_{j} \rho_{j}^{2} \frac{e^{-\alpha \varepsilon \rho}}{\rho}, \quad \rho \geq \rho_{j} \tag{3.20}
\end{equation*}
$$

The maximum value of the amplitude is attained at $\rho=\rho_{j}$. By writing $\sigma_{j}=\tilde{\sigma}_{j} \rho_{j}$ as in (2.7), where $\tilde{\sigma}_{j}$ is independent of $\rho_{j}$, we get

$$
u_{\max , j}^{\sigma} \approx \tilde{\sigma}_{j} \rho_{j}^{2} \exp \left(-\varepsilon \alpha \rho_{j}\right)
$$

Thus, the maximal amplitude depends exponentially weakly on the cytosolic degradation rate $\alpha$, and it is proportional to the effective activation rate $\tilde{\sigma}_{j}$ and the surface area of the signaling compartment.
3.2.2. Limitations on the applicability of BVP (A). Due to the proportionality between $u_{\max , j}^{\sigma}$ and the effective activation rate $\tilde{\sigma}_{j}$ the former can become arbitrarily large as the latter increases. However, since we measure concentrations in terms of the total concentration of signaling molecules $c_{t}$, it must be required that $u_{\max , j}^{\sigma} \leq 1$, which restricts the applicability of this boundary condition to cases where

$$
\begin{equation*}
\frac{V_{a, j}}{c_{t}}<\frac{3 e^{\varepsilon \alpha \rho_{j}}}{\rho_{j}^{2} \tau}, \quad j=1, \ldots, N \tag{3.21}
\end{equation*}
$$

i.e., the ratios between the source strength $V_{a, j}$ and the total concentration of signaling molecules $c_{t}$ must be sufficiently small.
3.3. Solution for BVP (B) and $\alpha=O(1)$. In the outer region we, again, expand the solution as $u(x)=\varepsilon u_{1}(x)+\varepsilon^{2} u_{2}(x)+\cdots$. Substituting this expansion into the BVP (2.6) leads to the same set of outer problems as for BVP (A) (3.5). However, the inner problems will be different from the previous case due to the different boundary condition BVP $(\mathrm{B})$ in (2.6c) at the surface of each compartment. Expanding the solution in the inner region as

$$
\begin{equation*}
v_{j}(y)=v_{j, 0}(y)+\varepsilon v_{j, 1}(y)+\cdots, \tag{3.22}
\end{equation*}
$$

we readily derive the BVPs

$$
\begin{array}{ll}
\Delta_{y} v_{j, 0}=0, & \partial_{\rho} v_{j, 0}=-\kappa_{j}\left(1-v_{j, 0}\right), \\
\Delta_{y} v_{j, 1}=0, & \partial_{\rho} v_{j, 1}=\kappa_{j} v_{j, 1} . \tag{3.23b}
\end{array}
$$

The radially symmetric solution of (3.23a), which decays at infinity, is given by

$$
v_{j, 0}=\frac{C_{j}\left|\partial \Omega_{\rho_{j}}\right|}{4 \pi \rho}, \quad C_{j} \equiv \frac{\kappa_{j}}{1+\rho_{j} \kappa_{j}} .
$$

Similarly as for BVP (A), the first outer correction is determined from

$$
\begin{align*}
\Delta_{x} u_{1}-\alpha^{2} u_{1} & =-\sum_{j=1}^{N} C_{j}\left|\partial \Omega_{\rho_{j}}\right| \delta\left(x-x_{j}\right), \quad x \in \Omega_{1},  \tag{3.24}\\
\partial_{n x} u_{1} & =0, \quad x \in \partial \Omega_{1} .
\end{align*}
$$

However, this is the same equation as (3.10) with $\sigma_{j}$ replaced with $C_{j}$. Thus, the solution is simply $u_{1}(x)=\sum_{j=1}^{N} C_{j}\left|\partial \Omega_{\rho_{j}}\right| G_{h}\left(x ; x_{j}\right)$, where $G_{h}\left(x ; x_{0}\right)$ is the modified Helmholtz Green's function given by (3.13).

By comparing the small argument expansion of $u_{1}$ near the $j$ th hole (cf. (3.16)) with the inner expansion (3.22), we observe that the far-field behavior of the functions $v_{j, 1}$ is given by

$$
\begin{equation*}
v_{j, 1}(y) \sim \beta_{j}^{C, \alpha} \equiv C_{j}\left|\partial \Omega_{\rho_{j}}\right| G_{r e g}^{j j}+\sum_{\substack{i=1 \\ i \neq j}}^{N} C_{i}\left|\partial \Omega_{\rho_{i}}\right| G_{h}^{j i}, \quad|y| \rightarrow \infty . \tag{3.25}
\end{equation*}
$$

Table 3.1
Asymptotic solutions of $B V P(2.6)$ together with the corresponding boundary conditions denoted as $B V P$ (A) and $B V P(B)$ in (2.6c).

| $\alpha$ | Asymptotic solution of $\operatorname{BVP}(2.6)$ | BVP |
| :--- | :--- | :--- |
| $O(\sqrt{\varepsilon})$ | $u^{\sqrt{\varepsilon}}=u_{0}+\varepsilon\left(1-u_{0}\right) \sum_{j=1}^{N} C_{j}\left\|\partial \Omega_{\rho_{j}}\right\|\left(G_{n}\left(x ; x_{j}\right)-\frac{\beta_{j}^{C}}{C_{\alpha}}\right)+O\left(\varepsilon^{2}\right)$ | (B) |
| $O(1)$ | $u^{\sigma}=\varepsilon \sum_{j=1}^{N} \sigma_{j}\left\|\partial \Omega_{\rho_{j}}\right\| G_{h}\left(x ; x_{j}\right)+O\left(\varepsilon^{3}\right)$ | (A) |
| $O(1)$ | $u^{\kappa}=\varepsilon \sum_{j=1}^{N} C_{j}\left\|\partial \Omega_{\rho_{j}}\right\| G_{h}\left(x ; x_{j}\right)\left(1-\varepsilon \beta_{j}^{C, \alpha}\right)+O\left(\varepsilon^{3}\right)$ | (B) |
| $O(1 / \varepsilon)$ | $u^{1 / \varepsilon}=\varepsilon \sum_{j=1}^{N} \frac{\sigma_{j}\left\|\partial \Omega_{j}\right\| e^{\alpha} \rho_{j}}{1+\alpha_{2} \rho_{j}} G_{f}\left(x ; x_{j}\right)$ | (A) |

The (radially symmetric) solution of the $\mathrm{BVP}(3.23 \mathrm{~b})$ for $v_{j, 1}$ is then calculated as

$$
v_{j, 1}(\rho)=\beta_{j}^{C, \alpha}\left(1-\frac{C_{j}\left|\partial \Omega_{\rho_{j}}\right|}{4 \pi \rho}\right)
$$

By rewriting $v_{j, 1}$ in terms of outer variables (using $\rho=\left|x-x_{j}\right| / \varepsilon$ ), we obtain from the matching condition (3.9) that

$$
u_{2} \sim-\frac{\beta_{j}^{C, \alpha} C_{j}\left|\partial \Omega_{\rho_{j}}\right|}{4 \pi\left|x-x_{j}\right|}, \quad x \rightarrow x_{j}
$$

Thus, $u_{2}$ is determined from the BVP

$$
\begin{aligned}
\Delta_{x} u_{2}-\alpha^{2} u_{2} & =\sum_{j=1}^{N} \beta_{j}^{C, \alpha} C_{j}\left|\partial \Omega_{\rho_{j}}\right| \delta\left(x-x_{j}\right), \quad x \in \Omega_{1} \\
\partial_{n x} u_{2} & =0, \quad x \in \partial \Omega_{1}
\end{aligned}
$$

which has the solution $u_{2}(x)=-\sum_{j=1}^{N} \beta_{j}^{C, \alpha} C_{j}\left|\partial \Omega_{\rho_{j}}\right| G_{h}\left(x ; x_{j}\right)$.
In summary, we have shown that if $\alpha^{2}=O(1)$, then, up to terms of $O\left(\varepsilon^{3}\right)$, the solutions of BVP (A) and BVP (B) are given, respectively, by the expressions $u^{\sigma}$ and $u^{\kappa}$ shown in Table 3.1.
3.3.1. Local behavior of the solution. Expanding $u^{\kappa}$ with the help of (3.13) near the $j$ th hole in the inner coordinate $\rho=\left|x-x_{j}\right| / \varepsilon$, we get

$$
\begin{equation*}
u^{\kappa}(\rho)=C_{j} \rho_{j}^{2} \frac{e^{-\varepsilon \alpha \rho}}{\rho}\left(1-\varepsilon \beta_{j}^{C, \alpha}\right)+\cdots, \quad \rho \geq \rho_{j} \tag{3.26}
\end{equation*}
$$

The comparison with numerical simulations in section 4 shows that the dominant term from the constants $\beta_{j}^{C, \alpha} \approx-C_{j} \rho_{j}^{2} \alpha$ (cf. (3.19) and (3.25)) has to be taken into consideration to correctly reproduce the maximal amplitude of $u^{\kappa}$ at $\rho=\rho_{j}$. By writing the constants $C_{j}$ in the form $C_{j}=\tilde{\kappa}_{j} \rho_{j} /\left(1+\tilde{\kappa}_{j} \rho_{j}^{2}\right)$, where $\tilde{\kappa}_{j} \equiv \kappa / \rho$ is independent of the radius $\rho_{j}$ (cf. (2.7)), the maximal amplitude can be approximated by

$$
u_{\max , j}^{\kappa} \approx \frac{\tilde{\kappa}_{j} \rho_{j}^{2}}{1+\tilde{\kappa}_{j} \rho_{j}^{2}} e^{-\varepsilon \alpha \rho_{j}}\left(1+\varepsilon \frac{\tilde{\kappa}_{j} \rho_{j}^{2}}{1+\tilde{\kappa}_{j} \rho_{j}^{2}} \alpha \rho_{j}\right)
$$

Note that $u_{\max , j}^{\kappa}<1$ holds for any choice of the effective local enzyme activities $\tilde{\kappa}_{j}$.
3.4. Solution for BVP (B) and $\boldsymbol{\alpha}=\boldsymbol{O}(\sqrt{\boldsymbol{\varepsilon}})$. We now assume that $\alpha^{2}=\varepsilon \alpha_{1}^{2}$ with $\alpha_{1}^{2}=O(1)$ and consider the BVP

$$
\begin{align*}
\Delta_{x} u-\varepsilon \alpha_{1}^{2} u & =0, \quad x \in \Omega_{1} \backslash \Omega_{\epsilon}  \tag{3.27}\\
\partial_{n x} u & =0, \quad x \in \partial \Omega_{1} \\
\varepsilon \partial_{n x} u & =\kappa_{j}(1-u), \quad x \in \partial \Omega_{\varepsilon \rho_{j}} \tag{3.28}
\end{align*}
$$

According to (3.2) we expect that in the outer region, as defined by $\left|x-x_{j}\right| \gg \varepsilon$, the solution of BVP (B) is of $O(1)$. This suggests an expansion of the form

$$
\begin{equation*}
u(x)=u_{0}+\varepsilon u_{1}(x)+\varepsilon^{2} u_{2}(x)+\cdots \tag{3.29}
\end{equation*}
$$

In the inner region near the $j$ th compartment we introduce the rescaled coordinate $y=\left(x-x_{j}\right) / \varepsilon$ with $\rho \equiv|y|$ and set $v_{j}(y)=u\left(x_{j}+\varepsilon y\right)$. The inner solution is then expanded as

$$
\begin{equation*}
v_{j}(y)=u_{0}+v_{j, 0}(y)+\varepsilon v_{j, 1}(y)+\cdots, \tag{3.30}
\end{equation*}
$$

where the constant $u_{0}=O(1)$ will be found below. The matching condition reads

$$
u_{0}+\varepsilon u_{1}(x)+\varepsilon^{2} u_{2}(x)+\cdots=u_{0}+v_{j, 0}(y)+\varepsilon v_{j, 1}(y)+\cdots
$$

Next, we insert the expansions (3.29) and (3.30) into (3.27), which yields the series of outer problems

$$
\begin{align*}
\Delta_{x} u_{i} & =\alpha_{1}^{2} u_{i-1}, \quad x \in \Omega_{1} \backslash\left\{x_{1}, \ldots, x_{N}\right\}, \quad i=1,2 \\
\partial_{n x} u_{i} & =0, \quad x \in \partial \Omega_{1} \tag{3.31}
\end{align*}
$$

The corresponding inner problems are given by

$$
\begin{array}{ll}
\Delta_{y} v_{j, 0}=0, & \partial_{\rho} v_{j, 0}=-\kappa_{j}\left(1-u_{0}-v_{j, 0}\right) \\
\Delta_{y} v_{j, 1}=0, & \partial_{\rho} v_{j, 1}=\kappa_{j} v_{j, 1} \tag{3.32b}
\end{array}
$$

The inner solutions $v_{j, 0}$ are obtained from (3.32a) by imposing radial symmetry and the far-field condition $v_{j, 0} \rightarrow 0$ as $\rho \rightarrow \infty$ with the result

$$
v_{j, 0}(\rho)=\frac{\left(1-u_{0}\right) C_{j}\left|\partial \Omega_{\rho_{j}}\right|}{4 \pi \rho}, \quad C_{j}=\frac{\kappa_{j}}{1+\rho_{j} \kappa_{j}}
$$

By rewriting this solution in terms of the outer variable using $\rho=\left|x-x_{j}\right| / \varepsilon$, the first order matching condition becomes

$$
u_{1}(x) \sim \frac{\left(1-u_{0}\right) C_{j}\left|\partial \Omega_{\rho_{j}}\right|}{4 \pi\left|x-x_{j}\right|}, \quad x \rightarrow x_{j}, \quad j=1, \ldots, N
$$

This shows that the function $u_{1}$ is determined from

$$
\begin{align*}
\Delta_{x} u_{1} & =\alpha_{1}^{2} u_{0}-\left(1-u_{0}\right) \sum_{j=1}^{N} C_{j}\left|\partial \Omega_{\rho_{j}}\right| \delta\left(x-x_{j}\right), \quad x \in \Omega_{1}  \tag{3.33}\\
\partial_{n x} u_{1} & =0, \quad x \in \partial \Omega_{1}
\end{align*}
$$

Applying the divergence theorem to the first equation yields the solvability condition for this BVP which fixes the constant $u_{0}$ as

$$
\begin{equation*}
u_{0}=\frac{\sum_{j=1}^{N} C_{j}\left|\partial \Omega_{\rho_{j}}\right|}{\alpha_{1}^{2}\left|\Omega_{1}\right|+\sum_{j=1}^{N} C_{j}\left|\partial \Omega_{\rho_{j}}\right|} \tag{3.34}
\end{equation*}
$$

where $\left|\Omega_{1}\right|=4 \pi / 3$ is the volume of the unit sphere. Using this expression for $u_{0}$ in (3.33), the solution $u_{1}$ is readily obtained as

$$
\begin{equation*}
u_{1}(x)=\left(1-u_{0}\right) \sum_{j=1}^{N} C_{j}\left|\partial \Omega_{\rho_{j}}\right| G_{n}\left(x ; x_{j}\right)+\chi \tag{3.35}
\end{equation*}
$$

where $\chi$ is a constant to be determined below. Here, $G_{n}\left(x ; x_{j}\right)$ is the Neumann function satisfying $\Delta_{x} G_{n}\left(x ; x_{0}\right)=1 /\left|\Omega_{1}\right|-\delta\left(x-x_{0}\right)$ for $x \in \Omega_{1}$ and $\partial_{n x} G_{n}=0$ for $x \in \partial \Omega_{1}$ together with the integral condition $\int_{\Omega_{1}} G_{n}\left(x ; x_{0}\right) d x=0$. For a sphere of radius $R$ it has the form [2]

$$
\begin{equation*}
G_{n}\left(x ; x_{0}\right)=\frac{1}{4 \pi\left|x-x_{0}\right|}+R_{n}\left(x ; x_{0}\right) \tag{3.36}
\end{equation*}
$$

where the function $R_{n}\left(x ; x_{0}\right)$ is the regular part of this Green's function given by

$$
\begin{align*}
R_{n}\left(x ; x_{0}\right)= & \frac{R}{4 \pi} \frac{1}{r\left|\frac{R^{2}}{r^{2}} x-x_{0}\right|}+\frac{1}{8 \pi R^{3}}\left(r^{2}+r_{0}^{2}\right)-\frac{7}{10 \pi R}  \tag{3.37}\\
& +\frac{1}{4 \pi R} \log \left(\frac{2 R^{2}}{R^{2}-r r_{0} \cos \gamma+r\left|\frac{R^{2}}{r^{2}} x-x_{0}\right|}\right)
\end{align*}
$$

with $\cos \gamma=\cos \theta \cos \theta_{0}+\sin \theta \sin \theta_{0} \cos \left(\varphi-\varphi_{0}\right)$ and where $\left(r_{(0)}, \theta_{(0)}, \varphi_{(0)}\right)$ are spherical coordinates of $x_{(0)}$. For our case of the unit sphere we set $R=1$ in (3.37).

The constant $\chi$ in (3.35) is obtained from the solvability condition for the second order outer problem in (3.31). However, to fully specify the BVP for $u_{2}$ we need to know its singular behavior as $x \rightarrow x_{j}$, which, in turn, is determined by the far-field behavior of the functions $v_{j, 1}$ of the inner expansion (3.30). For this reason, we expand $u_{1}(x)$ near the $j$ th hole as

$$
\begin{aligned}
\varepsilon u_{1}(x)= & \left(1-u_{0}\right) C_{j}\left|\partial \Omega_{\rho_{j}}\right|\left(\frac{\varepsilon}{4 \pi\left|x-x_{j}\right|}+\varepsilon R_{n}\left(x_{j} ; x_{j}\right)\right) \\
& +\varepsilon\left(1-u_{0}\right) \sum_{\substack{i=1 \\
i \neq j}}^{N} C_{i}\left|\partial \Omega_{\rho_{i}}\right| G_{n}\left(x_{j} ; x_{i}\right)+\varepsilon \chi+O\left(\varepsilon^{2}\right) \\
= & \frac{\left(1-u_{0}\right) C_{j}\left|\partial \Omega_{\rho_{j}}\right|}{4 \pi \rho}+\varepsilon\left(\left(1-u_{0}\right) \beta_{j}^{C}+\chi\right)+O\left(\varepsilon^{2}\right)
\end{aligned}
$$

This has to be matched with the inner expansion $v_{j 0}(\rho)+\varepsilon v_{j 1}(\rho)+O\left(\varepsilon^{2}\right)$ showing that $v_{j, 1} \sim\left(1-u_{0}\right) \beta_{j}^{C}+\chi$ as $\rho \rightarrow \infty$, where $\beta_{j}^{C}$ is defined by

$$
\begin{equation*}
\beta_{j}^{C} \equiv C_{j}\left|\partial \Omega_{\rho_{j}}\right| R_{n}\left(x_{j} ; x_{j}\right)+\sum_{\substack{i=1 \\ i \neq j}}^{N} C_{i}\left|\partial \Omega_{\rho_{i}}\right| G_{n}\left(x_{j} ; x_{i}\right) . \tag{3.38}
\end{equation*}
$$

The (radially symmetric) solution of the BVP for $v_{1},(3.32 \mathrm{~b})$, is simply

$$
v_{j, 1}(\rho)=\left(\left(1-u_{0}\right) \beta_{j}^{C}+\chi\right)\left(1-\frac{C_{j}\left|\partial \Omega_{\rho_{j}}\right|}{4 \pi \rho}\right), \quad \rho \geq \rho_{j}
$$

This shows that $u_{2}$ is determined from the BVP

$$
\begin{aligned}
\Delta_{x} u_{2} & =\alpha_{1}^{2} u_{1}+\sum_{j=1}^{N}\left(\left(1-u_{0}\right) \beta_{j}^{C}+\chi\right) C_{j}\left|\partial \Omega_{\rho_{j}}\right| \delta\left(x-x_{j}\right), \quad x \in \Omega_{1} \\
\partial_{n x} u_{2} & =0, \quad x \in \partial \Omega_{1}
\end{aligned}
$$

Applying the divergence theorem to the first equation and using that $\int_{\Omega_{1}} u_{1} d x=$ $\left|\Omega_{1}\right| \chi$ yields the solvability condition

$$
\alpha_{1}^{2}\left|\Omega_{1}\right| \chi+\sum_{j=1}^{N}\left(\left(1-u_{0}\right) \beta_{j}^{C}+\chi\right) C_{j}\left|\partial \Omega_{\rho_{j}}\right|=0
$$

from which the constant $\chi$ in (3.35) is obtained as

$$
\chi=-\left(1-u_{0}\right) \frac{\sum_{j=1}^{N} \beta_{j}^{C} C_{j}\left|\partial \Omega_{\rho_{j}}\right|}{\alpha_{1}^{2}\left|\Omega_{1}\right|+\sum_{j=1}^{N} C_{j}\left|\partial \Omega_{\rho_{j}}\right|}
$$

In summary, if $\alpha^{2}=\varepsilon \alpha_{1}^{2}$, the asymptotic solution of BVP (B) is given by the expression for $u^{\sqrt{\varepsilon}}$ shown in Table 3.1, where $C_{\alpha} \equiv \alpha_{1}^{2}\left|\Omega_{1}\right|+\sum_{i=1}^{N} C_{i}\left|\partial \Omega_{\rho_{i}}\right|$ and the constants $u_{0}$ and $\beta_{j}^{C}$ are given in (3.34) and (3.38), respectively.
3.4.1. Local behavior of the solution. If we define $C_{N} \equiv 3 \sum_{i=1}^{N} C_{i} \rho_{i}^{2}$ and expand $u^{\sqrt{\varepsilon}}$ near the $j$ th signaling compartment using the inner coordinate $\rho=\left|x-x_{j}\right| / \varepsilon$ and (3.36), we get

$$
\begin{equation*}
u^{\sqrt{\varepsilon}}(\rho)=\frac{C_{N}}{\alpha_{1}^{2}+C_{N}}+\frac{C_{j} \rho_{j}^{2} \alpha_{1}^{2}}{\alpha_{1}^{2}+C_{N}} \frac{1}{\rho}+O(\varepsilon), \quad \rho \geq \rho_{j} \tag{3.39}
\end{equation*}
$$

i.e., the algebraic gradient builds on a local background level which is determined by the sum of signaling strengths $\gamma_{i} \equiv C_{i} \rho_{i}^{2}$ of all other compartments. Note that $u^{\sqrt{\varepsilon}} \rightarrow 1$ as either $\alpha_{1} \rightarrow 0$ or $C_{N} \gg \alpha_{1}$.
3.5. Solution for $\operatorname{BVP}(\mathbf{A})$ and $\boldsymbol{\alpha}=\boldsymbol{O}(\mathbf{1} / \boldsymbol{\varepsilon})$. We set $\alpha=\alpha_{2} / \varepsilon$ in (2.6) with $\alpha_{2}=O(1)$. In that case the outer solution vanishes identically, and the rescaled BVP (3.3) becomes $\Delta_{y} v_{j}=\alpha_{2}^{2} v_{j}$ in contrast to (3.7). Here $y=\left(x-x_{j}\right) / \varepsilon$ denotes, again, the rescaled variable. In addition, the functions $v_{j}$ have to satisfy the boundary conditions $\partial_{n y} v_{j}=\sigma_{j}$ at the surface of each compartment. We expand the inner solution as $v_{j}(y)=v_{j, 0}(y)+\varepsilon v_{j, 1}(y)+\cdots$, which yields

$$
\begin{aligned}
\Delta_{y} v_{j, i} & =\alpha_{2}^{2} v_{j, i}, \quad|y|=\rho \geq \rho_{j}, \quad i=0,1 \\
\partial_{\rho} v_{j, 0} & =-\sigma_{j} \quad \text { and } \quad \partial_{\rho} v_{j, 1}=0, \quad \rho=\rho_{j}
\end{aligned}
$$

The solutions of these BVPs are easily found if we impose radial symmetry and require that $v_{j, i} \rightarrow 0$ as $\rho \rightarrow \infty$ for $i=0,1$ and $j=1, \ldots, N$. As a result, the inner solution

$$
\begin{align*}
& v_{j}(\rho)=\frac{\sigma_{j}\left|\partial \Omega_{j}\right| e^{\alpha_{2} \rho_{j}}}{1+\alpha_{2} \rho_{j}} \frac{e^{-\alpha_{2} \rho}}{4 \pi \rho} \text { or }  \tag{3.40}\\
& v_{j}(x)=\varepsilon \frac{\sigma_{j}\left|\partial \Omega_{j}\right| e^{\alpha_{2} \rho_{j}}}{1+\alpha_{2} \rho_{j}} \frac{e^{-\alpha_{2}\left|x-x_{j}\right| / \varepsilon}}{4 \pi\left|x-x_{j}\right|}
\end{align*}
$$

since $v_{j, 1}$ (and all higher corrections) vanish identically. The total concentration profile, as shown in Table 3.1, is a superposition of the form $u^{1 / \varepsilon}(x)=\sum_{j=1}^{N} v_{j}(x)$. The maximal amplitude at the $j$ th compartment is given by

$$
\begin{equation*}
u_{\max , j}^{1 / \varepsilon} \approx \frac{\tilde{\sigma}_{j} \rho_{j}^{2}}{1+\alpha_{2} \rho_{j}} \tag{3.41}
\end{equation*}
$$

where $\tilde{\sigma}_{j} \equiv V_{a, j} \tau / 3 c_{t}$ is independent of $\rho_{j}$ (cf. (2.7)). Here, the same restrictions for the choice of $\tilde{\sigma}_{j}$ apply as those mentioned in section 3.2.2, i.e., $\tilde{\sigma}_{j}<\left(1+\alpha_{2} \rho_{j}\right) / \rho_{j}^{2}$.
4. Numerical simulations. Strictly speaking, the asymptotic solutions shown in Table 3.1 are valid only for sufficiently small $\varepsilon$. However, when comparing with numerical simulations, we found that they provide excellent approximations even for $\varepsilon=0.1$, which corresponds to the radius of a typical nucleus. BVP (2.6) was solved numerically using the COMSOL software package [1].

There is one basic restriction which limits the number of signaling compartments that can be modeled within the cell: The spatial arrangement of the compartments must be such that they influence each other only through their far-field; i.e., they must not be too close to each other or to the cell boundary. Otherwise higher orders in $\varepsilon$ have to be taken into account. This restriction is a direct consequence of our assumption that the near-field around each compartment is not disturbed by the presence of other compartments. Hence, our analysis does not treat the case of a spatial clustering of small compartments. Figure 4.1 shows the behavior of the asymptotic solutions in comparison with the numerical solutions as $\alpha$ changes from $O(\sqrt{\varepsilon})$ to $O(1)$ in (a)-(c) and from $\alpha=O(1)$ to $O(1 / \varepsilon)$ in (d)-(f) for one signaling compartment with radius $\varepsilon=0.1$. From these graphs it is apparent that each of the asymptotic solutions has a well-defined domain of validity. For example, at $\alpha=0.6$ (Figure 4.1(a)) the $O(1)$ solution $u^{\kappa}$ (solid line) underestimates the true concentration profile, while $u^{\sqrt{\varepsilon}}$ (dashed line) is in excellent agreement with the numerical solution (triangles). At the transition point $\alpha=1$ both solutions are equally good (Figure $4.1(\mathrm{~b})$ ), whereas at $\alpha=5$ the $O(1)$ solution $u^{\kappa}$ coincides with the result from numerical simulation, while $u^{\sqrt{\varepsilon}}$ begins to diverge. A similar scenario is observed during the transition from $\alpha=O(1)$ to $\alpha=O(1 / \varepsilon)$ (Figure $4.1(\mathrm{~d})-(\mathrm{f})$ ).

The restriction that the compartments not be too close to each other (or to the boundary) is certainly most limiting in the case of long-range signaling gradients ( $\alpha=O(\sqrt{\varepsilon}))$ since they do not exhibit an intrinsic length scale. In particular, it is not a priori obvious how large the distance between compartments or from any compartment to the boundary has to be chosen in order for the asymptotic solution to be a reasonable approximation. In Figure 4.2 we compare the numerical solution with the asymptotic result $u^{\sqrt{\varepsilon}}$ in Table 3.1 for a configuration of three signaling compartments along the $x$-axis and $\alpha=0.7$. In Figure $4.2(a)$ the radius of the compartments is $\varepsilon=0.05$. The shortest distance to the cell boundary (as measured from the surface of the compartments) is $7 \varepsilon=0.35$, while the shortest distance between


FIG. 4.1. Comparison of the asymptotic solutions shown in Table 3.1 with those from numerical simulations (triangles). (a)-(c) Transition from $\alpha=O(\sqrt{\varepsilon})$ to $O(1): u^{\sqrt{\varepsilon}}$ (dashed line) vs. $u^{\kappa}$ (solid line) with $\kappa=10$. (d)-(f) Transition from $\alpha=O(1)$ to $O(1 / \varepsilon): u^{\sigma}$ (dashed line) vs. $u^{1 / \varepsilon}$ (solid line) with $\sigma=(1,2,4)$. Radius and location of the compartment are $\varepsilon=0.1$ and $\left(x_{0}, y_{0}, z_{0}\right)=$ ( $0.3,0.3,0.4$ ), respectively.
compartments is $8 \varepsilon=0.4$. For this asymmetric configuration the asymptotic solution (marked by dots) nicely reproduces the numerical result (solid line). In Figure 4.2 (b) the radius of the compartments has been increased to $\varepsilon=0.1$ such that the shortest distance to the cell boundary as well as between compartments is reduced to $3 \varepsilon=0.3$. However, the asymptotic solution still provides a very good approximation to the numerical solution, although the minima between each two compartments and at the left boundary are slightly underestimated. To appreciate the significance of the constant terms $\sim \beta_{j}^{C}$ in $u^{\sqrt{\varepsilon}}$ we have also plotted the solution without these contributions (dashed line) in Figure $4.2(\mathrm{~b})$. Note that the whole correction term $\sim C_{j} \beta_{j}^{C}$ is quadratic in the $C_{j}$ and thus describes "interactions" between the compartments. A similar term also appears in the asymptotic solution $u^{\kappa}$ for $\alpha=O(1)$. However, here its contribution is only $O\left(\varepsilon^{2}\right)$.



Fig. 4.2. Concentration profiles in the long-range regime ( $\alpha=0.7$ ) resulting from three signaling compartments located along the $x$-axis at $x_{1}=-0.6, x_{2}=0.1$, and $x_{3}=0.6$. Numerical solution: solid line; asymptotic solution $u^{\sqrt{\varepsilon}}$ in Table 3.1: black dots. $\kappa_{i}=\rho_{i}=1$ for $i=1,2,3$. (a) $\varepsilon=0.05$, (b) $\varepsilon=0.1$. The dashed line denotes the asymptotic solution $u^{\sqrt{\varepsilon}}$ without the "interaction terms" $\sim \beta_{j}^{C}$.
5. Comparison with experiments. In the following, we apply our theory to recent experiments which revealed the significance of intracellular signaling gradients for the regulation of mitotic spindle formation during cell division in eukaryotic cells. Here, our focus is on the estimation of the type of the signaling gradient, i.e., its dimensionless decay length $\alpha$. No attempt is made to reproduce the experimentally observed local amplitudes of the gradients. Consequently, we choose the local enzyme activities conveniently.
5.1. Phosphorylation gradient of stathmin-oncoprotein 18. Recent experiments in Xenopus A6 epithelial cells show that during cell division a phosphorylation gradient of stathmin-oncoprotein 18 (OP18) around mitotic chromatin is necessary for the mitotic spindle to form correctly [18]. Here, the nonphosphorylated form of OP18 has an inhibitory effect on microtubule growth through binding to tubulin dimers [9]. Upon phosphorylation by a chromatin-localized kinase (e.g., Polo kinase) the inhibitory effect of OP18 ceases, which locally promotes mitotic spindle assembly. OP18 is then dephosphorylated by a cytosolic phosphatase (e.g., protein phosphatase 2A). To estimate the type of signaling gradient, we use the parameter values $R=10 \mu \mathrm{~m}, D=13-18 \mu \mathrm{~m}^{2} / \mathrm{s}, k=0.3, \ldots, 0.7 \mathrm{~s}^{-1}$ from [18] and assume that the effective radius of the chromatin has the same order of magnitude as that of a nucleus; i.e., we set $\varepsilon=0.1$, which yields values for $\alpha$ in the range $\alpha=1.3, \ldots, 2.3$. The corresponding concentration profiles of OP18-P for $\alpha=1.3$ (bold solid line) and $\alpha=2.3$ (solid line) are shown in Figure 5.1(a). A 10 -fold increase in the cytosolic phosphatase concentration does not lead to a qualitative change in the concentration profile, since the corresponding value for $\alpha$ is still below the threshold value for localized profiles $\alpha_{c}=1 / \varepsilon=10$ (Figure 5.1(a), dashed line). However, a 2-fold decrease yields $\alpha \approx 0.92$. In that case, the OP18-P profile already exhibits the typical algebraic decay which has no associated natural length scale (Figure 5.1(a), bold dashed line). This indicates that the OP18 signaling system operates close to the transition from


Fig. 5.1. Estimating the type of signaling gradient in two experimental systems. The signaling compartment (radius: $\varepsilon=0.1$ ) is localized at the origin. (a) Spatial distribution of phosphorylated OP18 protein for parameter values from [18]: $\alpha=1.3$ (bold solid line), $\alpha=2.3$ (solid line), a 2 -fold decrease $\alpha=(0.5)^{1 / 2} \cdot 1.3 \approx 0.92$ (bold dashed line), and a 10 -fold increase $\alpha=(10)^{1 / 2} \cdot 2.3 \approx 7.3$ (dashed line) in cytosolic enzyme concentration. The effective activity of the chromatin localized kinase was set to $\kappa=0.5$. (b) Concentration profiles of different RanGTP species around mitotic chromosomes. The activation rate $\sigma$ was chosen (arbitrarily) as follows: RanGTP-Importin $\beta$ ( $\sigma=$ $0.4)$, RanGTP ( $\sigma=0.6$ ), and RanGTP-RanBP1 ( $\sigma=2$ ).
the algebraic to the exponential decay regime. However, it is unclear whether and in which way the cell exploits this opportunity to selectively change the type of signaling gradient, e.g., by a corresponding up- or downregulation of the cytosolic enzyme concentration.
5.2. Different Ran-GTP gradients around mitotic chromosomes. During cell division microtubules grow from the two centrosomes and attach at the kinetochores of the sister chromatids which are located at the equatorial plane of the cell. Recent experiments demonstrate that the nucleation and stabilization of microtubules is selectively facilitated by different RanGTP gradients around chromosomes of mitotic cells [6]. The gradients are generated by the combined action of a chromatin-localized GEF (RCC1) and cytosolic RanGAP. A detailed model for the reactions occurring in the chromosomal and cytosolic compartments can be found in the supplemental material of [6]. Here, we aim only to estimate the effective cytosolic degradation rate $\alpha$ which determines the type of signaling gradient.

For definiteness we consider a cell of radius $10 \mu \mathrm{~m}$ and an effective chromosome radius of $1 \mu \mathrm{~m}$, i.e., $\varepsilon=0.1$. The diffusion coefficients for the different RanGTP species are taken from [6] as $20 \mu \mathrm{~m}^{2} / \mathrm{s}$ (RanGTP), $17.2 \mu \mathrm{~m}^{2} / \mathrm{s}$ (RanGTP-RanBP1), and $13 \mu \mathrm{~m}^{2} / \mathrm{s}($ RanGTP-Importin $\beta$ ). There are three distinct pathways through which RanGTP can be hydrolyzed to RanGDP (see Figures S3 and S4 in [6]). It can be directly hydrolyzed by the cytosolic RanGAP with an activity of $k=10 \mathrm{~s}^{-1}$, or it first associates with RanBP1 in a RanGTP-RanBP1 complex ( $K_{d} \approx 1 \mathrm{nM}$ ) which is then hydrolyzed with a 7 -fold higher activity of $k=70 \mathrm{~s}^{-1}$. Finally, RanGTP can bind to the karyopherin Importin $\beta\left(K_{d} \approx 1 \mathrm{nM}\right)$, which prevents its hydrolysis to RanGDP by RanGAP. However, the association of RanBP1 with the RanGTPImportin $\beta$ complex induces the immediate release of RanGTP from Importin $\beta$. In [6] the association rate has been taken as $k_{o n}=0.3 \mu \mathrm{M}^{-1} \mathrm{~s}^{-1}$, and the cytosolic RanBP1 concentration was assumed to be $2 \mu \mathrm{M}$, which yields an apparent degradation rate for
the RanGTP-Importin $\beta$ complex of $k=0.6 \mathrm{~s}^{-1}$. This shows that the gradient for the RanGTP-Importin $\beta$ complex $(\alpha=2)$ is close to the transition between algebraic and exponential decay (Figure 5.1(b)). On the other hand, the concentration profile for the RanGTP-RanBP1 complex $(\alpha=20)$ is highly localized to the mitotic chromosomes, whereas the RanGTP gradient $(\alpha=7)$ is of the intermediate type.
6. Discussion. We have investigated intracellular signaling gradients as they arise through local activation of a diffusible signaling molecule by a collection of localized enzymes followed by global deactivation in the cytosol of a spherical cell. Using asymptotic methods, we derived explicit expressions for the stationary concentration profile of activated signaling molecules for small $(\alpha=O(\sqrt{\varepsilon}))$, intermediate $(\alpha=O(1))$, and large $(\alpha=O(1 / \varepsilon))$ values of the effective cytosolic enzyme activity $\alpha$ in combination with a constant (BVP (A)) and/or linear (BVP (B)) activation rate for the localized enzymes (Table 3.1). We find excellent agreement between the asymptotic results and numerical simulations up to $\varepsilon=0.1$ (Figures 4.1 and 4.2). The decay behavior of the profiles is determined by the dimensionless quantity $\alpha=R / \lambda$, which measures the diffusion length $\lambda=\sqrt{D / k}$ in terms of the cell radius $R$. Our analysis of the BVP (2.6) shows that there are three types of signaling gradients (cf. Table 3.1 and Figure 6.1). In each regime the mode of decay is described by an associated Green's function, which also sets the length scale for the corresponding gradient (Table 6.1).


Fig. 6.1. Transition from $\alpha=O(\sqrt{\varepsilon})$ to $\alpha=O(1 / \varepsilon)$ for different compartment sizes: $\varepsilon=0.1$ (a) and $\varepsilon=0.04$ (b). Local activities are (from top to bottom) $\kappa=0.13, \kappa=0.7, \kappa=1.3, \sigma=1.3$ (a) and $\kappa=0.11, \kappa=0.7, \kappa=2, \kappa=2.5, \sigma=1.3(\mathrm{~b})$. Note that in (b) the profile still decays algebraically at $\alpha=0.2$, while in (a) it is basically constant.

It is interesting to note that the transition point between the three decay regimes is to a certain extent determined by the size of the compartment from which signaling occurs (Figure 6.1). For example, if the diffusion length is in the order of magnitude of the size of a compartment, i.e., $\lambda=O(\varepsilon R)$ or $\alpha=O(1 / \varepsilon)$, the activated signaling molecule will typically explore only a narrow region around the compartment before it gets deactivated by the cytosolic enzyme. This, in turn, leads to a highly localized (exponentially decaying) concentration profile as described by the (free space) Green's function $G_{f}$ in Table 6.1, because in that regime the cell boundary has no influence on the local concentration profile. As the diffusion length grows, the mode of decay remains exponential until $\lambda$ becomes comparable in magnitude to the cell radius, i.e.,

TABLE 6.1
Green's functions and associated length scales.

| $\alpha$ | Green's functions | Length scale |
| :--- | :--- | :---: |
| $O(\sqrt{\varepsilon})$ | $G_{n}=\frac{1}{4 \pi\left\|x-x_{j}\right\|}+R\left(x ; x_{j}\right)$ | none |
| $O(1)$ | $G_{h}=\frac{\exp \left(-\alpha\left\|x-x_{j}\right\|\right)}{4 \pi\left\|x-x_{j}\right\|}+G_{R}\left(x ; x_{j}\right)$ | $\frac{1}{\alpha}$ |
| $O(1 / \varepsilon)$ | $G_{f}=\frac{\exp \left(-\alpha_{2}\left\|x-x_{j}\right\| / \varepsilon\right)}{4 \pi\left\|x-x_{j}\right\|}$ | $\frac{\varepsilon}{\alpha_{2}}$ |

$\lambda \sim R$ or $\alpha=O(1)$. This marks the transition from exponential to algebraic decay and thus from short-range to long-range signaling. Clearly, this transition is independent of the compartment size $\varepsilon$. Here, the decay behavior of the concentration profiles is determined by the Green's function $G_{h}$, which basically decays exponentially to the cell boundary. In the region $\lambda>R$ the mode of decay remains algebraic until $\lambda \sim R / \sqrt{\varepsilon}$ ( or $\alpha=O(\sqrt{\varepsilon})$ ), which marks the transition to the constant regime; i.e., for $\lambda \gg R / \sqrt{\varepsilon}$ diffusion is sufficiently fast or the cytosolic deactivation rate so weak that the concentration of activated molecules is basically constant throughout the cytosol. In that regime the decay behavior of the concentration profiles is determined by the algebraic decay of the Neumann function $G_{n}$ in Table 6.1. Note that the particular $\sqrt{\varepsilon}$ dependence of this transition point is the result of our assumption that $\varepsilon \partial_{n x} u=O(1)$ in $(2.6 \mathrm{c})$. However, the qualitative conclusion that smaller compartments reach the constant regime for smaller values of $\alpha$ would not be altered if we had, for example, assumed that $\partial_{n x} u=O(1)$.

We derived simple expressions for the local behavior of the concentration profiles in the three different $\alpha$-regimes (cf. (3.20), (3.26), (3.39), and (3.40)). These expressions are similar to the concentration profiles from a point source in infinite space [16, 20]. Moreover, they extend these earlier results to the case of a linear activation rate (BVP (B) in (2.6c)) and explicitly take into account the order of magnitude of the degradation rate $\alpha$. Depending on the regime, the presence of multiple signaling compartments inside the cell exerts a different influence on the local solutions. In the short-range signaling regimes $\alpha=O(1)$ and $\alpha=O(1 / \varepsilon)$ the local concentration profile is mainly determined by the singular part of the respective Green's function in Table 6.1, while contributions of the other compartments are of $O(\varepsilon)$ or smaller. However, in the long-range signaling regime $\alpha=O(\sqrt{\varepsilon})$ an algebraically decaying gradient builds on top of a constant background level, which depends on the local kinetic enzyme parameters $\kappa_{i}$ of all other compartments.

In our model, the type of signaling gradient is completely determined by the cytosolic deactivation rate $\alpha$ and the size of the intracellular signaling compartment $\varepsilon$. In particular, the local kinetic enzyme parameters $\sigma_{j}$ and $\kappa_{j}$ influence the concentration level of activated signaling molecules only in the neighborhood of the compartments. However, intracellular signaling pathways often involve multiple activation/ deactivation events such that one signaling gradient could, in principle, build on top of another one as in the case of the RanGTP-Importin $\beta$ gradient around mitotic chromosomes [6] or the mitogen-activated protein kinase pathways [12, 14]. Such a mechanism can provide long-range signaling even if the activity of the cytosolic enzyme is high and, as a consequence, the resulting (secondary) signaling gradient will, in general, also depend on the local kinetic enzyme parameters. Recently, it was shown in a one-dimensional model for a signaling cascade mediated by GTPases that
a particular localization of the antagonistic enzymes in conjunction with feed-forward circuits is sufficient to generate a nonmonotonic signaling gradient at the third level of the cascade [22].

If signaling occurs simultaneously from multiple compartments, the resulting spatial distribution of activated molecules will depend on the particular arrangement of the compartments within the cell. Using our three-dimensional framework, such questions can now be systematically addressed, for example, in the context of the different cell division phases where a significant reorganization of intracellular compartments takes place. This, in turn, requires coordinated "communication" between the compartments where signaling gradients might play a prominent role. Indeed, the formation of gradients of different RanGTP species around mitotic chromosomes is one example in that direction $[6,3]$. Recently, it has been proposed that subcellular signaling gradients might also be important for checkpoint function in metazoan spindle assembly [20]. However, the functional role of centrosomes in the assembly of the bipolar spindle is only partially understood since centrosome-independent spindle formation has been observed in some cell types [25]. In particular, it might be possible that centrosomes are also sources of signaling gradients for which the special antipodal arrangement of these organelles becomes important.
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