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Notation

AW heat transfer area m2

c concentration kmol/m3

cp molar heat capacity kJ/kmol

Da Damkoehler number

e model error

E activation energy kJ/kmol

F feed flow rate kmol/s

h molar enthalpy kJ/kmol

H Henry coefficient bar or Pa

ΔhR molar enthalpy of reaction kJ/kmol

ΔhV molar enthalpy of vaporization kJ/kmol

J Jacobian matrix with elements Jlm

k reaction rate constant

k0 preexponential factor

k1 kinetic constant

kW heat transfer coefficient kW/(m2K)

K vapor-liquid equilibrium constant

Keq equilibrium reaction constant

K∗ shifting order reaction constant

L liquid flow rate kmol/s

n molar holdup kmol

N number of column stages

NC number of components

p pressure bar or Pa

q volumetric flow rate m3/s

Q heating/cooling rate kJ/s

QG heat generation curve

QR heat removal line

r0 reaction rate kmol/(m3s)

R recycle flow rate kmol/s

IR ideal gas constant kJ/(kmol K)
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S sidedraw flow rate, or kmol/s

sensitivity

t time s or h

T temperature K

v molar volume m3/kmol

V vapor flow rate kmol/s

V Volume m3

x liquid mole fraction, or

general state of a dynamic system

y vapor mole fraction

Greek letters

α ratio of activation energy to enthalpy

of vaporization

β phase distribution in LLE, or

function of boiling temperatures

γ activity coefficient

δ numerical factor

η separation factor ∈ [0, 1]

ϑ temperature ◦C

κ recycling factor ∈ [0, 1]

λ eigenvalue

ν stoichiometric coefficient

ρ density kg/m3

σ general molar quantity

σ̄ general partial molar quantity

ϕ fugacity coefficient

ψ (real) vapor fraction ∈ [0, 1]

ψ∗ (potentially fictitious) vapor fraction ∈ (−∞, +∞)
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Superscripts

′ related to liquid phase
′′ related to vapor phase
(1) liquid phase (1) in decanter
(2) liquid phase (2) in decanter

Subscripts

0 pure component property, or

reference state

B bottoms (of a column)

c coolant

crit critical

C condenser

C1 column 1

C2 column 2

D decanter

fl flash

i component i

j operating unit, j ∈ {R,fl,. . . }
k tray index

r reduced quantity

ref reference state

R reactor

S saturation conditions, or

steady state

SN standard (normal) saturation conditions

V vaporization

W wall
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Abbreviations

CC composition control

CO carbon monoxide

CS control structure

CSTR continuous stirred tank reactor

DAE differential algebraic equations

det determinant (of a matrix)

FC flow-control

HAc acetic acid

H2O water

LC level-control

LLE liquid-liquid equilibrium

MeI methyl iodide

MeOH methanol

ProMoT Process Modeling Tool

Rh rhodium

RC reaction (consumption) curve

SISO single input, single output

SOC standard operating conditions

SL supply line

SP controller setpoint

TC Temperature control

tr trace (of a matrix)

VLE vapor-liquid equilibrium
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Kurzfassung

Beim Betrieb und in der Entwicklung moderner chemischer Produktionsanlagen stehen

heutzutage Fragen der Sicherheit, der Umweltverträglichkeit und der Wirtschaflichkeit

mehr denn je im Mittelpunkt. Vor allem in Anbetracht immer strengerer gesetzlicher

Vorgaben zur Reduktion von Emissionen, sowie angesichts steigender Rohstoff- und

Energiepreise und eines immens zunehmenden globalen Konkurrenzdrucks gewinnt der

Ressourcen schonende Betrieb von Produktionsprozessen weiter an Bedeutung.

Um diesen stetig steigenden ökonomischen wie auch ökologischen Anforderungen

gerecht zu werden, liegt das Hauptaugenmerk speziell bei der Entwicklung neuer Prozesse

verstärkt auf der Rückgewinnung nicht umgesetzter Eingangsstoffe und der Wiederver-

wertung freiwerdender Energie. Dies erreicht man typischerweise mittels stofflicher

und energetischer Rückführungen zwischen verschiedenen Anlagenteilen in Form von

Recycle-Strömen.

Neben den erwähnten Vorteilen bringt eine solche Prozess-Integration auf der Fließ-

bildebene jedoch auch eine ganze Reihe neuer Probleme mit sich. In erster Linie ist

aufgrund der Recycle-Struktur die Komplexität im Verhalten eines integrierten Prozesses

gegenüber einem konventionellen Prozess ohne Rückführungen um ein Vielfaches erhöht.

Während das Verständnis für die verfahrenstechnischen Grundoperationen der Stoff-

umwandlung und Stofftrennung in den jeweiligen Grund-Apparaten wie beispielsweise

chemischen Reaktoren oder Destillationskolonnen zum Standard-Repertoire eines jeden

Verfahrenstechnikers gehört, so steckt doch andererseits die Erforschung potentiell auftre-

tender Phänomene in Prozessen mit Rückführungen noch vergleichsweise in den Kinder-

schuhen.

Dies wiederum erschwert die Konzeption geeigneter anlagenweiter Regelungsstrategien

für den optimalen Betrieb hoch integrierter Produktionsprozesse erheblich. Insbesondere

ist die einfache Übertragung etablierter Regelungskonzepte für isolierte Grundoperatio-

nen auf gesamte Anlagen nicht ohne weiteres möglich.

Das Ziel der vorliegenden Arbeit besteht nun im wesentlichen darin, einen Beitrag zu

einem besseren Verständnis des Verhaltens von chemischen Produktionsanlagen mit stoff-

lichen und energetischen Rückführungen zu liefern und so auf lange Sicht zu einem ef-

fizienteren Entwurf anlagenweiter Regelungsstrukturen beizutragen. Besonderes Augen-

merk liegt dabei auf der Untersuchung von Phänomenen, die speziell dem nichtlinearen

Charakter integrierter chemischer Prozesse zuzuschreiben sind.
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Dazu werden zum einen einfache, idealisierte Modellsysteme betrachtet. Diese lassen

sich mit rein analytischen Methoden untersuchen und ermöglichen im Idealfall die

Ableitung allgemeingültiger Ergebnisse unabhängig von einem konkreten Stoffsystem.

Zum anderen steht als reales industrielles Anwendungsbeispiel der Monsanto-Prozess

zur Herstellung von Essigsäure mittels Methanol-Carbonylierung im Mittelpunkt der Be-

trachtungen. Dieser eignet sich aufgrund der großen Zahl an internen Recycles besonders

gut für Untersuchungen zur anlagenweiten Dynamik und erlaubt die Validierung analy-

tischer Ergebnisse mittels numerischer Studien an einem realen Beispielprozess.

In einem ersten Schritt wird zunächst das nichtlineare Verhalten des Essigsäure-Synthese-

Reaktors eingehend analysiert. Dabei wird erstmals ein physikalischer Mechanismus

aufgedeckt, der die Möglichkeit des Auftretens mehrfacher stationärer Zustände in

zweiphasigen und unter Siedebedingungen betriebenen Reaktionssystemen zeigt.

Die sich anschließende Untersuchung allgemeiner Reaktor-Separator-Systeme als den el-

ementaren Bausteinen größerer integrierter Anlagen offenbart die Vielfalt an möglichen

nichtlinearen Phänomenen, die auf die Auswirkungen der Recycle-Ströme auf das Verhal-

ten des gekoppelten Gesamtsystems zurückzuführen sind. Diese reichen von der Existenz

mehrfacher stationärer Zustände über das Auftreten von Grenzzyklen und Relaxations-

oszillationen bis hin zu so komplexen Phänomenen wie deterministischem Chaos.

Im Hinblick auf Fragen der anlagenweiten Regelung steht bei allen Untersuchungen stets

das Verhalten der Reaktor-Separator-Systeme für verschiedene unter praktischen Aspek-

ten interessante Regelungsstrukturen besonders im Vordergrund. Unter der Beschränkung

auf rein dezentrale Regelungsstrategien wird gezeigt, dass die Wahl einer geeigneten

Regelungsstruktur, d.h. die Wahl geeigneter Stell- und Regelgrößen, das Systemverhalten

maßgeblich beeinflusst.

Die Studien des nichtlinearen Verhaltens integrierter Systeme liefern damit auch Hinweise

auf potentiell attraktive Regelungsstrukturen für das betrachtete Anwendungsbeispiel. So

gelingt auf Basis der allgemeingültigen Untersuchungsergebnisse für die vereinfachten,

idealisierten Reaktor-Separator-Systeme die Ableitung einer besonders geeigneten anla-

genweiten Regelungsstruktur für den Monsanto-Prozess.
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Obwohl dem Einsatz von Methoden der nichtlinearen Dynamik wie der Bifurkations-

und der Singularitätstheorie durch die schiere Größe anlagenweiter Problemstellun-

gen natürliche Grenzen gesetzt sind, zeigen die Untersuchungen im Rahmen dieser

Arbeit somit, dass die Analyse des nichtlinearen Verhaltens auch einfacher und

den erwähnten Methoden zugänglicher idealisierter Systeme wesentlich zu einem

verbesserten Verständnis integrierter chemischer Produktionsprozesse beitragen können.

In Kombination mit nichtlinearen dynamischen Simulationsstudien haben sie damit auch

ein großes Potenzial, die anspruchsvolle Aufgabe der Wahl einer geeigneten anlagen-

weiten Regelungsstruktur erheblich zu erleichtern.
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Chapter 1

Introduction

1.1 Process integration on the flowsheet level and the

plantwide control problem

When, in 1993, Downs and Vogel from the Eastman Chemical Company confronted the

process control community with what has become famous as the Tennessee Eastman chal-

lenge process [18], this breathed new life into academic research devoted to a topic that

had been surprisingly subdued for several decades: The search for a suitable control struc-

ture for an entire chemical plant, better known as the plantwide control problem.

Probably the clearest formulation of this problem had been given by Foss as early as 1973,

when he pointed out that the most important questions related to the structural nature of

the plantwide control problem are: “Which variables should be controlled, which vari-

ables should be measured, which inputs should be manipulated, and which links should

be made between them?” [19]. Clearly, these questions address the problem of finding

a suitable decentralized control structure, corresponding to the search for suitable con-

trolled and manipulated variables out of the huge set of process variables available in a

large chemical plant, along with appropriate loop-pairings between them.

In spite of the obvious significance of the problem, since the early work of Buckley [11]

back in 1964, and apart from some singular publications by Morari, Stephanopoulos and

their respective coworkers in the early 1980s [4, 55], the topic has received little attention,

such that in 2000 Stephanopoulos concluded that “The synthesis of plant-wide control

1



structures has resurfaced as the most important design problem in process control”[78].1

The reasoning behind this statement emphasizing the importance of plantwide control

problems is obvious: Given the ever-expanding competition between companies in a

global market, and in order to comply with the constantly tightening legislative require-

ments in terms of environmental standards, more and more industrial production pro-

cesses rely on energy integration and material recycles in order to reduce energy

costs and loss of unconverted reactants, thus trying to meet the continuously increas-

ing economical and ecological demands. Coming along with this tightening of process-

integration via recycle structures on the flowsheet level is the requirement to design ef-

fective control structures for complete plants by explicitly taking into account the effects

introduced by the higher degree of interconnection.2

Such key characteristics of coupled systems that are clearly attributable to the presence of

recycles encompass e.g. the typical increase of an integrated system’s time constants

when compared to the individual process units’ time constants. Another well-known

and prominent feature of recycle systems is the so-called ‘snowball effect’. This no-

tion was introduced by Luyben to denote the frequently encountered situation where a

small change of an external stream results in large deviations of internal recycle streams

within an integrated system, indicating a large steady-state sensitvity of recycle streams

with respect to disturbances [45].

A more comprehensive treatment of recycle effects will be presented later on. Here the

above examples do only illustrate the more general fact that recycles may completely

change the characteristic behavior of a process unit when it is an integral part of a cou-

pled system compared to the behavior of the individual unit in stand-alone operation. Vice

versa, it is in general not possible to deduce the behavior of a system with recycles from

knowledge about the individual units’ characteristics. Put in simple words: ‘The system

is more than simply the sum of its parts’.

A major consequence of this high complexity of an integrated system’s behavior is the

fact that the presence of recycles also turns the control of highly interconnected systems

into a formidable task. In particular, and in contrast to standard control problems for indi-

vidual process units, answering the question for a suitable loop-pairing as raised by Foss

is by no means trivial in the plantwide context.

1Similarly, in 1996 Skogestad concludes that “The issue of control structure design is very important in

applications, but it has received relatively little attention in the control community during the last 40 years.”

[76]
2Adopting this view, the motivation behind the revived interest in plantwide control problems is clearly

rather driven by a ‘market pull’ than a ‘technology push’.
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Given this challenge, and additionally inspired by the afore-mentioned Tennessee East-

man problem, research in plantwide dynamics and control has recently resulted in a

plethora of investigations related to the topic. They range from recommendations con-

cerning the control of the Tennessee Eastman process [9, 52, 65, 66], to rather general

investigations of recycle effects [13, 45, 56, 60, 95] and the development of complete

plantwide control design procedures [48, 74, 86, 97].

A thorough classification and evaluation of all approaches is beyond the scope of this

thesis, and the reader is referred to some of the outstanding reviews devoted to the topic

[39, 41, 78]. Briefly summing up the main developments so far, the basic distinction

between the two most important classes of approaches is probably best captured in the

labels ‘process-oriented’ vs. ‘optimization based’. While process-oriented approaches

boil down to the attempt of utilizing classical process engineering knowledge in order

to develop heuristics for setting up a basic regulatory control structure for stable plant

operation (see, e.g., [48]), the optimization-based approaches typically try to minimize

some cost function and thus rather focus on optimizing the plant’s economics. Skoges-

tad’s self-optimizing control, e.g., is based on a “systematic procedure for finding suitable

controlled variables based on only steady-state information” [75].

At present, none of the approaches can be regarded as the most promising approach and

there is no consensus as to which approach will eventually turn out as being most success-

ful. A significant drawback of any optimization-based approach is its dependence on the

existence of suitable mathematical models the optimization procedure is applied to and the

availability of suitable optimization methods to solve the resulting complex optimization

problems. In contrast, process-oriented approaches rely to a great extent on the experi-

ence and insight of the practitioner in charge of setting up a plantwide control strategy.

Besides these problems, maybe the largest obstacle on the way to efficient control struc-

ture designs for complete plants is the fact that still the understanding of fundamental

characteristics of integrated processes has not yet reached a stage that may be accepted

as a solid basis for any control structure design method. In particular, it is widely ac-

cepted that still a more thorough comprehension of the basic, typically nonlinear effects

introduced by recycles on the overall plant dynamics is required.

And this is where this thesis sets in. Its aim is to contribute to a better insight into the

possible patterns of behavior that can be attributed to the effects recycles have on the

overall dynamics of an integrated chemical plant. In particular, focus is on features

of recycle systems that are beyond the basics that are already well established like the

snowball effect mentioned above.

3



The aspired better understanding may on one hand be obtained by considering simple

model systems lending themselves for an analytical treatment, in our case suitably sim-

plified reactor-separator systems. On the other hand, insight into the characteristics of

large integrated plants may as well be enhanced by considering appropriate industrial

case studies requiring numerical investigations, thus adding to the merely handful of

case studies like the Tennessee Eastman process, the HDA process, or the classical FCC

unit presented in the literature, so far [18, 17, 2].

Both aspects will be addressed witin this thesis, and the particular case study extensively

studied in what follows is the industrial production of acetic acid, one of the most impor-

tant intermediates in the organic industries with capacities of several million tons a year

[91].

1.2 Acetic acid production: An industrial case study

Apart from the production of acetic acid via biological means, there are nowadays ba-

sically three main commercial methods for chemically producing synthetic acetic acid:

Ethylene- and acetylene-based processes employing the acetaldehyde oxidation route, the

manufacture via hydrocarbon oxidation, and acetic acid synthesis making use of methanol

carbonylation [1, 91].

Although a first production plant based on the latter route was already built and operated

by BASF in the mid 1960s, it was not until the late 1960s, when Monsanto discovered

a particularly effective rhodium- and iodide-based catalyst, that methanol carbonylation

was established as the method of choice for producing acetic acid on an industrial scale.

In contrast to the BASF process that is based on CoI2 as catalyst and requires severe

operating conditions of about 250 ◦C and 680 bar, the rhodium-based Monsanto process

can be operated under comparatively mild conditions of approximately 180 ◦C and 30

bar. This implies that the Monsanto process, nowadays owned by BP Chemicals, has

the lowest overall production costs on a newly constructed plant basis, and thus all new

acetic acid production plants rely on that technology. Recently, efforts have been directed

towards replacing the extremely expensive rhodium catalyst by cheaper alternatives like

iridium acetate, thus trying to render methanol carbonylation even more economical [26].
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Figure 1.1 shows a simplified flowsheet of the Monsanto process, consisting of the

catalyst-containing reaction system and the liquid separation system. The exothermic,

homogeneously catalysed, liquid-phase synthesis reaction

CH3OH + CO → CH3COOH , ΔhR = −138, 6
kJ

mol
, (1.1)

is carried out in a continuous stirred tank reactor at boiling point conditions. Thanks to

the highly effective catalyst, a rhodium carbonyl complex (Rh) that is activated by means

of the promotor methyl iodide (CH3I, MeI), the selectivity of the reaction mechanism is

about 99 % with respect to methanol (CH3OH, MeOH), and 90 % with respect to car-

bon monoxide (CO). This has led leading experts to label the reaction mechanism “one

of the triumphs of modern organometallic chemistry” [49]. Minor side reactions include

the water gas shift reaction and the formation of methyl acetate. Details of the reaction

mechanism and the reaction kinetics are given in Appendix A.1.

A special feature of the process is the subtraction of the heat of reaction by means of

evaporative cooling. This means that parts of the reaction mixture are evaporated and

subsequently recycled to the reactor after liquefaction in an overhead condenser. Under

standard operating conditions, CO is supplied in slight excess, and the unconverted CO

leaves the process through this partial condenser, along with traces of the other compo-

nents.

In order to operate the process economically, it is crucial to avoid any loss of the expen-

sive catalyst. To ensure the complete recovery of the catalyst, the liquid reaction mixture

is fed to an adiabatically operated flash separator. The essentially nonvolatile catalyst is

completely recycled to the reactor, along with large portions of the liquid mixture.

The catalyst-free vapor product stream leaving the reaction system enters the first distil-

lation column of the liquid separation system. The main purpose of this column is the

recovery of the light-boiling promotor MeI accomplished by means of a liquid-liquid

phase split in a decanter atop the column. While MeI and a water-rich stream are recy-

cled to the reactor, the main product stream is withdrawn from an intermediate tray and

fed to a second column, where most of the remaining inert component water is separated

and recycled to the reactor. Almost pure acetic acid is obtained as bottoms product of the

second column, and the final two distillation colums merely help to separate the remaining

traces of undesired by-products, in particular methyl acetate.

From the perspective of plantwide dynamics and control, the two final columns are of

no interest, as there is no interaction with the upstream units via recycles. In contrast,

owing to the wealth of nested recycles leading to a high degree of interconnection, the
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reaction system together with the first two distillation columns is downright perfect for

investigating problems of plantwide dynamics and eventually plantwide control. It will

therefore serve as the basis of all forthcoming studies within this thesis.

1.3 Outline of the thesis

In order to achieve its purpose and contribute to a better understanding of the nonlin-

ear phenomena that may be encountered in recycle systems, the thesis follows a clearly

structured strategy:

In a type of top-down dissection process, the highly integrated production plant is first

decomposed into smaller sub-units, i.e., a sort of disintegration is employed to break

the recycle structure of the overall plant. The smallest subsystem resulting from this

decomposition and to be considered within this thesis is the stand-alone synthesis reactor,

which will be studied in detail in Chapter 3.

Once a sufficient understanding of the isolated reactor’s behavior is attained, the process

of bottom-up reaggregation of the overall plant is initiated by closing the recycle from

the flash to the reactor to come up with the reaction system as depicted in Fig. 1.1. Already

for this comparatively small reactor-separator system with just one recycle, a large number

of control configurations are conceivable. The nonlinear phenomena exhibited by the

reaction system when operated with the various different control structures are the topic

of Chapter 4.

Again, once a sufficient understanding of the sub-unit’s (here: the reaction system’s)

behavior is attained, the process of re-aggregation is continued to come up with the next

higher level of system integration. Consequently, the behavior of the integrated system

featuring a couple of nested recycles is studied in Chapter 5.

Throughout the thesis, special emphasis is on physical interpretations of the oberserved

phenomena. In this regard, the main advantage of the described step-wise approach is that

recycle effects on each level of system integration can clearly be distinguished from ef-

fects attributable to the respective sub-system. Moreover, insight into possible patterns of

behavior is further enhanced by combining numerical investigations with purely analyti-

cal studies of suitably simplified model systems whenever possible. As already mentioned

at the end of Section 1.1, this helps on one hand to derive results of greater generality than

it would be the case if only the complex multi-component case study had been considered.
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On the other hand, the improved process understanding based on the results obtained for

the simplified model systems eventually leads to the derivation of a new plantwide control

structure for the Monsanto process in Chapter 6.

To start with, however, and before turning to the step-wise analysis of the acetic acid

production plant and its subsystems as just outlined, the mathematical model of the pro-

duction process is presented in detail in the following Chapter 2.

In this context it may be worth noting that this model is not only the basis for all investi-

gations within this thesis. It is also used by production engineers of the company AZOT

in Sewerodonetsk (Eastern Ukraine), which runs a plant licensed by BP with a capacity of

about 150000 tons/a according to the Monsanto process. They rely on the dynamic plant

model as the basis of a training simulator that has been developed in cooperation with the

Technical University of Donetsk and that is used to assist in teaching operating personnel

[21].
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Chapter 2

Mathematical model of the acetic acid

production plant

In this chapter, the mathematical models of the various processing units are presented,

which are used within this thesis to describe the behavior of the industrial case study

introduced in the previous chapter.

To this end, first the basic control structure of the overall plant model is presented, before

the focus is switched to the models of the individual units.

Subsequently, a comparison of steady-state simulation results of the basecase model with

measurements from the industrial plant is presented. General considerations regarding

principle problems that are typically encountered when simulating plants with recycles

conclude the chapter.

2.1 Basic plantwide control structure

As mentioned in the introduction, the impact of plantwide control structure selection on

the dynamics of integrated chemical production plants is the main focus of the investi-

gations within this thesis. It is therefore important to be aware of the fact that, in terms

of modeling, the choice of a particular control structure is reflected by certain physi-

cal assumptions employed when modeling the individual process units. E.g., a typical

assumption widely used when modeling chemical processing units is that of a constant

molar holdup. This assumption is a suitable approximation for a processing unit with
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perfect level control, supposed changes in the density of the mixture are negligible. Sim-

ilarly, assuming isothermal or isobaric operation of a specific unit corresponds in practice

to perfect temperature and pressure control, respectively.

Obviously, assuming perfect control is a simplification that is not perfectly realistic, but

nevertheless has two major advantages: On one hand, it significantly reduces the model-

ing effort, as models relying on some type of perfect control assumption are by far easier

to develop than models with the respective quantities variable. On the other hand, it helps

to clearly identify and analyze the behavior of the individual units by excluding effects

that may be due to controller dynamics or controller tuning.

As a consequence of the above, investigating different control structures requires a variety

of models reflecting exactly these choices of particular control configurations. This basi-

cally leads to the necessity of developing whole families of flexible process unit models.

Section 2.4 will briefly present a very comfortable way of efficiently creating such model

libraries.

Here, the presentation will be restricted to what will be called the basecase model of the

overall acetic acid production process. Obviously, this basecase model reflects exactly

one basic plantwide control structure. Different model formulations of certain process

units required for the implementation of different control structures will not be presented

in detail, but will only be commented on briefly wherever necessary.

Figure 2.1 illustrates the basic overall plant control structure. It is characterized by the

following main SISO control loops:

• The reactor and flash levels are controlled by manipulating the respective liquid

effluent streams.

• The small recycle stream from the bottoms of the first column to the flash is flow-

controlled.

• The bottoms level of the first column is controlled by manipulating the heat input

to the reboiler.

• The level of the sidedraw tray of the first column is set by manipulating the sidedraw

flow rate.

• The composition of the vapor stream entering the overhead condenser of the first

column is assumed to be controlled by means of a makeup stream. This makeup

is necessary to avoid depletion of the inerts water and methyl iodide in the overall

10



plant, as both leave the system in traces through the partial condenser atop the

reactor, but are not supplied by any other external feed.

• Both liquid levels of the decanter are controlled by manipulating the respective

effluent stream (see also Section 2.3.2), and the recycle of the light aqueous phase

to the reactor is flow-controlled.

• The bottoms level of the second column is controlled via the bottoms flow rate, and

the reboiler duty is fixed.

• Both the minor internal recycle from the second to the first column and the aqueous

distillate recycle from the second column to the reactor are flow-controlled.

Moreover, the following control loops are not indicated in Fig. 2.1 for reasons of better

clarity, but are nevertheless part of the basic control structure and reflected in the physical

assumptions underlying the models of the individual units:

• The two reactant feed streams are assumed to be flow-controlled into the reactor.

• The liquid level in the partial condenser is controlled by the liquid recycle stream

to the reactor.

• Throughout this thesis, pressures within all the individual units are assumed con-

stant by means of appropriate (perfect) pressure control loops.

It should be noted that the reactor temperature may be controlled to some extent by pre-

heating of the methanol feed stream. However, this additional control loop (indicated by

the dashed lines in Fig. 2.1) only serves for fine tuning of the reactor operation. As the

interest within this thesis is on the whole range of potential reactor and plant dynamics

that include operating regions corresponding to values of the pre-heating far beyond its

operating limits, the temperature control loop will be assumed not be closed within the

forthcoming investigations, i.e. a fixed temperature of the methanol feed stream will be

assumed.
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Based on these considerations concerning the plant’s control structure, the models of the

individual units will be presented in what follows. The main focus clearly will be on the

reactor model as the core of any chemical production process and thus the most impor-

tant unit of the overall system. The models of the various condensers, the flash, and the

distillation columns will only briefly be commented on, as they are all basically standard

models as described in any reasonable textbook on thermal separation operations (see,

e.g., [72]). Only the less standard decanter model will be introduced in some more detail,

while trivial models like mixers (simply described by algebraic, steady-state material bal-

ances and an energy balance) or perfect separators are completely omitted.

All the individual vapor-liquid two-phase systems are represented as equilibrium models

in order to reduce computational loads for overall plant simulations that rule out the use of

more detailed rate-based non-equilibrium models like the well-known two-film models.

For the models employed to describe the required volumetric and calorimetric physical

properties the reader is referred to Appendix A.2.

2.2 Models of the reaction system units

The reaction system consists of the reactor itself, an overhead partial condenser, and the

flash separator. It is modeled as a five-component system (NC = 5) containing water,

acetic acid, methyl iodide, and the two reactants methanol and carbon monoxide.

2.2.1 Hybrid reactor model

As mentioned in the introduction, the synthesis reactor under standard conditions is op-

erated in the boiling two-phase regime. However, as this thesis aims at investigating

the plant’s dynamics over a wide range of operating conditions, a suitable reactor model

should also account for the possibility of transitions to the purely liquid one-phase regime.

Such transitions are triggered by discrete implicit events, in the given case the drop of the

reactor temperature below the boiling point of the reaction mixture. Adopting a clas-

sification as introduced in [43], the reactor model therefore constitutes a hybrid system

involving a coupling between continuous dynamics and state-dependent discrete events.

More specifically, such systems are sometimes also denoted as switched systems.

Models for reactors subject to phase switches are hardly found in the literature. One

example is presented in [96], where a simple switching model formulation for a CSTR
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operated at the boiling point is proposed. In this model, the reactor temperature follows

from a dynamic energy balance, and the pressure difference between vapor pressure and

atmospheric pressure is the driving force for the evaporating stream as well as the indi-

cator for switches between the two thermodynamic regimes. However, the model clearly

is no classical equilibrium model as the temperature does not follow from the summation

condition of the vapor phase mole fractions.

The hybrid reactor model employed within this thesis is based on an idea and uses similar

assumptions as presented in [28] for a continuously operated, spatially distributed evapo-

rator.

It is assumed that the dynamics of the vapor phase (n′′
R, yi,R) can be neglected, and that

the liquid holdup is constant, such that

dnR

dt
=

dn′
R

dt
= 0 . (2.1)

Based on these assumptions, component material balances dni,R

dt
= n′

R

dxi,R

dt
and the liquid

phase summation condition,

n′
R

dxi,R

dt
= Fxi,F − LRxi,R − VRyi,R + νir0V ′

R , i=1,...,NC−1 , (2.2)

0 = 1 −
(

NC∑
i=1

xi,R + xRh

)
, (2.3)

are used to compute the mole fractions of all components in the liquid mixture. Note that,

for simplicity, all reactor feed streams in this formulation have been lumped to one stream

F that comprises external reactant feeds as well as internal recycles from downstream

units. Moreover, the amount of rhodium catalyst in the liquid phase xRh is regarded as a

fixed parameter within this thesis.

The hybrid model formulation centers on the idea that the energetic state of the reaction

mixture determines its aggregate state. On one hand, the molar enthalpy of the reactor hR

follows from the dynamic energy balance

nR
dhR

dt
= FhF − LRh′

R(TR) − VRh′′
R(TR) . (2.4)

On the other hand, the enthalpy of a two-phase system is the sum of the enthalpies of the

two phases, nRhR = n′
Rh′

R + n′′
Rh′′

R . Upon defining the vapor fraction ψR as the ratio

of the vapor phase molar holdup to the overall molar holdup, ψR :=
n′′

R

n′′
R+n′

R
, the overall

molar enthalpy hR is given by

hR(TR) = (1 − ψR)h′
R(TR) + ψRh′′

R(TR) . (2.5)
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Equation (2.5) therefore constitutes an implicit formulation for the computation of the

vapor fraction ψR . To avoid negative values of ψR , a potentially fictitious vapor fraction

ψ∗
R is additionally introduced, and equation (2.5) is modified to

hR = (1 − ψ∗
R)h′

R(TR,S) + ψ∗
Rh′′

R(TR,S) , (2.6)

yielding ψ∗
R ∈ (−∞, +∞) . Obviously, negative values of ψ∗

R indicate that the reaction

mixture is pure liquid, values of ψ∗
R ∈ (0, 1) identify the reaction mixture as two-phase

vapor-liquid, and values of ψ∗
R > 1 indicate that the reaction mixture is pure vapor. Fig.

2.2 illustrates the Petri net representation of this switching mechanism based on ψ∗
R .

Initial condition

pure
liquid

pure
vapor

vapor−liquid
equilibrium

ψ∗ ≤ 0

ψ∗ ∈ (0, 1)

ψ∗ > 0 ψ∗ < 1

ψ∗ ≤ 0

ψ∗ ≥ 1

ψ∗ ≥ 1

Figure 2.2: Petri net representation of possible phase transitions in the hybrid re-

actor model.

The real, physically meaningful vapor fraction ψR ∈ [0, 1] is then given by

0 =

⎧⎪⎨
⎪⎩

ψR if ψ∗
R < 0

ψR − ψ∗
R if 0 ≤ ψ∗

R ≤ 1

ψR − 1 if ψ∗
R > 1

. (2.7)

It should be noted that the case of a purely gaseous, super-heated reaction mixture corre-

sponding to ψ∗
R > 1 is merely included for the sake of completeness and is of no practical

interest. Moreover, it is important to note that in Eq. (2.6) the enthalpies are evaluated at
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the potentially fictitious boiling point temperature TR,S .

The actual reactor temperature TR corresponds to TR,S only in the two-phase regime,

0 =

⎧⎪⎨
⎪⎩

hR − h′
R(TR) if ψ∗

R < 0

TR − TR,S if 0 ≤ ψ∗
R ≤ 1

hR − h′′
R(TR) if ψ∗

R > 1

. (2.8)

In the one-phase regimes it follows implicitly from the respective enthalpy correlations.

The boiling point temperature TR,S itself is determined by means of the summation con-

dition of the mole fractions in the vapor phase,

0 = 1 −
NC∑
i=1

yi,R . (2.9)

The vapor mole fractions in turn follow from vapor-liquid equilibrium calculations

0 = yi,R pR ϕi(TR,S) − xi,Rγi(TR,S)pi,S(TR,S)ϕ0,i,S(TR,S) , i=1,...,NC . (2.10)

Note that these calculations are dispensable in the case of a purely liquid system where

the yi,R are simply fictitious variables. For the calculation of saturation pressures pi,S ,

activity coefficients γi , and fugacity coefficients ϕi, ϕ0,i,S see Appendix A.2.

For the calculation of the vapor and liquid streams leaving the reactor, VR and LR , re-

spectively, it is additionally assumed that the ratio of the molar flows leaving the system

is equal to the ratio of the corresponding molar holdups, i.e.,

ψR =
VR

VR + LR

. (2.11)

This assumption allows a numerically robust model formulation and is well-justified, as

comparisons with an alternative, more standard model formulation have shown.

Then, the overall material balance, using (2.1), reads

dnR

dt
= 0 = F − LR − VR +

NC∑
i=1

νir0V ′
R , (2.12)

or, using (2.11),

0 = LR − (F +
NC∑
i=1

νir0V ′
R)(1 − ψR) , (2.13)

0 = VR − (F +
NC∑
i=1

νir0V ′
R)ψR . (2.14)
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Remarks:

• The model formulation as just outlined is used for modeling the plant’s ‘basecase

control structure’ with constant reactor level, i.e. n′
R = const. Later on within

this thesis, models with variable reactor level and the liquid reactor effluent stream

being flow-controlled will be required. Without going into details here, in those

cases the respective model modifications involve the substitution of the steady-state

total material balance (2.13) by the dynamic total material balance

dnR

dt
= F − LR − VR +

NC∑
i=1

νir0V ′
R , (2.15)

in which the perfectly flow-controlled reactor effluent stream LR is a parameter of

the system. Moreover, the additional terms xi,R
dnR

dt
and hR

dnR

dt
have to be sub-

tracted from the right hand sides of the component material balances (2.2) and the

energy balance (2.4), respectively.

• At standard two-phase operating conditions, the steady-state simulation results ob-

tained with this model excellently match measurements from the real production

plant (see Section 2.5 for details).

However, it is implicitly assumed that CO is completely dissolved once the model

is purely liquid phase, which is certainly not perfectly correct. Nevertheless, the

error introduced by this assumption seems tolerable and not too severe, as the non-

dissolved CO completely leaves the system in the overhead partial condenser and

thus has no recycle effects on the plant dynamics. Moreover, if the given model

is considered representative for a larger class of processes where one of the reac-

tants is distinctly light-boiling, yet not supercritical, such that definitely no gaseous

stream leaves the reactor in the one-phase regime, then the qualitative results ob-

tained for the given system should be representative for this larger class of similar

processes.

2.2.2 Condenser and flash models

The models of the partial condenser and the flash are basically identical vapor-liquid equi-

librium models with the only difference being the thermodynamic state of the respective

feed streams (saturated vapor in case of the condenser and liquid for the flash). Both mod-

els assume constant molar holdups and neglect vapor holdups, and both are governed by
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a stationary total material balance (2.16), NC − 1 dynamic component material balances

(2.17), and a quasi-steady-state energy balance (2.18),

0 = Fj − Lj − Vj , (2.16)

nj
dxi,j

dt
= FjxF,j − Ljxi,j − Vjyi,j , (2.17)

0 = FjhF,j − Ljh
′
j − Vjh

′′
j + Qj , (2.18)

with j ∈ {C, fl} indicating the respective processing units. The liquid and vapor sum-

mation conditions along with NC vapor-liquid equilibrium relations as presented for the

reactor complete the models.

Obviously, the external heat stream is negative for the condenser, QC < 0 , and zero for

the adiabatic flash, Qfl = 0 . The cooling of the partial condenser QC is achieved by

means of a temperature-controller, such that the resulting condenser temperature matches

plant measurements under standard operating conditions, TC = 322 K. This helps to

avoid large variations in the condenser temperature that would occur for a fixed cooling

rate QC , as TC is extremely sensitive with respect to the vapor flow rate entering the

condenser.

An alternative, simplified condenser model employed in all continuation studies within

this thesis assumes separation of a fixed percentage η of the CO before it enters the

condenser (η = 98, 4% under standard operating conditions), and total condensation of

the remaining components. In that case, the energy balance (2.18) is unnecessary, and

VC = 0 .

2.3 Models of the separation system units

In contrast to the reaction system, the separation system is modeled as a ternary system.

Thanks to the high selectivity of the reaction mechanism, only traces of methanol enter

the first distillation column, and the remaining CO is purged in the decanter. Thus, a

restriction to the components water, acetic acid, and methyl iodide is justified.

The separation system basically consists of the two distillation columns and the decanter

atop the first column. As fairly standard equilibrium stage models of the columns are

employed within this thesis, the details of deriving the model equations are not given

here. Instead, the equations are just summarized without too many further comments.
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2.3.1 The distillation columns

Figure 2.3 shows the sketch of the most general internal tray of a staged distillation col-

umn, featuring both liquid and vapor feeds and sidedraws. Based on the standard as-

yi,k ,xi,k−1 ,

Lk ,Vk+1 ,

Lk−1 ,

Tk−1

Vk ,

Tk

yi,k

yi,k+1 , xi,k ,
Tk+1 Tk

S′
k, xi,k, Tk

F ′′
k , z′′

F,i,k, T ′′
F,k

F ′
k, z′

F,i,k, T ′
F,k

S′′
k , yi,k, Tk

Tk, pk, nk, xi,k

Figure 2.3: Internal tray k of a distillation column.

sumptions employed for equilibrium stage models of distillation columns like constant

pressure, constant molar holdups with negligible vapor holdup, and applicability of the

quasi-steady-state assumption for the energy balance (see, e.g. [72, 87]), the model de-

scribing one internal tray is given by a total material balance (2.19), NC − 1 component

material balances (2.20), and an energy balance (2.21):

0 = Lk−1 + Vk+1 − Lk − Vk + F ′
k + F ′′

k − S ′
k − S ′′

k , (2.19)

nk
dxi,k

dt
= Lk−1xi,k−1 + Vk+1yi,k+1 − Lkxi,k − Vkyi,k

+F ′
kz ′

i,k + F ′′
k z ′′

i,k − S ′
kxi,k − S ′′

k yi,k , (2.20)

0 = Lk−1h
′
k−1 + Vk+1h

′′
k+1 − Lkh

′
k − Vkh

′′
k

+F ′
kh ′

F,k + F ′′
k h ′′

F,k − S ′
kh

′
k − S ′′

k h ′′
k . (2.21)

Additionally, as in any equilibrium model, the two summation conditions and the vapor-

liquid equilibrium relations complete the tray model. Obviously, for a standard internal

tray without feeds and sidedraws, the streams connecting the tray to the column’s envi-

ronment are zero, F ′
k = F ′′

k = S ′
k = S ′′

k = 0 . Moreover, the condenser represents stage

1, and the reboiler is stage N .

Usually, the sidedraw streams are parameters that determine how much liquid and/or va-

por is subtracted from the respective tray. One exception is the sidedraw tray of column 1,

where the sidedraw stream S ′
9,C1 is used to control the tray’s holdup (see Fig. 2.1). In the

model, this very specific situation is approximated by the assumption of constant molar
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overflow from this tray, i.e., L9,C1 = const. , and the tray’s total material balance yields

the sidedraw stream required to keep the holdup constant.

2.3.2 The Decanter

The decanter of the given production process is operated continuously, the phase split

itself is supposed to occur instantaneously, and it is assumed that the control structure

depicted in Figure 2.4 is applied, i.e., the heavy organic phase is level-controlled and also

the overall decanter level is fixed.

LC

LC

L(2)
D , x (2)

i,D, TD

n(2)
D

F, xi,F, TF

n(1)
D

L(1)
D , x (1)

i,D, TD

Figure 2.4: The decanter operated with a control structure fixing both liquid levels.

In a liquid three-component system with a miscibility gap, the liquid-liquid equilibrium

between the two phases with compositions x
(1)
i,D and x

(2)
i,D is given by

0 = γ
(1)
i x

(1)
i,D − γ

(2)
i x

(2)
i,D , i = 1, . . . , 3 . (2.22)

Moreover, it holds that the overall holdup nD as well as the overall individual component

holdups nDxi,D are the sum of the respective holdups of the two phases, i.e.,

nD = n
(1)
D + n

(2)
D , (2.23)

nDxi,D = n
(1)
D x

(1)
i,D + n

(2)
D x

(2)
i,D , (2.24)

where xi,D is the overall mole fraction of component i in the decanter. This yields

n
(1)
D

n
(2)
D

=
x

(2)
i,D − xi,D

xi,D − x
(1)
i,D

, (2.25)
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commonly known as the lever rule in a system with liquid-liquid equilibrium. Upon

defining

β :=
n

(1)
D

nD

, (2.26)

which implies

n
(2)
D = (1 − β)nD , (2.27)

this yields

0 = xi,D −
(
βx

(1)
i,D + (1 − β)x

(2)
i,D

)
, i = 1, . . . , 3 . (2.28)

Along with the summation condition

0 =
NC∑
i=1

(
x

(2)
i,D − x

(1)
i,D

)
, (2.29)

Eqns. (2.22) and (2.28) completely determine the liquid-liquid equilibrium (i.e.,

β, x
(1)
D , x

(2)
D ) for a given overall composition xD = (x1,D, x2,D, x3,D) .

This overall composition is in general determined by the dynamic component material

balances

nD
dxi,D

dt
= Fxi,F − L

(1)
D x

(1)
i,D − L

(2)
D x

(2)
i,D , i = 1, 2 , (2.30)

and the overall summation condition

0 = 1 −
NC∑
i=1

xi,D . (2.31)

In addition, the streams from the two phases (L(1)
D and L

(2)
D ) follow from the specific

control system used to operate the decanter. Assuming that the overall holdup is perfectly

controlled (nD = const.) as shown in Fig. 2.4, the algebraic total material balance

0 = F − L
(1)
D − L

(2)
D (2.32)

determines one of the two effluent streams. Moreover, additionally controlling the holdup

of the organic phase also fixes the holdup of the light phase (see Eq. (2.23)), and thus, the

given control structure corresponds to fixing β . As a consequence, the system has only

one dynamic variable (e.g. x1,D , see Fig. 2.5). Thus, the other composition follows from

the LLE (Eqns. (2.22), (2.28), and (2.29)), and one dynamic component material balance

has to be replaced by its quasi-stationary version, e.g.

0 = Fx2,F − L
(1)
D x

(1)
2,D − L

(2)
D x

(2)
2,D , (2.33)
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Figure 2.5: Graphical representation of the liquid-liquid equilibrium and the lever rule.

For fixed holdups n
(1)
D and n

(2)
D , corresponding to perfect level control as given in Fig.

2.4, the overall composition xD is determined by the intersection of the straight line

representing the dynamic variable x1,D with the one tie line which is compatible with β .

For the decanter of the acetic acid production process, component 1 corrsponds to water,

component 2 to methyl iodide, and component 3 to acetic acid.

which determines the second effluent stream from the decanter.

Summarizing, the variables xD , x
(1)
D , x

(2)
D , L

(1)
D and L

(2)
D describing the decanter from

Fig. 2.4 with perfectly controlled n
(1)
D and n

(2)
D (and therefore fixed β) follow from Eqns.

(2.22), (2.28), (2.29), one dynamic component material balance (2.30), one algebraic

component material balance (2.33), and Eqns. (2.31) and (2.32). An energy balance

is not required as it is assumed that the condensation of the distillate stream from the

column is performed in the condenser and the subcooled liquid leaves the decanter at the

same unaltered temperature TD = TF , i.e., the minor energy effects stemming from the

demixing due to the liquid phase split are neglected.
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2.4 Remarks on model implementation and simulation

tools

All the mathematical models required for numerical simulations of the entire production

plant have been implemented within the simulation environment DIVA [29, 40, 51, 54].

To this end, the sets of equations have been symbolically implemented in the declarative,

Lisp-like Code-Generator language for DIVA. The Code-Generator subsequently gener-

ates the FORTRAN subroutines required by DIVA [38, 62].

Further studies have shown that an implementation of the models in the object-oriented

process modeling tool ProMoT is particularly advantageous [50, 88, 89]. General fea-

tures of object-oriented methods like data encapsulation or the concept of inheritance (see

also [6]) are especially well-suited for modeling large-scale processes like the acetic acid

production plant as they offer a great amount of flexibility for creating flowsheet alterna-

tives – a prerequisite not only for efficient plant design, but also for the task of control

structure selection. The main concepts in this respect are the bottom–up development of

an object–oriented knowledge base for the simplified implementation of submodels on the

level of process units, the efficient aggregation of process unit models on the flowsheet

level, and the flexibility to effectively perform top-down refinements for problem-specific

applications. The latter feature is particularly useful for modifying process unit models

according to a modification of the plant’s control structure (see also [61] for the use of

ProMoT to efficiently create a model family of reactor separator networks).

The numerical routines contained in the simulation environment DIVA are not restricted

to a variety of efficient integration algorithms for large DAE systems, but do also include

algorithms for optimization and parameter estimation, and, – most extensively employed

within this thesis – for the continuation of steady state solutions [36, 51]. In addition, the

continuation routines in DIVA also contain algorithms for stability analysis and for the

detection of singularities, i.e., for the detection of both static and dynamic bifurcations.

2.5 Steady-state simulation results

Thanks to the cooperation with the company AZOT actually running a production plant

based on the Monsanto process (cf. Section 1.2), measurements of various variables
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variable measurement sim.

TR [K] 458.0 451.4

LR [kmol/s] 1.0534 1.066

xH2O,R 0.4224 0.4188

xMeOH,R 6.2 · 10−4 5.3 · 10−6

xHAc,R 0.543 0.537

xMeI,R 0.0323 0.0322

xCO,R 0.002 0.01

VR [kmol/s] 0.0376 0.0082

yHAc,R 0.129 0.117

yCO,R 0.348 0.629

Table 2.1: Steady state simulation results of

the isolated reactor with TF,MeOH = 346.15K.

under standard operating con-

ditions are available and can

be used for a comparison with

steady-state simulation results

obtained with the plant model

described above. For the sim-

ulation results listed in Table

2.1, the reactor model has been

completely isolated from its en-

vironment, i.e., in addition to

the external feeds (the reac-

tants), also the recycles from

other plant units take on the role

as ‘internal reactor feeds’, with

their values fixed to the values

under standard operating conditions.

Given the complexity of the multi-component, two-phase reacting system, the agreement

of the simulation results with the plant measurements is excellent. Most notably, in spite

of the huge influence the dissolved CO has on the reactor’s boiling point temperature,

and in view of the difficulty to accurately predict gas solubilities (cf. Appendix A.2.1),

the calculated reactor temperature is remarkably close to the actual one. Bearing in mind

that side reactions and the components involved in them have been neglected, a better

agreement seems hardly imaginable.

Table 2.2 summarizes the steady-state simulation results for the isolated reactor, the re-

action system, and the entire plant, and compares them to actual plant measurements. In

contrast to Table 2.1, the methanol feed temperature in all the simulations has been ad-

justed such that throughout the calculated reactor temperature matches the actual reactor

temperature. The following observations stand out:

• Comparing the results from Tables 2.1 and 2.2, it is obvious that the influence of

the feed temperature TF,MeOH on the reactor temperature (∂TR/∂TF,MeOH) is rather

small, as a feed temperature increase of about 74 K is required to raise the reactor

temperature by merely 6,6 K. This also rules out TF,MeOH as an efficient manipu-

lated variable to control the reactor temperature over the wide range of operating

conditions that will be investigated in the remainder of this thesis. It is also worth

noting that the increase in TR comes along with only a tiny decrease in xCO,R ,
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variable measured data reactor reaction system complete plant

TF,MeOH [K] 346.15 420.18 444.46 413.50

Reactor:

LR [kmol/s] 1.0534 1.0645 1.114 1.0756

xH2O,R 0.4224 0.4193 0.364 0.298

xMeOH,R 6.2 · 10−4 3.5 · 10−6 3.6 · 10−6 4.0 · 10−6

xHAc,R 0.543 0.537 0.588 0.651

xMeI,R 0.0323 0.0322 0.037 0.0391

xCO,R 0.0017 0.0093 0.0094 0.0096

TR [K] 458.0 458.0 458.0 458.0

VR [kmol/s] 0.0376 0.0076 0.0068 0.0078

yHAc,R 0.129 0.117 0.128 0.139

yCO,R 0.348 0.629 0.635 0.648

Flash:

VFl [kmol/s] 0.2932 - 0.306 0.3042

yH2O,F l 0.447 - 0.434 0.367

yHAc,F l 0.4366 - 0.4176 0.479

yMeI,F l 0.1091 - 0.108 0.113

TFl [K] 389.0 - 391.2 392.7

Column 2:

LB,C2 [kmol/s] 0.0926 - - 0.0916

xHAc,B,C2 0.9995 - - 1.0

TB,C2 [K] 426.25 - - 430.06

Table 2.2: Comparison of measured data from the real plant with simulation re-

sults for the isolated reactor, the reaction system, and the overall plant.

which in turn means that the influence of xCO,R on TR under boiling conditions is

tremendous.

• In spite of the fact that not only the reactor model but all the models of the plant’s

individual process units in stand-alone operation show excellent agreement with

actual plant data (not presented here in detail), it holds as a general trend that the

more recycles are closed, the worse the agreement between measured and calculated

data.
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The following section will address this remarkable feature of the overall plant model with

its large number of recycle streams.

2.6 Principle problems in simulating integrated pro-

cesses

Performing plantwide simulations is by no means trivial. This assessment is supported by

the fact that one of the leading experts in the field of plantwide control has just recently

seen the necessity to publish a book that is meant to serve as an introduction to plantwide

simulations using commercial software packages [47]. However, two important aspects of

plantwide simulation have not been covered by Luyben and are outlined in what follows.

Almost all studies dealing with integrated processes are devoted to investigations of plant

behavior and its dependence on the operating parameters, or analyze a plant’s response

to external disturbances. This is most natural, as these are the problems a plant opera-

tor encounters in practice. However, simulation studies performing off-line investigations

rely on mathematical models, and as no model will ever match reality to perfection, the

potential effects of model inaccuracies – not to say model errors – on simulation is an

important topic in its own right. Obviously, a simple rule of thumb would suggest that

‘the larger the inaccuracy, the larger the simulation error compared to real data.’ This

rather simplistic viewpoint seems to be justified when comparatively simple systems are

to be considered. However, potential effects of model inaccuracies in more complicated

systems, and in particular in recycle systems, are less evident and need further elucida-

tion.

To this end, simple reactor-separator systems as depicted in Fig. 2.6 are considered in this

section, with the first-order reaction A → B carried out in an isothermal CSTR with con-

stant molar holdup. The reaction mixture is fed to a flash separator with constant heating

and constant holdup. The underlying mathematical models are described in Section 4.1.

However, no mathematical details are required for the purely illustrative studies presented

here.

2.6.1 Sensitivity with respect to model inaccuracies

Focus is first on the effect of model inaccuracies in case of a standard series connection

without recycle between reactor and downstream flash separator (System S1, Fig. 2.6(a)),
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as compared to the case with liquid recycle from the flash to the reactor (System S2,

Fig. 2.6(b)). To investigate the influence of model inaccuracies, it is assumed that the

(a) Reactor-separator sys-

tem S1 without recycle

(b) Reactor-separator sys-

tem S2 with liquid recycle

Figure 2.6: Model systems for studying sensitivities with respect to model inaccuracies.

description of the vapor-liquid equilibrium in the flash is subject to a multiplicative (i.e.

purely quantitative) model error ei , such that the VLE is given as

yi = Kieixi , i ∈ {A, B} . (2.34)

Here it is assumed that the equilibrium constant Ki accurately describes the real system,

and ei = 1 indicates that the model perfectly matches reality, i.e. that there is no model

inaccuracy. Note that the errors ei may, e.g., be interpreted as errors in the calculation of

the components’ activity coefficients. In what follows, it is assumed that eA = 1 , and that

the only model inaccuracy is eB = e .

Figure 2.7 shows the steady-state values of the liquid mole fraction xA,fl of the light-

boiling component A in the flash, depending on the value of the quantitative model error

e . The parameters chosen for this example are given in Appendix A.2.2, and the reference

state xref has been chosen such that xA,fl = 0, 1 for e = 1 in both systems. Obviously,

the effect of the model inaccuracy e on xA,fl is far more drastic for the system S2 with

recycle (solid line in Fig. 2.7) as compared to the system S1 without recycle (dashed line

in Fig. 2.7).

Using the general concept of parametric sensitivities as outlined e.g. in [85], and defining

the normalized sensitivity of a state x with respect to the model error e as

S(x, e) :=
e

x
· ∂x

∂e
, (2.35)
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Figure 2.7: Influence of model inaccuracies.

it turns out that locally around the chosen reference state

SS1(xA,fl, e)|xref
=

e

xA,fl

· ∂xA,fl

∂e
|xref

= 0.1 and SS2(xA,fl, e)|xref
= 0.6 , (2.36)

i.e., the mole fraction xA,fl in the system with recycle is six times as sensitive to variations

in e as compared to the system without recycle.

Although it is clear that no general law can ever be deduced from an example (see, e.g.,

[71]), the presented simulation result nevertheless helps to induce the heuristic stating that

strong parametric sensitivity with respect to model inaccuracies is a common feature in

most recycle systems.

This characteristic is also supported by intuition: Obviously, the model inaccuracy in

the flash leads – via the recycle – to a deviation in the feed conditions of the upstream

reactor. Thus, there is not only a downstream propagation of simulation errors caused

by model inaccuracies, but typically an amplification of errors within the recycle paths.

Of course, there is in principle the possibility that model errors cancel out, but such a

situation would have to be termed a ‘lucky coincidence’ and is rather an exception to the

rule in recycle systems. Moreover, it has to be noted that with each additional inaccuracy

and each additional recycle the overall error typically grows significantly. This is due to

the fact that – in contrast to systems without recycles – one model error usually affects

many internal streams, in particular if there are nested recycles.

This also helps to explain why in systems with many recycles a situation may occur, where

for each individual stand-alone process unit a comparison of simulation results with plant

data shows only small deviations, and yet the simulation results for the complete model

with all recycles closed are hardly satisfying.
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Besides this integration of model errors in recycle systems, that may result in unsatisfying

simulation results, potential problems related to model inaccuracies in recycle systems

that are even more drastic are exposed in the following section.

2.6.2 Effects of model inaccuracies on the existence of steady-state

operating points in recycle systems

Consider again the simple recycle system depicted in Fig. 2.6(b), and assume again that

the flash is constantly heated. Moreover, assume that the holdup in the reactor is con-

stant, which may be achieved by either (i) manipulating the reactor effluent stream while

keeping the feed stream fixed (to be denoted as control structure “CS1”), or by (ii) manip-

ulating the feed stream while keeping the reactor effluent stream fixed (denoted as control

structure “CS2”).

Now consider a plant with the flowsheet as presented in Fig. 2.6(b). The goal of modeling

is to set up and implement a simulation model, that should subsequently be used for fur-

ther investigations of the plant’s behavior. Obviously, the first goal in this respect is to cor-

rectly reproduce the plant’s actual operating steady state. Furthermore, it is assumed that

besides the flowsheet, all operating parameters under which the plant is actually running

are known. However, it is supposed that the description of the vapor-liquid equilibrium

of component B in the flash according to

yB,fl = KB eB xB,fl , (2.37)

with KB =
pB,S

pfl
γB is potentially subject to a model error eB . In what follows, it is

assumed that this model error occurs in the calculation of the activity coefficient γB .

Figure 2.8 displays the dependence of the steady states of the two model systems on the

model parameter γB . The parameters have again been chosen as given in Appendix A.2.2.

Then, the following problems may be encountered when trying to simulate this system:

(a) Suppose the actual (though unsuitable) plant control structure is CS2 and this con-

trol structure is also implemented in the model. Moreover, assume the correct value

of γB is γB = γ
(2)
B (see point A in Fig. 2.8 (a)), but the model calculates γB = γ

(1)
B .

In this case, the model has no steady-state solution, i.e., although the correct control

structure has been selected, the quantitative model inaccuracy renders the model

system ‘unsolvable’.
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Figure 2.8: Steady-state values of xA,R depending on γB , for the two different

control structures CS1 and CS2.

(b) Suppose at the real plant the (suitable) control structure CS1 is implemented and

works properly. Moreover, suppose the correct value of the activity coefficient is

γB = γ
(1)
B , such that point B in Fig. 2.8 (b) represents the system’s actual operating

point. Assume that the model even correctly calculates this value of γB = γ
(1)
B . In

this case, one will not be able to even calculate a steady-state solution for a model

employing the wrong control structure CS2, as for the given operating conditions,

CS2 does not exhibit a steady state. In other words, a model with a structural

model error may not even yield any solution and may thus be ‘unsolvable’ in spite

of correct physical property calculations, simply because a wrong control structure

selection is taken as a basis of the model.

Note that this example also shows that an unsuitable control structure might even erro-

neously be deemed acceptable due to an error in the calculation of the physical properties.

Assume again that the unsuitable control structure CS2 is implemented, and a correct cal-

culation of the activity coefficient γB = γ
(1)
B would actually reveal the control structure’s

inaptness for plant operation. However, a model employing control structure CS2 and

subject to a wrong calculation of γ , yielding γB = γ
(2)
B , would come up with the ac-

ceptable, yet wrong steady state A (see Fig. 2.8 (a)), and this could lead to the rushed

conclusion that the model along with the control structure it employs is acceptable.

These considerations reveal a fundamental problem in discerning the cause for a potential

‘unsolvability’ of the model of an integrated process, as it may be due to either model

inaccuracies or a bad choice of the system’s control structure. In particular for large sys-
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tems, with a large number of possible control configurations and many physical property

calculations, it may be very hard to figure out the actual cause in case one is unable to find

a steady-state solution. In fact, one may spend a large amount of time trying to improve

the model accuracy in terms of physical property calculations, while a change of control

structure would have been sufficient.

Note that similar problems may also occur in the design stage for a new process, where

a particular flowsheet might be ruled out simply because a bad control structure has been

chosen.

It is important to keep in mind that the problems presented in this section are related

to modeling inaccuracies and offline simulations only, and are not encountered when

operating a real plant. Nevertheless it is important to be aware of them whenever one

faces the task of simulating large integrated systems.

In the remainder of this thesis it will always be presumed that physical property calcula-

tions are sufficiently accurate to rule out problems as described above, in particular the

one related to model inaccuracies as described under item (a). Instead, focus will be on

the behavior of recycle systems for different control configurations, and the influence of

operating parameters will be in the centre of interest, rather than the influence of physical

property parameters and inaccuracies in describing them.
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Chapter 3

Nonlinear Analysis I: Isolated reactor

The nonlinear behavior of chemical reactors has been in the centre of interest for a

long time. Particularly the steady-state multiplicity features of both isothermal and non-

isothermal pure liquid phase CSTRs have been thoroughly studied (see, e.g., [63] for a

detailed overview). In contrast, relatively little attention has been paid to the characteris-

tics of autorefrigerated or evaporatively cooled two-phase reactors [46].

As the industrial case study considered throughout this thesis employs a reactor operated

at the boiling point, the focus of the forthcoming investigations will concentrate on the

behavior of such two-phase reactors that are cooled by subtracting latent heat via evap-

orization of parts of the liquid reaction mixture. In particular, by considering a suitably

simple binary model system, the physical mechanism leading to steady-state multiplici-

ties in two-phase reactors operated at the boiling point will be identified. This new ex-

planation relates the occurence of multiple steady states to an interplay between reaction

kinetics and the vapor-liquid equilibrium, and helps to explain the numerical simulation

results obtained for the more complex multi-component industrial reactor, as presented in

the last part of this chapter.

To start with, however, and in order to enable a better classification and an easier assess-

ment of this recently revealed mechanism [90], the next section will briefly recall some of

the classical results on multiple steady states in isothermal and non-isothermal CSTRs.
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3.1 Classical results: Multiple steady states in isothermal

and non-isothermal pure liquid-phase CSTRs

Arguably the best known and most intensely studied mechanism that may lead to the exis-

tence of multiple steady states in continuous stirred tank reactors is due to thermokinetic

effects in a CSTR sustaining an irreversible first order exothermic reaction A → P . To

understand the origin of multiplicities in such a system, consider the setup depicted in Fig.

3.1 (a). The most important assumptions in the derivation of the classical results include

a constant reaction volume V , perfect mixing of the reaction mixture and thermodynam-

ically ideal behavior of the mixture. This system can be described by the component

material balance for reactant A ,

dc

dt
=

q

V (cF − c) − k0e
− E

IRTR c , (3.1)

where c denotes the concentration of A , and the energy balance

dTR

dt
=

q

V (TF − TR) +
kwAW

ρcpV (Tc − TR) +
(−Δh∗

R)

ρcp

k0e
− E

IRTR c . (3.2)

Extensive parametric studies of the steady-state and dynamic behavior of this system have

been conducted, see e.g. [3, 82, 83], to name a few. In particular the application of

catastrophe and singularity theory has turned out to be an invaluable tool both for predict-

ing the maximal number of steady-state solutions, as well as for a complete classification

of parameter regions with qualitatively different behavior for this and various other react-

ing systems (see, e.g., [7, 44]).

However, the most intuitive explanation of multiplicity can be attributed to the early work

of van Heerden [84], and allows a graphical interpretation of the underlying mechanism.

Solving the steady-state version of Eq. (3.1) for the concentration cS , and inserting this

into the steady-state version of Eq. (3.2), one obtains

(
q

V +
kwAW

ρcpV
)

TR,S − q

V TF − kwAW

ρcpV Tc︸ ︷︷ ︸
QR

=
(−Δh∗

R)

ρcp

k0e
− E

IRTR,S
cF

1 + k0
q
V e

− E
IRTR,S︸ ︷︷ ︸

QG

.

Clearly, the steady-state temperatures TR,S of the given system follow from the intersec-

tions of the linear heat removal line QR and the nonlinear heat generation curve QG ,

see Fig. 3.1 (b). Depending on the various parameter values, up to three steady states

are possible, one at low conversion and low temperature, one at intermediate conversion
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(a) Setup of the cooled CSTR

TR,S

QR

QG

(b) Van Heerden diagram

Figure 3.1: Setup of the cooled CSTR sustaining an exothermic first order reac-

tion (a), and Van Heerden diagram offering an interpretation of the

steady states of the non-isothermal reactor as the intersections of the

heat removal line QR and the heat generation curve QG (b).

and intermediate temperature, and one at high conversion and high reactor temperature.

A straightforward stability analysis reveals that the intermediate steady state is a saddle

point, whereas the other two steady states are statically stable equilibria ([53], see also

Appendix B.1 for a definition of the notion of static stability). The instability of the in-

termediate steady state is due to the fact that here the slope of the heat removal curve is

smaller than the slope of the heat generation curve,

dQR

dTR,S

<
dQG

dTR,S

. (3.3)

Therefore, any increase in reactor temperature will be further amplified, as the accom-

panying increase in heat released by the exothermic reaction is larger than the increase

in heat removed by both cooling and heat subtraction with the effluent stream. In other

words, there is a positive feedback mechanism which destabilizes the steady state at in-

termediate conversion, i.e., the thermokinetic effects induced by the nonlinearity of the

reaction kinetics may lead to an exothermic self-acceleration of the reaction.

Note that this result can be generalized insofar as typically the combination of some type

of nonlinearity and some positive feedback mechanism is required for steady-state mul-

tiplicity and the associated instability of one of the steady states. It should also be noted

that the mere existence of a nonlinearity without positive feedback is usually not suffi-

cient for instability. This becomes clear when considering an endothermic irreversible
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Figure 3.2: (a) Setup of the isothermal (e.g. temperature-controlled) CSTR sus-

taining a reaction with self-inhibition, and (b) a diagram offering an

interpretation of the steady states of the reactor as the intersections of

a material supply line SL and a consumption curve due to reaction

RC .

reaction, where in spite of the nonlinear temperature dependence of the reaction rate no

multiplicity can occur due to the lack of positive feedback.

Multiple steady states are also encountered in isothermal reaction systems as the one de-

picted in Fig. 3.2 (a). Again, a nonlinearity is required for multiplicity. As an example,

consider a reaction mechanism with self-inhibition as found for instance in enzyme cat-

alyzed reactions in biochemical systems with substrate inhibition [57], where the reaction

rate is a rational fraction in the reactant concentration c ,

r0 = k0
cm

1 + k1cn
, n > m . (3.4)

If the order of the denominator n exceeds the order of the numerator m , then the reaction

rate increases with the amount of reactants at low reactant concentrations, but decreases

beyond a certain amount of reactants in the system. At steady state, the component mate-

rial balance for reactant A that governs the system behavior in such an isothermal reactor

may be rearranged to give

q

V (cF − cS)︸ ︷︷ ︸
SL

= k0
cm
S

1 + cn
S︸ ︷︷ ︸

RC

. (3.5)

Here, the steady states are the intersections of the linear material supply line SL and the

nonlinear reaction curve RC representing the consumption of reactant A . Again, the
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positive feedback mechanism leading to the destabilization of the steady state at inter-

mediate conversion is evident: Any increase of reactant concentration cS will be further

amplified, as due to the comparatively small reaction rate less reactant is consumed and

removed with the effluent than supplied with the feed. The corresponding slope condition

indicating static instability in this case reads

dRC

dcS

<
dSL

dcS

. (3.6)

Note that besides this self-inhibition, also nonlinearities in the reaction rate introduced by

autocatalysis may cause the occurrence of multiple steady states in isothermal CSTRs,

as described in detail in [23, 24].

Equipped with these fundamental insights into potential sources of multiplicity in simple

reacting systems, focus is now directed towards the nonlinear behavior of an evaporatively

cooled reactor as employed in the industrial case study.

3.2 General evaporatively cooled reactor

Insight into the potential sources of multiplicity in one-phase reacting systems as pre-

sented in the previous section was facilitated to a great extent by considering a suitably

simple model that nevertheless still captures the main features of many real system. In-

deed, it is always most instructive to illustrate a physical phenomenon by means of the

simplest model featuring the key characteristics that put forth the mechanism that is to be

illustrated1.

V, yA,R

F, xA,F

F, xA,R

V, yA,R

A → B

Figure 3.3: Setup of the evap-

oratively cooled reactor with

condenser.

Turning to the case of an evaporatively cooled

reactor, such a simple, yet suitable model in-

volves a binary mixture in a CSTR that is op-

erated at the boiling point. Fig. 3.3 illustrates

this principle setup. It is assumed that the irre-

versible equimolar first order reaction A → B

is carried out in a perfectly mixed liquid phase.

The liquid phase is supposed to be in thermo-

dynamic equilibrium with the vapor phase and

the vapor stream leaving the reactor. This va-

por phase is assumed to be instantaneously and

1In the words of Albert Einstein: “Everything should be made as simple as possible, but not simpler.”
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totally condensed and recycled to the reactor.

This implies that the dynamics of the overhead condenser are neglected, which seems

reasonable as long as the condenser holdup is small compared to the reactor holdup.

Based on these assumptions, the vapor flow rate V through the condenser does not af-

fect the component material balance of the reactor, and thus there is no need to consider

an energy balance in order to determine V . Assuming a constant molar holdup nR in the

reactor, the given system is governed by the dynamic material balance for component A ,

nR
dxA,R

dt
= F (xA,F − xA,R) − nRk0e

− E
IRTR xA,R , (3.7)

where xA,F is the feed concentration of reactant A . The temperature dependence of the

reaction rate is modeled with an Arrhenius type of expression.

Furthermore, it is assumed that the vapor pressures can be described by the Clausius-

Clapeyron equation. This implies that the molar volume of the liquid phase is neglected

in comparison with the molar volume of the vapor phase, and that the vapor phase is

regarded as an ideal gas, corresponding to the assumption of moderate pressure in the

reactor (see, e.g., [12]). Then, the vapor pressure pi,S of component i in the reactor is

given as

pi,S = p0e

ΔhV,i

IR

(
1

TSN,i

− 1

TR

)
, (3.8)

where ΔhV,i is the enthalpy of vaporization of component i and TSN,i is the component’s

normal boiling point temperature at standard pressure p0 . Moreover, supposing that the

mass transfer rate between the liquid and the vapor is fast compared to all other dynamics

in the system, and neglecting non-idealities in the behavior of the two phases, thermody-

namic equilibrium between an ideal vapor and an ideal liquid phase can be assumed. This

vapor–liquid equilibrium is given by

yi,R =
pi,S(TR)

p
xi,R , (3.9)

with the vapor pressure pi,S following from the Clausius-Clapeyron equation as shown

above. The boiling point condition

0 = 1 −
2∑

i=1

yi,R (3.10)

determines the bubble point of the mixture. Note that by assuming thermal equilibrium,

the boiling point temperature is an algebraic variable in this system, i.e., it is algebraically
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coupled to the composition of the system by the boiling point condition (3.10), and hence

follows dynamic changes in the mole fractions without delay. From (3.8), (3.9), and

(3.10), it follows that

1 = xA,R
p0

p
e

ΔhV,A
IR

„
1

TSN,A
− 1

TR

«
+ (1 − xA,R)

p0

p
e

ΔhV,B
IR

„
1

TSN,B
− 1

TR

«
. (3.11)

For simplicity of the forthcoming investigations, it may be assumed that

ΔhV,A = ΔhV,B = ΔhV , (3.12)

which is a reasonable assumption in many cases. In the given context, it helps to eliminate

the explicit dependence of the material balance (3.7) on the reactor temperature. To this

end, using (3.12), Eq. (3.11) can be solved for

e
−ΔhV

IRTR =
p

p0

(
xA,Re

ΔhV
IRTSN,A + (1 − xA,R)e

ΔhV
IRTSN,B

) . (3.13)

Then, with e
− E

IRTR =

(
e
−ΔhV

IRTR

) E
ΔhV

, one obtains

e
− E

IRTR =

(
p

p0

) E
ΔhV · 1(

xA,R e
ΔhV

IRTSN,A + (1 − xA,R) e
ΔhV

IRTSN,B

) E
ΔhV

. (3.14)

Upon defining

α :=
E

ΔhV

, (3.15)

β := −1 + e
ΔhV

IR

„
1

TSN,A
− 1

TSN,B

«
, (3.16)

Da :=
nRk0

F

(
p

p0

)α

e
− E

IRTSN,B , (3.17)

and with(
xA,R e

ΔhV
IRTSN,A + (1 − xA,R) e

ΔhV
IRTSN,B

)
= e

ΔhV
IRTSN,B

(
1 + xA,R e

ΔhV
IR

„
1

TSN,A
− 1

TSN,B

«
− xA,R

)
,

Eq. (3.14) can be further condensed to

e
− E

IRTR =
Da F

nR k0

· 1

(1 + βxA,R)α
. (3.18)
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Based on these derivations, the material balance eq. (3.7) boils down to

nR

F

dxA,R

dt
= (xA,F − xA,R) − Da

xA,R

(1 + βxA,R)α
. (3.19)

Note that in this equation, by definitions (3.15) and (3.16), it holds that α > 0 , whereas

β > −1 . Moreover, it follows from the definition of β that positive values of β corre-

spond to component A being more volatile, while negative values of β correspond to A

being the heavy–boiling component.

From here on, the steady-state material balance

0 = (xA,F − xA,R) − Da
xA,R

(1 + βxA,R)α
= f(xA,R; Da, α, β, xA,F ) (3.20)

serves as the basis for all further investigations. Owing to the successful elimination of

the reactor temperature, Eq. (3.20) is a scalar nonlinear algebraic equation in the vari-

able xA,R , depending on the four distinguished parameters Da, α, β, xA,F . It therefore

naturally lends itself to an in-depth analysis based on singularity theory. However, the

analysis presented in what follows is rather based on the application of graphical methods

as introduced in the previous section. As already mentioned, such graphical illustrations

help to considerably facilitate the interpretation of physical phenomena.

It should be noted that throughout, interest is confined to the physically meaningful re-

gion 0 ≤ xA,R ≤ xA,F , with xA,F ∈ [0, 1] . This is due to the fact that for the system

considered, it holds that at steady state the mole fraction of reactant A can never exceed

its feed condition, as A is merely consumed in the irreversible reaction.

The steady states of system (3.19), i.e. the solutions of eq. (3.20), are the intersections of

the reaction curve

RC :=
DaxA,R

(1 + βxA,R)α
(3.21)

and the supply line

SL := xA,F − xA,R . (3.22)

A necessary condition for the existence of more than one intersection is a change in sign

of the first derivative of RC , corresponding to the existence of an extremum in RC , see

Fig. 3.4. This condition is fulfilled for

α > 1 . (3.23)

Note that this implies

lim
xA,R→∞

RC = 0 . (3.24)
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α < 1

α = 1

α > 1

xA,RxA,F

RC

SLxA,F

Figure 3.4: Supply line SL and reaction curve RC for an evaporatively cooled

reactor. For α > 1 , up to three steady states are feasible.

However, this condition is not yet sufficient for the existence of multiple steady states. In

order to guarantee the occurrence of multiple intersections, there must in addition exist

parameter combinations for which RC is tangent to SL , i.e., the reaction curve RC must

have a slope of -1,

dRC

dxA,R

=
Da[βxA,R(1 − α) + 1]

(1 + βxA,R)α+1

!
= −1 , (3.25)

and simultaneously fulfill the steady-state material balance (3.20). If these conditions are

complied with, then there exist arbitrarily small perturbations of the paramaters that yield

three intersections and hence three steady-state solutions. For fixed xA,F , the set of values

β(α) , i.e., the curve in the (α−β) – parameter plane corresponding to these conditions,

is the limit point set separating the region with three solutions from the region with only

one solution. Inserting (3.20) into (3.25) equates to

0 = αβx2
A,R + βxA,F (1 − α)xA,R + xA,F . (3.26)

This equation has two solutions x
(1,2)
A,R that correspond to the turning points in the bifurca-

tion diagram xA,R(Da) ,

x
(1,2)
A,R =

(α − 1)βxA,F ±
√

β2x2
A,F (1 − α)2 − 4αβxA,F

2αβ
. (3.27)

They are feasible if and only if they are real-valued, corresponding to a positive discrimi-

nant

βxA,F

(
βxA,F (1 − α)2 − 4α

)
> 0 , (3.28)
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Figure 3.5: (α−β)- parameter chart including bifurcation diagrams xA,R(Da) in the

different regions. The hysteresis variety β∗
1(α) separates region III, where the bifurcation

diagram xA,R(Da) exhibits up to three steady states, from region I with only one steady

state. Stable branches are represented by solid lines, unstable branches are designated by

dashed lines. All bifurcation diagrams have been obtained for fixed xA,F = 1 and α = 2 .

and if they fulfill 0 ≤ x
(1,2)
A,R ≤ xA,F . Thus, for the case of β > 0 ,

β∗
1 :=

4α

xA,F (1 − α)2
(3.29)

defines the hysteresis variety of (3.20)2, i.e., the given system exhibits three steady-state

solutions for β > β∗
1(α) . In addition, it is easily shown that if α > 1 , indeed both limit

points x
(1,2)
A,R are positive and smaller than xA,F .

Thus, a binary system with a first order reaction in a two-phase CSTR at the boiling point

can exhibit up to three steady states over a certain range of the parameter Da in a clearly

defined region of the (α−β) - parameter space, see Fig. 3.5. That is, if β is sufficiently

large, and for reactions that are neither too slow nor too fast, two stable steady states

– one at high and one at low conversion – do coexist with one unstable steady state at

2The same result can be derived more formally, relying on the framework provided by singularity theory.

For the given case, it is easily shown that the general conditions defining a hysteresis variety, f = fx =
fxx = 0, fxxx �= 0, fDa �= 0 (with x standing for xA,R , and assuming Da to be the bifurcation parameter)

exactly yield relation (3.29). For a general introduction to hysteresis varieties and singularity theory, see

also [22].
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Figure 3.6: Three-dimensional plot of the fold for fixed xA,F = 1 and α = 2 , including

the branching set in the (β−Da) - parameter plane. There are three steady-state solutions

xA,R for parameter values in the hatched region of the (β−Da) - plane.

intermediate conversion, as indicated by region III in Fig. 3.5. In contrast, for β < β∗
1 ,

region I in Fig. 3.5, one stable steady state exists for all Da . A three-dimensional diagram

of the corresponding cusp for fixed values of α and xA,F is shown in Fig. 3.6.

Again, stability or, respectively, instability of these steady states follows from the slope

condition as outlined in Section 3.1, eq. (3.6). From Fig. 3.4 it is obvious that any distur-

bance of the intermediate steady state leading to an increase in xA,R is further amplified,

because more reactant is supplied than consumed by the reaction, thus driving the system

to the low conversion steady state. Accordingly, the two steady states at low and high

conversion are stable by virtue of the same static stability argument relying on the slope

condition.

This rather mathematical explanation of the system’s stability and multiplicity features as

presented so far is intimately linked to the physical origin of the steady-state multiplicity

in the evaporatively cooled reactor. Again, a positive feedback mechanism can be identi-

fied, which destabilizes a branch of steady states and drives the system to one of the other

two branches of stable equilibria.

The underlying physical mechanism is governed by the temperature-dependence of the
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reaction rate. In the case of β > 0 , i.e., with A being more volatile than B, an in-

crease in reactant concentration xA,R results in a decrease in the boiling point temper-

ature TR(xA,R) , and thus also causes a drop in the reaction rate3. This will lead to a

decrease in conversion and therefore a further increase in xA,R . Thus, the positive feed-

back effect corresponds to a special type of self-inhibition of the reaction mechanism.

This self-inhibitory nature of the kinetics becomes even more obvious when compared

to the classical isothermal self-inhibition observed in biochemical systems with substrate

inhibition as introduced in Section 3.1, eq. (3.4). It has been shown that self-inhibition of

the reaction mechanism occurs if the polynomial degree of the denominator is larger than

the polynomial degree of the reaction rate’s numerator. This corresponds to the necessary

condition α > 1 for the evaporatively cooled reactor studied in this section. Hence, by

virtue of a conclusion by analogy, it is possible to infer that the origin of steady-state

multiplicities in the given system clearly is attributable to the self-inhibitory character of

the underlying physical mechanism.

Still, the exact nature of the origin of multiplicity requires some further clarification. As

shown, self-inhibition by itself is a necessary, but by no means sufficient condition. In

fact, the self-inhibition caused by the impeding effect of reactant A on the boiling point

temperature has to be large enough, as mathematically given by eq. (3.29). This becomes

even more evident when considering the case of −1 < β < 0 , i.e. a scenario with

the product being more volatile than the reactant. It is straightforward to show that this

assumption implies

dRC

dxA,R

=
Da[βxA,R(1 − α) + 1]

(1 + βxA,R)α+1
> 0 ∀α > 0 , xA,R ∈ [0, 1] . (3.30)

Thus, in that case, there is always exactly one intersection with the supply line, corre-

sponding to a unique, stable steady state.

In contrast, as shown above and to emphasize this fact once more, if the reactant is the

light–boiling component (β > 0), the system may exhibit up to three steady states. For

this to be the case, a second necessary condition has to be complied with, i.e., the differ-

ence in boiling point temperatures between light–boiling reactant A and heavy–boiling

product B has to be sufficiently large, exceeding a certain value represented by β∗
1(α) .

Only then, the positive feedback effect due to phase-equilibrium-driven self inhibition

is large enough to cause instabilities and steady-state multiplicities.

3Note that the supposed increase in xA,R also directly increases the reaction rate according to the mass

action law kinetics, and has to be overruled by the decreasing effect due to the decreasing boiling point

temperature, such that there is a net decrease of the reaction rate.
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So far, the investigations have been confined to the case of a first order reaction. It is,

however, no problem to extend the analysis to reactions of arbitrary order, as shown in

[90]. Without going into details of the derivations, the key results along with the main

conclusions are briefly summarized in what follows:

• The necessary condition of a sufficiently large self-inhibition causing steady-state

multiplicity can be generalized to reactions of arbitrary order n ≥ 0 . It holds that

α > n is a prerequisite for the existence of multiple steady states, i.e., the order

of self–inhibition – typically the order of the denominator in a rational rate expres-

sion, here α – has to exceed the order of the actual concentration dependency. In

particular, this implies that there are no limitations in terms of the ratio of the ac-

tivation energy to the enthalpy of vaporization for zeroth order reactions to exhibit

steady-state multiplicity, as by definition α > 0 is guaranteed. This clearly demon-

strates that, apart from the standard temperature dependence of the reaction rate as

expressed by the Arrhenius law, no special type of kinetics whatsoever is required

for the existence of multiple steady states.

Moreover, it can be shown that a binary system in an evaporatively cooled reactor as

studied throughout this section can exhibit at most two steady states if the reaction

is of order zero, and up to three steady states for reaction orders n ≥ 1 .

• In any case, a necessary condition for multiplicity is that reactant A has to be far

more volatile than product B . This implies that the inhibitory mechanism clearly is

attributable to temperature effects on the reaction rate and therefore different from

the origin of multiplicities due to self-inhibition or autocatalysis in isothermal

systems as presented in Section 3.1.

The actual difference in boiling point temperatures required for potential multiplic-

ities varies with the order of the reaction kinetics and depends on further physical

parameters, in particular on the activation energy of the reaction.

Moreover, for reactions where reactant A is heavy-boiling (β < 0), or where re-

actant and product are equally volatile (β = 0), the mechanism as derived in this

section cannot come into effect for any order of the reaction rate law. And, as just

explained, it cannot even lead to instabilities in closely boiling mixtures either.

• On the other hand, it is worth noting that this mechanism may even come into

effect for endothermic reactions. This underlines the fact, that the nature of the

mechanism that has been presented is different from the thermokinetic origin of

multiplicities in exothermic systems. Endothermic reactions are rather unlikely

45



for evaporatively cooled reactors, as such reactors are typically used to provide

efficient cooling for strongly exothermic reactions. However, endothermic reactions

in boiling liquid do occur in reactive distillation (see, e.g., [79]).

• The explanatory power of the physical interpretation derived above is by no means

restricted to applications involving evaporatively cooled reactors. In fact, also mul-

tiplicities in other reactive systems operated at the boiling point like reactive distil-

lation columns (see [80] for a detailed discussion of reactive distillation processes),

for which so far rather tentative explanations have prevailed, can now be explained

by means of this mechanism of phase-equilibrium-driven self-inhibition. One

striking example is the ethylene glycol synthesis in a reactive distillation column

as first proposed by Parker [58] and studied in detail in [14]. Also in this system,

one of the reactants fed to a reactive tray has a boiling point temperature markedly

below the boiling point of all other components. In this context it has to be pointed

out that a reactive tray can be regarded as just another form of a two-phase reactor

operated at the boiling point. The observed steady-state multiplicity in this reac-

tive column can therefore be traced back to the self-inhibitory mechanism whose

derivation the present chapter has been devoted to.

• The results presented in this section have recently been confirmed and extended to

the ternary case by the group of Malone and coworkers [68]. Their more formal

analysis is based on a slightly different setup, i.e., a reactive flash without recycle

and with a constant ratio V/F adjusted via the flash heating rate. The conclusions

in terms of explaining the physical cause for multiplicities in liquid systems oper-

ated at the boiling point, however, is identical to the results derived above.

Malone et al. have also shown that under certain conditions a binary reactive flash

where the reactant is the heavy component, may also exhibit up to three steady

states. In this case, of course, the physical mechanism yielding multiplicity is dif-

ferent from the self-inhibition as described in this section. Instead, the origin of

multiplicities in this case can be traced back to the coupling of the material and en-

ergy balances along with the vapor-liquid equilibrium, and foremost requires large

heats of reaction [67]. Hence, the origin of multiplicities in this case is of thermoki-

netic nature. This most clearly underlines the difference to the self-inhibitory mech-

anism proposed in this section, which is completely independent of any heat effects

described by an energy balance.
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So far, the results derived have been based on a suitably simple model, involving a bi-

nary, thermodynamically ideal mixture, a standard kinetic rate expression, assuming total

reflux of the condensed vapor, and neglecting vapor phase dynamics. However, the iden-

tified physical mechanism does not hinge on these simplifications and the possibilities

they bring along in terms of formally proving certain results as done above. Instead, the

explanatory character of the deduced physical interpretation is of greater generality and

carries through to more complex systems. This will be shown by an application of the

theoretical results to the industrial reactor case study in the following section.

3.3 Industrial case study of an evaporatively cooled reac-

tor

The basis of the investigations in this section is the detailed model of the evaporatively

cooled reactor serving for the production of acetic acid as introduced in Chapter 2.

It is assumed that the reactor level is constant due to perfect control via manipulation of

the reactor effluent stream as in the basecase control structure introduced in Section 2.1.

For simplicity, it is furthermore assumed that a constant ratio of CO is separated in the

overhead condenser, while all other components are completely recycled. This is very

similar to the real plant, where actually about 98% of the vapor leaving the overhead par-

tial condenser is CO (corresponding to about 95% of the CO in the reactor vapor stream),

with only traces of the other components present. Given these assumptions, the condenser

can be treated as a total condenser for the remaining stream, which therefore still contains

some CO.

For simulating this isolated reactor-condenser system, all feed streams are fixed to the val-

ues they take on at standard operation in the complete plant. More specifically, this means

that all internal recycle streams from downstream units to the reactor that are variable in

the plantwide context, i.e. the recycles from the flash as well as the recycles from the two

columns, are here treated as fixed feed streams.
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Figure 3.7 shows the results of a continuation in the amount of rhodium catalyst xRh ,

which is a parameter in the reactor model. According to the rate equation (A.2), the re-

action rate is proportional to the amount of catalyst. Hence, varying xRh corresponds to

varying the system’s Damkoehler number, which renders xRh a suitable continuation pa-

rameter. It should be noted that in general it is best to choose those operating parameters

as continuation parameters which can also in practice be directly manipulated, like the

various streams within a system. However, for the given system with its multiple reactor

feeds, manipulation of one feed stream would alter the stoichiometry of the feed condi-

tions, and would thus introduce undesired further effects. Therefore, in all cases where

the reactor effluent stream is used to maintain the reactor level at setpoint and therefore

is not eligible as continuation parameter, the choice of xRh as continuation parameter is

most appropriate.

As can be seen from Figure 3.7, the reactor-condenser system of the industrial case study

exhibits two distinct regions with three steady states. The first of these hystereses occurs

for low values of xRh in the two-phase regime, as indicated by the thick lines. The

physical mechanism causing these multiplicities is exactly the one derived in the previous

section. In the acetic acid reactor, it is the dissolved CO that takes over the part of the

light boiling component, i.e., the more CO is dissolved in the reaction mixture, the lower

the boiling point temperature of the mixture, and vice versa. Thus, also in this system

the self-inhibition of the reaction mechanism induced by the interplay of the vapor-liquid

equilibrium with the temperature-dependent reaction kinetics comes into effect and causes

the occurence of up to three steady states. As can be seen from the zooms of the boiling

regime in Figs. 3.7 (c) and (e), the two steady states corresponding to low and high

conversion are stable, whereas the intermediate conversion steady state is unstable. This

perfectly matches the theoretical considerations of the previous chapter.

Two aspects are particularly noteworthy:

• The stable steady states corresponding to low conversion are marked by low boil-

ing point reactor temperatures and comparatively large reactor effluent flowrates.

Vice versa, the stable steady states corresponding to high conversion are charac-

terized by high reactor temperatures and smaller molar reactor effluent flowrates.

This obviously stems from the fact that e.g. at low conversion, the small reaction

rate has two main effects: (i) Only few of the ‘light’ component CO is consumed,

which results in the low boiling point temperature. (ii) Simultaneously, the non-

equimolarity of the reaction (recall that for every mole of acetic acid produced, two
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moles of reactants are consumed) in combination with the reduced consumption of

reactants causes the comparatively high molar effluent stream required for constant

liquid reactor level.

Obviously, at high conversion the circumstances and explanations are just recipro-

cal.

• The theoretical results derived in the previous section for an ideal binary system

with complete condenser recycle can be seamlessly carried forward to the non-ideal

multi-component system with only partial condenser recycle as studied in the cur-

rent section. This underscores the fact that the deduced self-inhibition mechanism

is not an artifact due to simplifying assumptions.

The second hysteresis occurs for unrealistically high values of xRh in the one-phase, pure

liquid regime (thin lines in Fig. 3.7, in particular zoom (d)). Nevertheless, knowledge

of this second region with multiple steady states will prove extremely helpful for under-

standing the nonlinear behavior of the complete reaction system with the flash recycle

closed in Chapter 4.

As far as the physical origin of the second hysteresis is concerned, an easy simulation

experiment supports the assertion that it must be due to thermokinetic effects. Render-

ing the single phase reactor isothermal by applying temperature control, the hystere-

sis for large xRh disappears. This clearly indicates that the steady-state multiplicity

for large Damkoehler numbers must be caused by temperature effects as present in the

classical cases of thermokinetically controlled reactions. In fact, it cannot be caused by

equilibrium-driven self-inhibition, as it occurs in the pure liquid regime.

Some additional remarks concerning the Hopf bifurcation points in the two-phase regime

of Fig. 3.7 conclude this section. Both Hopf points (denoted by squares) are located very

close to the two turning points (denoted by dots) of the two-phase hysteresis, and mark

the points where the low- and high-conversion steady states, respectively, lose stability. In

order to determine the nature of the limit cycles originating from the two Hopf bifucation

points, the dynamic responses of the system following impulse-like disturbances of the

unstable steady states just beyond the Hopf points have been simulated.

Figure 3.8 (a) shows the transient to a permanent oscillation corresponding to a stable

limit cycle that emanates from the high conversion Hopf point H2. However, the range

of xRh -values for which this limit cycle is stable is extremely small, and continuations of

the limit cycle confirm that it loses stability for values of xRh just marginally below the

Hopf point H2.

50



0 0.5 1 1.5 2

460.5

461

461.5

462

462.5

T
R

 [K
]

time [h]

(a) Transient to a stable

limit cycle

0 1 2 3 4 5
320

340

360

380

400

420

440

460

480

500

T
R

 [K
]

time [h]

(b) Extinction of the reac-

tion

0 1 2 3 4 5
360

380

400

420

440

460

480

500

520

T
R

 [K
]

time [h]
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Figure 3.8: Transients of the reactor-condenser system after impulse-like disturbances of

different unstable steady states as depicted in Fig. 3.7: (a) for values of xRh immediately

below the Hopf point H2 in the tiny range of xRh-values for which a stable limit cycle

exists, (b) for values of xRh just below the region with stable limit cycles where the

disturbance of the unstable steady state causes an extinction of the reaction, and (c) for

values of xRh just beyond the subcritical Hopf Point H1, where the disturbance of the

unstable steady state leads to the ignition of the reaction.

This is in agreement with the dynamic simulation results depicted in Fig. 3.8 (b), that dis-

play the transients to the low-conversion stable steady state after impulse-like disturbances

of the system’s unstable steady states for values of xRh still very close to H2. Here, the

dashed line corresponds to the transient after a -1% disturbance of xH2O,R (resulting in a

direct jump to the stable low-conversion steady state), while the solid line marks the tran-

sient after a +1% disturbance of xH2O,R (entailing an inverse response before dropping

off to the low-conversion steady state).

In contrast, no stable limit cycle can be found for values of xRh just beyond the

low-conversion Hopf point H1. Instead, the transients following positive and negative

impulse-like disturbances of the unstable steady state beyond H1 as depicted in Fig. 3.8

(c) both lead to the high-conversion branch of stable steady states. As the existence of a

stable limit cycle on the side of the stable steady states of the low-conversion branch for

values of xRh below H1 is topologically infeasible, and as there is obviously no stable

limit cycle on the unstable branch ‘right’ to H1 (otherwise, this stable limit cycle would

have attracted transients originating from a disturbed unsteady state), it can be concluded

that the Hopf point H1 is subcritical.

Thus, there is only a tiny region of xRh-values for which the reactor-condenser system
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may exhibit permanent oscillatory behavior with small amplitudes. This range of para-

meter values is so small that it is of no practical interest. Therefore, it will not be studied

in more detail within this thesis.

As far as the physical origin of the Hopf points is concerned, it is worth noting that their

occurence seems to be related to the fact that parts of the reactant CO leave the sys-

tem through the overhead condenser. Further simulation studies have revealed that the

Hopf points disappear once total condensation and complete recycling of the reactor va-

por stream are assumed.

However, as already mentioned, this phenomemon is of little practical relevance in the

context of the acetic acid production process and will therefore not be further pursued

within this thesis, but may as well be the topic of future research.

Instead, a short summary will briefly resume the main results derived in this chapter, be-

fore attention is shifted to the behavior of the complete reaction system with the flash

recycle to the reactor closed in Chapter 4.

3.4 Summary

This section has revealed phase-equilibrium-driven self-inhibition as the mechanism

which may cause steady-state multiplicities in two-phase reactive systems operated at

the boiling point. More specifically, for the derived mechanism to become effective and

result in the occurrence of multiple steady states, one of the reactants has to be far more

volatile than the other components and the ratio of the reaction’s activation energy to the

system’s mean enthalpy of vaporization has to exceed the order of the reaction rate in

terms of concentration dependency.

This result is of high practical importance as its application fields encompass many types

of systems operated at the boiling point like evaporatively cooled reactors or reactive dis-

tillation columns.
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Chapter 4

Nonlinear Analysis II:

Reactor-separator systems with one

recycle

While the previous chapter was concerned with the investigation of the nonlinear behav-

ior of stand-alone evaporatively cooled reactors, focus in the present chapter is directed

towards the dynamics of reactor-separator systems with exactly one recycle.

Such systems are the fundamental building blocks of larger integrated systems, and there-

fore insight into the possible patterns of behavior these systems may exhibit is quintessen-

tial for understanding highly integrated systems in general. Up to now, research on

plantwide control has been occupied to an overwhelming extent with the search for suit-

able control structures for simple reactor-separator systems. Although an extension to

larger plants is clearly not straightforward, starting with a reasonable simplified system is

a good strategy to gain some fundamental insight into the behavior of recycle systems.

Several studies have tried to extract key features of recycle systems by means of linear

systems theory. The most notable contributions reveal that material and energy recycling

typically moves the poles of the plant towards, and possibly across the imaginary axis,

leading to increased time constants, increased low-frequency disturbance sensitivity, and

possibly even instability of the integrated plant [56]. Moreover, it has been shown that not

only parallel paths in integrated systems change or add zeros [56], but that also recycling

may introduce non-minimum phase behavior in integrated plants [31, 32].

So far, the common key result of all studies explicitly addressing the nonlinear charac-

teristics of recycle processes is the difference of the integrated system’s behavior when
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compared to the behavior of the stand-alone units. To be more precise, it has been shown

how recycles may induce instability, steady-state multiplicites, and oscillatory behavior in

reactor-separator systems although the isolated individual units exhibit unique and stable

steady states [10, 37, 60, 70, 95]. Most of the cited investigations do also stress the influ-

ence of specific control strategies on the characteristics of recycle systems. Moreover, it

has been shown in a recent study how delay effects may destablize the steady state of a

reactor separator system which is stable if the delay is negligible [8].

In the present chapter, focus is on a systematic study of the nonlinear behavior of reactor-

separator systems for a number of practically interesting control configurations.

In order to convey a first idea of the possible nonlinear phenomena caused by recycles,

Section 4.1 serves as an introduction to the systematic analysis of reactor-separator sys-

tems, thus setting the stage for all further investigations into recycle systems within

this thesis. Different combinations of possible control structures are introduced, and for

a simple binary model system made up of an isothermal liquid phase reactor and a flash

separator with liquid recycle, analytical results are obtained. These results help to get

across a flavor of the surprisingly complex behavior that may be encountered even in

very simple recycle systems and that can be attributed to the impact of the recycle on

the system behavior. Subsequently, in Section 4.2, a binary reactor-separator system is

considered where the reactor is evaporatively cooled. This corresponds to the industrial

case study and leads to the numerical investigations of the basic reactor-separator system

of the multicomponent acetic acid production process in Section 4.3.

4.1 Isothermal, binary liquid-phase reactor with flash

separator and liquid recycle

Consider the reactor-separator system depicted in Fig. 4.1. It is assumed that the ir-

reversible first order reaction A → B is carried out in a perfectly mixed, isothermal,

isobaric liquid phase CSTR. The ideal binary reaction mixture leaving the reactor is fed

to an isobaric flash separator, and the liquid recycle stream to the reactor is assumed to

serve as the manipulated variable to keep the flash holdup constant.

The behavior of this system for various combinations of flow and flash control strategies

has been studied extensively by Zeyer et al. [95] for the case of A being the heavy

boiling component (see Table 4.1 for a summary of their results). In this section, these
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Figure 4.1: Setup of the reactor separator model system.

studies are extended to the case where A is the light boiling component, as is the case in

the industrial example investigated throughout this thesis, where the liquid flash recycle

guarantees the recovery of the nonvolatile Rhodium catalyst. In contrast to [95], the aim of

this section is not so much an in-depth study including detailed numerical investigations of

several possible bifurcation phenomena. Instead, focus is on qualitative analytical results

providing insight into the issues of stability and feasibility of different control structures.

Wherever possible, an interpretation of results based on graphical tools employing supply

lines and consumption curves is given.

Relying on the assumptions as given above, the reactor separator system is in general

described by the following set of equations (see [95] for details of deriving the model

equations):

Total material balance of the reactor:
dnR

dt
= F + Lfl − LR . (4.1)

Component material balance of the reactor:

d(nRxA,R)

dt
= FxA,F + LflxA,fl − LRxA,R − nRkxA,R . (4.2)

Total material balance of the flash:

0 = LR − Vfl − Lfl . (4.3)

Component material balance of the flash:

nfl
dxA,fl

dt
= LRxA,R − LflxA,fl − VflyA,fl . (4.4)

Quasi-stationary energy balance of the flash:

0 = LRcP (TR − Tfl) − VflΔhV,fl + Qfl . (4.5)
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Moreover, the liquid mole fractions of component B follow from the summation condi-

tions for the liquid phases in the reactor and the flash. The vapor mole fractions yfl are

obtained from vapor-liquid equilibrium relations yfl = yfl(xfl, Tfl) , and as thermody-

namic equilibrium between the vapor and the liquid phase in the flash is assumed, the

flash temperature follows from the vapor summation condition in the flash.

The combinations of flow and flash control structures introduced by Zeyer et al. also

provide the basis for the investigations within this and following sections. The three

different flow control strategies are depicted in Fig. 4.2: (a) Control structure CS1 relies

on the reactor effluent stream LR as manipulated variable to control the reactor holdup or

liquid reactor level, respectively, while the feed flow rate F is fixed; (b) control structure

CS2 uses the feed flow to control the reactor holdup while the reactor effluent stream LR

is fixed; and (c) control structure CS3 is characterized by flow control of both F and LR ,

which means that in this case the reactor holdup is variable.

For simplicity, ideal controllers will be assumed. In particular, this is reflected in the

assumption nR = const. for the level control of the reactor.

In what follows, the behavior of the given binary reactor-separator system with liquid

recycle will be investigated for possible combinations of these three flow control strategies

just introduced with three different flash control strategies.

Depending on the chosen overall control structure, the system of equations (4.1)-(4.5) can

be further simplified. To keep the presentation compact, details of these simplifications

that reflect the impact of the specific control structures are omitted in what follows, and

are only hinted at instead. Again, details can be found in [95].
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(a) F fixed
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(b) LR fixed
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FIC

(c) F and LR fixed

Figure 4.2: Possible level and flow control structures considered within this thesis.
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4.1.1 (p,T)-flash

LIC

TIC

Tfl

Figure 4.3: (p,T)-flash

Fig. 4.3 illustrates the flash control structure ap-

plied to keep both the molar holdup or liquid level,

respectively, in the flash drum and the flash temper-

ature constant. The liquid flash effluent stream Lfl

is adjusted to guarantee level control, while the flash

heating rate is the manipulated variable to control

the flash temperature Tfl .

Given that an isobaric binary system is considered,

it follows from the Gibbs phase rule that for con-

stant Tfl the equilibrium compositions xA,fl, yA,fl

are fixed, and the energy balance (4.5) of the flash is

not required. Moreover, for the flash to be operable

in the case of A being the light boiling component,

the feasibility condition

xA,fl ≤ xA,R ≤ yA,fl (4.6)

has to be complied with.

I) Control structure CS1 with (p,T)-flash

As shown in [95], for a combination of flow control structure CS1 with an isobaric isother-

mal flash, the internal streams may be obtained from the flash material balances, Vfl = F

follows from the overall material balance, and the system (4.1)-(4.5) can be reduced to a

scalar, linear differential equation in xA,R ,

nR
dxA,R

dt
= F (xA,F − yA,fl) − nRkxA,R . (4.7)

The steady–state version of (4.7) can be written as

F (xA,F − yA,fl)︸ ︷︷ ︸
SL

= nRkxA,R︸ ︷︷ ︸
RC

, (4.8)

where SL denotes the supply line and RC the reaction curve of the system. It holds that

dSL

dxA,R

= 0 < nRk =
dRC

dxA,R

, (4.9)
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SL

RC

xA,R

Figure 4.4: Supply line SL and

reaction curve RC for CS1, in-

dependent of the boiling se-

quence.

i.e., the well-known slope condition indicates

the stability of the system’s unique steady state.

Fig. 4.4 shows that any disturbance to the sys-

tem leading to an increase in xA,R inreases the

consumption of xA,R according to the reaction

term, while the supply of A remains unaltered.

Thus, the disturbance is counteracted, and the

steady state is statically stable, independent of

the boiling sequence. As the system is gov-

erned by a scalar, linear differential equation,

this also implies dynamic stability of the unique

steady state (see also Appendix B.1).

Note that for this simple system the steady state

solution xA,R can easily be calculated explic-

itly and is given as

xA,R =
F (xA,F − yA,fl)

nRk
. (4.10)

Recalling the feasibility conditions (4.6) for A light boiling, also the feasible bounds of

operation in terms of the operating parameter F can be calculated explicitly, yielding

F ∈ [Fmin, Fmax] , (4.11)

where

Fmin =
nRkxA,fl

xA,F − yA,fl

, Fmax =
nRkyA,fl

xA,F − yA,fl

. (4.12)

For A light boiling and F < Fmin , corresponding to large reactor residence times and

therefore high conversion, there will be only a small amount of the volatile reactant in the

flash, and at the given fixed flash temperature no vapor will leave the flash. Consequently,

the internal streams will accumulate and tend to infinity. In contrast, for F > Fmax , a

negative liquid flash stream would be required to keep nfl = const , which corresponds

to an actual accumulation of the molar holdup in the flash.

This is exactly the reverse situation when compared to the case where A is heavy boiling

[95].
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II) Control structure CS2 with (p,T)-flash

Similarly to the previous subsection, it is easily shown that in this case the governing

scalar, linear differential equation is given by

nR
dxA,R

dt
= LR

xA,R − xA,fl

yA,fl − xA,fl

(xA,F − yA,fl) − nRkxA,R , (4.13)

with eigenvalue

λCS2 =
LR

nR

xA,F − yA,fl

yA,fl − xA,fl

− k . (4.14)

Here, the sign of the eigenvalue is not immediately obvious. However, the steady–state

version of (4.13) can be written as

LR
xA,R − xA,fl

yA,fl − xA,fl

(xA,F − yA,fl)︸ ︷︷ ︸
SL

= nRkxA,R︸ ︷︷ ︸
RC

, (4.15)

where again SL denotes the supply line and RC the reaction curve of the system. It holds

that
dSL

dxA,R

= LR
xA,F − yA,fl

yA,fl − xA,fl

> nRk =
dRC

dxA,R

. (4.16)

This is because from (4.13) it follows that at steady state

LR
xA,F − yA,fl

yA,fl − xA,fl

= nRk
xA,R

xA,R − xA,fl︸ ︷︷ ︸
>1

> nRk . (4.17)

Therefore, according to the slope-condition, the system’s unique steady state is statically

unstable if A is light boiling, and with the same argument it can be shown that the system

is stable for A heavy boiling (see also Figs. 4.5(a) and (b)). Note that (4.16) implies

λCS2 > 0 , which also proves the instability of the given system.

The physical interpretation of this instability is straightforward: Suppose the system is

subject to a disturbance leading to an increase in xA,R . In the case of A being the light

boiling component, with the feed to the flash fixed as well as Tfl, xA,fl, yA,fl , this leads to

an immediate decrease in the recycle stream Lfl back to the reactor at the same unaltered

composition due to the lever rule, as can be seen in Fig. 4.5 (c). To keep nR = const with

this control configuration, F would then have to be increased. I.e., although the increase

in xA,R leads to a higher reaction rate (r = kxA,R) with more A being consumed, more

fresh A is supplied than consumed, as can be seen from eq. (4.16). Dynamically, the

recycle stream goes to zero, while A accumulates in the reactor, up to the point that the

60



RC

SL
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(a) Reaction curve and

supply line for A heavy

boiling

SL

RC

xA,R

(b) Reaction curve and

supply line for A light

boiling

0 1yA, f lxA,RxA, f l

T1S

T f l

V f l L f l

p = const
T2S

(c) (T,x)-diagram for A light boiling

Figure 4.5: Supply lines and reaction curves for a static stability analysis of con-

trol structure CS2 and (p,T)-flash, depending on the boiling sequence

((a) and (b)), and (T,x)-diagram for A light boiling, including the im-

pact of an increase in xA,R according to the lever rule (c).

feasibility boundary is crossed.

For the case of a disturbance leading to a decrease in xA,R just the opposite effect occurs,

i.e. A decreases further and the recycle stream increases until the vapor stream from the

flash reaches zero.

As this system is unstable, further investigations in feasibility are dispensable. It should

therefore just be remarked that for the given control structure a lower feasibility bound

LR,min for the existence of the unstable solution can be established, while there is no

corresponding upper bound on LR .

III) Control structure CS3 with (p,T)-flash

In the case of both F and LR being flow-controlled, the reactor holdup is a dynamic vari-

able. With the two flash streams following from the flash material balances, the governing
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system of equations then reads

nR
dxA,R

dt
= F (xA,F − xA,R)+LR

(xA,R − yA,fl)(xA,fl − xA,R)

xA,fl − yA,fl

−nRkxA,R (4.18)

dnR

dt
= F − LR

xA,fl − xA,R

xA,fl − yA,fl

. (4.19)

This system has a unique steady state, as (4.19) can uniquely be solved for xA,R , while

(4.18) can uniquely be solved for nR . Moreover, as explained in [95], this steady state is

feasible for all admissable parameters F < LR that allow for a steady state.

The Jacobian of this second order system is given as

J =

(
LR

nR

yA,fl−xA,R

xA,fl−yA,fl
− k −kxA,R

nR

LR

xA,fl−yA,fl
0

)
. (4.20)

Obviously, for A light boiling (i.e., xA,fl ≤ xA,R ≤ yA,fl), it holds that

det(J) =
LRkxA,R

nR(xA,fl − yA,fl)
< 0 , (4.21)

tr(J) =
LR

nR

· yA,fl − xA,R

xA,fl − yA,fl

− k < 0 . (4.22)

Thus, this configuration is always unstable, whereas for A heavy boiling it is always

stable.

Dynamically, an increase in xA,R reduces the recycle stream (cf. Fig. 4.5(c)) and thus

leads to a vanishing reactor holdup, accompanied by a further increase in xA,R . Analo-

gously, a decrease in xA,R increases the recycle stream and thus leads to an accumulating

reactor holdup.

Again, static instability can be interpreted in terms of a supply line and a reaction curve:

At steady state, solving (4.19) for LR and inserting in (4.18) leads, after rearranging, to

0 =
LR

nR

xA,F − yA,fl

xA,fl − yA,fl

xA,fl +
LR

nR

yA,fl − xA,F

xA,fl − yA,fl

xA,R︸ ︷︷ ︸
SL

− kxA,R︸ ︷︷ ︸
RC

. (4.23)

As SL(xA,R = 0) = LR

nR

xA,F−yA,fl

xA,fl−yA,fl
xA,fl < 0 , for feasibility of an intersection between the

two straight lines SL and RC, corresponding to a unique steady state, it must hold that

dSL

dxA,R

>
dRC

dxA,R

. (4.24)

62



This clearly indicates the static and therefore also dynamic instability of the given control

structure (cf. Appendix B.1).

Note that feasibility of the intersection requires RC(xA,R = yA,fl) < SL(xA,R = yA,fl) .

This equates to the requirement LR > nRk
yA,fl

xA,F−yA,fl
, which is always fulfilled for all

admissable LR > F 1.

4.1.2 Qfl fixed

LIC

EIC

Figure 4.6: Flash with Qfl

fixed.

Fig. 4.6 illustrates a flash control structure with con-

stant flash heating rate Qfl . Again, the liquid flash

effluent stream Lfl is adjusted to guarantee flash

level control.

As Tfl is no longer constant for the constantly

heated flash, also xA,fl and yA,fl are no longer

fixed parameters in this system, and the energy bal-

ance of the flash (4.5) and the general dependencies

yA,fl(xA,fl) , Tfl(xA,fl) , ΔhV,fl(yA,fl(xA,fl)) have

to be taken into account. Note that due to these im-

plicit dependencies, a simple treatment in terms of

graphical arguments as in the preceding section is

no longer possible.

I) Control structure CS1 with Qfl fixed

With Lfl = LR − Vfl and Vfl = F , the two flash streams can be eliminated from (4.1)-

(4.5), and one obtains the second order system

nR
dxA,R

dt
= FxA,F + (LR − F )xA,fl − LRxA,R − nRkxA,R , (4.25)

nfl
dxA,fl

dt
= LRxA,R − (LR − F )xA,fl − FyA,fl , (4.26)

with

LR(xA,fl) =
FΔhV,fl − Qfl

cP (TR − Tfl)
(4.27)

1At steady state, solving (4.19) for F shows that LR > F corresponds to xA,R < yA,fl , and insertion

into (4.18) yields the above requirement.

63



from the flash energy balance. Here, the Jacobian of the system is given by

J =

⎛
⎝−LR

nR
− k 1

nR

(
LR + (xA,fl − xA,R) dLR

dxA,fl

)
LR

nfl

1
nfl

(
−LR − F

dyA,fl

dxA,fl
− (xA,fl − xA,R) dLR

dxA,fl

)
⎞
⎠ . (4.28)

As

dLR

dxA,fl

=
1

cP (TR − Tfl)

(
F (ΔhV,A − ΔhV,B)

dyA,fl

dxA,fl

+ LRcP
dTfl

dxA,fl

)
, (4.29)

where dyA,fl

dxA,fl
> 0 , and dTfl

dxA,fl
< 0 for A light boiling, it holds that dLR

dxA,fl
< 0 for

ΔhV,A < ΔhV,B and TR > Tfl . (4.30)

In this case, it also holds that tr(J) < 0 and det(J) > 0 . In all other cases, no statement

about the sign of dLR

dxA,fl
and as a consequence the sign of tr(J) and det(J) is possible.

Note that under the given conditions (4.30), for LR > F it is required from (4.27) that

F >
Qfl

ΔhV,fl − cp(TR − Tfl)
= Fmin ,

i.e., there is a lower feasibility bound on F . Moreover, it can be shown that the stable

steady state obtained for F > Fmin is unique (see Appendix B.2).

Thus, the given control structure is guaranteed to exhibit a unique, stable steady state

for ΔhV,A < ΔhV,B and TR > Tfl , while for all other combinations, instabilities and

multiplicities are possible.

II) Control structure CS2 with Qfl fixed

With F = Vfl and Lfl = LR − Vfl , this system with fixed LR is described by

nR
dxA,R

dt
= VflxA,F + (LR − Vfl)xA,fl − LRxA,R − nRkxA,R , (4.31)

nfl
dxA,fl

dt
= LRxA,R − (LR − Vfl)xA,fl − VflyA,fl , (4.32)

where Vfl follows from the flash energy balance

Vfl(xA,fl) =
LRcP (TR − Tfl) + Qfl

ΔhV,fl

. (4.33)

The Jacobian of this system is given by

J =

⎛
⎝−LR

nR
− k 1

nR

(
LR − Vfl + (xA,F − xA,fl)

dVfl

dxA,fl

)
LR

nfl

1
nfl

(
−(LR − Vfl) − Vfl

dyA,fl

dxA,fl
+ (xA,fl − yA,fl)

dVfl

dxA,fl

)
⎞
⎠,(4.34)
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with

dVfl

dxA,fl

= − 1

ΔhV,fl

(
Vfl(ΔhV,A − ΔhV,B)

dyA,fl

dxA,fl

+ LRcP
dTfl

dxA,fl

)
. (4.35)

For ΔhV,A < ΔhV,B , it is straightforward to prove that dVfl

dxA,fl
> 0 and tr(J) < 0 . How-

ever, independent of the values of ΔhV,A and ΔhV,B , no statement concerning the sign

of det(J) is possible, and thus it has to be concluded that for the given control structure,

stability cannot be guaranteed for any combination of parameter values.

Indeed, the numerical simulation results depicted in Fig. 4.7 indicate that for both

ΔhV,A > ΔhV,B , and ΔhV,A < ΔhV,B the system may exhibit multiple steady states.
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Figure 4.7: Bifurcation diagrams xA,R(LR) for control structure CS2 and Qfl

fixed, parameter values as given in Appendix A.2.2.

Remark: The element J22 of the Jacobian in (4.34) determines the stability of the iso-

lated, constantly heated flash with fixed feed (LR, xA,R) . In Appendix B.3 it is shown

that J22 < 0 holds independent of the boiling sequence, i.e., the stand-alone, constantly

heated flash is always stable, which implies that multiplicities as illustrated in Fig. 4.7 are

induced by the recycle.
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III) Control structure CS3 with Qfl fixed

The combination of a constantly heated flash and control structure CS3 with fixed F ,

fixed LR , and variable holdup leads to the third order system

dnR

dt
= F − Vfl , (4.36)

nR
dxA,R

dt
= F (xA,F − xA,R) + (LR − Vfl)(xA,fl − xA,R) − nRkxA,R , (4.37)

nfl
dxA,fl

dt
= LRxA,R − (LR − Vfl)xA,fl − VflyA,fl . (4.38)

with Vfl according to (4.33) and Lfl = LR − Vfl . The characteristic polynomial of the

linearization of this third order system based on the Jacobian J of (4.36)-(4.38) is a third

order polynomial

q(s) = a3s
3 + a2s

2 + a1s + a0 . (4.39)

As shown in [95], the necessary and sufficient conditions for stability of a general, linear

third order system as given in Appendix B.1 then correspond for the given system to the

necessary and sufficient conditions

tr(J) < 0 , det(J) < 0 , det(J) − tr(J)(J11J33 − J13J31) < 0 (4.40)

for stability of (4.36)-(4.38). In the particular case of A being the light boiling component,

it holds that

det(J) =
LRkxA,R

nRnfl

dVfl

dxA,fl

= − LRkxA,R

nRnflΔhV,fl

(
Vfl(ΔhV,A − ΔhV,B)

dyA,fl

dxA,fl

+ LRcP
dTfl

dxA,fl

)
(4.41)

is strictly positive for ΔhV,A < ΔhV,B . That is, in this case, the system definitely has

no stable steady state and may exhibit no real bifurcations leading to steady-state mul-

tiplicities. For ΔhV,A > ΔhV,B , no statement regarding the sign of det(J) is possible.

This means that no conditions for stability in terms of the parameters can be derived. This

is in contrast to the case of A being the heavy boiling component, for which stability is

guaranteed for ΔhV,A > ΔhV,B .

The analytical results are backed by numerical studies. Fig. 4.8(a) displays the unique

unstable steady state for ΔhV,A < ΔhV,B , and Fig. 4.8(b) shows that for ΔhV,A > ΔhV,B

the system exhibits a limit point and steady-state multiplicity.

66



12 13 14 15 16 17 18 19 20 21 22
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

F

 x
A

,R
   

 

(a) ΔhV,A < ΔhV,B

14.5 15 15.5 16 16.5 17 17.5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

F

x A
,R

(b) ΔhV,A > ΔhV,B

Figure 4.8: Numerical simulation results for control structure CS3 and constantly

heated flash, with feed flow rate F as continuation parameter, para-

meter values as given in Appendix A.2.2.

4.1.3 Vfl fixed

LIC

FIC

Vfl

Figure 4.9: Flash with Vfl

fixed.

Another conceivable flash control strategy is de-

picted in Fig. 4.9. As always, the liquid effluent

stream is the manipulated variable to achieve level

control. Moreover, it is now assumed that the flash

vapor stream Vfl can be directly adjusted by manip-

ulating the flash heating rate.

Note that, at steady state and due to the equimolar

reaction, the overall material balance of the plant

requires the vapor effluent stream to equal the re-

actor feed stream F , i.e., Vfl = F . This implies

that these two streams cannot be adjusted indepen-

dently, and therefore, control structures CS1 and

CS3, which both employ a strategy fixing F , are not

compatible with a flash control strategy that fixes

Vfl . Thus, only control structure CS2 will be considered in what follows.
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Control structure CS2 with Vfl fixed

For fixed LR and Vfl , the differential equations describing the system are

nR
dxA,R

dt
= VflxA,F + (LR − Vfl)xA,fl − LRxA,R − nRkxA,R , (4.42)

nfl
dxA,fl

dt
= LRxA,R − (LR − Vfl)xA,fl − VflyA,fl . (4.43)

At steady state, eq. (4.42) can uniquely be solved for xA,R , and upon substitution into

(4.43), yA,fl(xA,fl) is obtained as

yA,fl =
1

Vfl

LRVflxA,F − (LR − Vfl)nRkxA,fl

LR + nRk
. (4.44)

0

0 1

1

A light

A heavy

xA, f l

yA, f l

Figure 4.10: McCabe-Thiele diagram

including the solution yA,fl(xA,fl) from

(4.44).

Fig. 4.10 displays this solution

yA,fl(xA,fl) as the straight dashed line

with negative slope in the McCabe-

Thiele diagram. The figure also con-

tains the Baly curves representing

the vapor-liquid equilibirum compo-

sitions in a binary system [77]. As

can be seen, for thermodynamically

stable systems, the solution of the

overall system that corresponds to the

intersection between the equilibrium

curves and the material balance line

given by eq. (4.44) is unique, inde-

pendent of the boiling sequence and

even for mixtures with homogeneous

azeotropes.

Moreover, evaluating the trace and the determinant of the system’s Jacobian, it is straight-

forward to show that in both cases the unique solution is stable. Finally, it should be

noted that these solutions are feasible, as xA,fl < xA,R < yA,fl for all admissable values

LR > Vfl .
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4.1.4 Summary and interpretation of the results for the ideal binary

systems

Table 4.1 summarizes the results derived in the preceding sections and also includes the

results for the case of A heavy boiling from [95].

Assessing the key findings of the above investigations, the following conclusions are most

remarkable and should be borne in mind whenever one has to deal with recycle systems:

• Even though the individual units on their own are stable (see Appendix B.1), the

coupled reactor-separator system with recycle may exhibit instabilities, multi-

ple steady states, and oscillatory behavior. The origin of these phenomena can

therefore clearly be attributed to the impact the recycle has on the overall behavior

of the integrated system. This in turn can be explained as a consequence of the

positive feedback character of material recycles, as it is well-known that positive

feedback in general has a destabilizing effect.

• A suitable choice for the system’s overall control structure is of paramount im-

portance. Although throughout the presented investigations perfect control, i.e. the

most efficient control conceivable in terms of performing setpoint control, has been

assumed, many of the possible control structures have turned out to be unsuitable

for operation of the simple reactor-separator system. Note that real controllers will

have to deal with additional problems, in particular as many recycle systems are

non-minimum-phase and show wrong-way behavior.

• The choice of a suitable control structure depends to a great extent on the phys-

ical properties of the components involved. For example, what may be a good

control structure for a system where the reactant is the heavy-boiling component,

may be unacceptable for a system with a reverse boiling sequence (see Table 4.1,

(p,T)-flash and control structures CS2 and CS3).

• Independent of the boiling sequence, the flash control strategy with fixed flash

heating rate seems most problematic, as it allows for the largest variety of non-

linear phenomena. This can intuitively be explained with the argument, that this

control structure does not fix any of the flash variables, in contrast to the other two

flash control strategies. This leaves more degrees of freedom for the flash dynam-

ics, and therefore, the large variability in exhibiting various nonlinear phenomena

seems hardly surprising.
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• It is remarkable that for the given system design with liquid recycle, the case where

(i) reactant A is the light-boiling component seems to be much more difficult to

be satisfactorily operated than the system where (ii) A is heavy. Intuitively, this

may be attributed to the fact that in case (i), the system design superimposes a

non-natural structure that is contrary to the system’s inherent physical properties.

Typically, to recover a light-boiling component, it intuitively seems much more nat-

ural to recycle the vapor stream from the flash, just as is done in case of a liquid

recycle of the heavy reactant. Therefore, one could conclude that whenever possi-

ble, a system design should be in line with the physical characteristics of the

system’s components.

However, there may be cases where it is necessary for economic reasons to violate

this principle guideline. The process of acetic acid production introduced in previ-

ous chapters is a classical example, where the primary recycle does not obey this

rule of thumb, but is nevertheless required to recover the expensive catalyst. Thus,

this example illustrates the fundamental dilemma that in many production processes

economic goals and operability issues are in conflict.

Endowed with these fundamental insights into potential patterns of behavior and asso-

ciated control problems for systems with recycles, focus is next switched to a reactor-

separator network in which the reactor is no longer assumed to be isothermal but evapo-

ratively cooled, like in the industrial case study.
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4.2 Binary system with an evaporatively cooled reactor,

flash separator and liquid recycle

So far, it has been shown that the presence of material and energy recycles can destabi-

lize integrated systems and entail the occurrence of multiple steady states, although the

stand-alone process units individually exhibit unique and stable steady states (Section

4.1). Moreover, potential steady-state multiplicities along with a physical interpretation

of their origin have been revealed for stand-alone evaporatively cooled reactors (Chapter

3).

Now, the question that naturally arises is concerned with the combined effect of the above

phenomena, i.e., what kind of nonlinear behavior may be induced by the interconnection

of an evaporatively cooled reactor and a flash separator with a recycle stream from the

flash to the reactor?

To answer this question, the next section focusses on the derivation of analytical results

for a system configuration where the evaporatively cooled reactor is connected to an iso-

barically and isothermally operated flash.

The case of a flash control strategy fixing Vfl will just be commented on very briefly,

while the adiabatic flash operation will be investigated in detail by means of numerical

analysis of the industrial case study in Section 4.3.

4.2.1 Evaporatively cooled reactor and (p,T)-flash

Assuming again, as in Chapter 3, that the vapor leaving the evaporatively cooled reac-

tor is completely and instantaneously recycled to the reactor, the mathematical model

describing the given reactor separator system is governed by exactly the same set of equa-

tions (4.1) – (4.5) as the corresponding system with an isothermal liquid-phase reactor

from Section 4.1. In addition, relations describing the vapor-liquid equilibrium between

the two thermodynamic phases in the reactor are required. Moreover, the reactor energy

balance may be used to determine the vapor flow rate from the reactor. And, most signif-

icantly, the reaction rate is now a nonlinear function of both reactant mole fraction and

reactor temperature, r0 = r0(xA,R, TR(xA,R)) .

As explained in Section 3.2, under standard operating conditions the reactor temperature

is the boiling temperature and therefore depends on the composition of the reaction mix-

ture. It is due to this dependence, that the analysis turns out to be far more involved than

in the preceding section. In order to keep it tractable, the assumptions and derivations
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introduced in the analysis of the stand-alone evaporatively cooled reactor from Chapter

3 are carried over and applied to the present case. Thus, there is no need to reiterate the

derivation of the model equations here. In addition, it is important to recall that assuming

constant pressure and isothermal operation, the composition of a binary flash is fixed, such

that the flash is a purely algebraic system. Thus, the dynamics and stability of the given

system are completely determined by the scalar reactor material balance for component

A .

I) Control structure CS1 and (p,T)-flash

The component material balance for the reactor-separator system with fixed feed, constant

holdups and isobaric-isothermal flash operation is

dxA,R

dt
=

F

nR

(xA,F − yA,fl) − k(TR(xA,R))xA,R := fCS1 (4.45)

(compare eq. (4.7)). It follows that the eigenvalue of this system is given by

λCS1 =
dfCS1

dxA,R

= −
(

k(TR(xA,R)) +
∂k

∂TR

dTR

dxA,R

xA,R

)

= −k0e
− E

IRTR

(
1 +

E

IRT 2
R

dTR

dxA,R

xA,R

)
. (4.46)

Obviously, stability hinges on dTR

dxA,R
. If A is the heavy boiling component, then dTR

dxA,R
>

0 . This yields λCS1 < 0 , and therefore this configuration will always be stable. On

the other hand, if A is the light boiling component as in the industrial case study, then
dTR

dxA,R
< 0 , i.e. λCS1 may be positive and there is potential instability in this case.

To study in-depth the situation where A is more volatile, it is most helpful to resort to

the type of analysis presented in detail in Section 3. Relying on the same simplifying as-

sumptions as employed in the derivation of the simplified component material balance of

the evaporatively cooled reactor in Section 3.2, and making use of the definitions (3.15)-

(3.17), and in particular of relation (3.18), the simplified component material balance for

the combined system of the evaporatively cooled reactor and the (p,T)-flash is given by

nR

F

dxA,R

dt
= (xA,F − yA,fl) − DaxA,R

(1 + βxA,R)α
. (4.47)

The steady states of this system are given as the intersections of the supply line SL

SL = (xA,F − yA,fl) (4.48)
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and the consumption curve RC

RC =
DaxA,R

(1 + βxA,R)α
, (4.49)

as depicted in Fig. 4.11. Obviously, and in line with the findings for the stand-alone evap-

oratively cooled reactor, also the system with an additional (p,T)-flash and recycle may

exhibit multiple steady states only if the reaction curve has an extremum. This coincides

with the requirement that the self-inhibition of the reaction mechanism represented by

the parameter α is larger than the order of the reaction rate’s concentration dependency.

Given α > 1 in case of a first order reaction, up to two steady states are feasible if the

RC

SL

xA, f l yA, f l xA,R

α < 1

α = 1

α > 1

Figure 4.11: Supply line SL and reaction curve RC for the reactor-separator sys-

tem involving an evaporatively cooled reactor and a (p,T)-flash with

liquid recycle. Up to two steady states are possible if the necessary

condition α > 1 is fulfilled.

following conditions are complied with:

1. The derivative of the consumption curve with respect to xA,R

dRC

dxA,R

=
Da[βxA,R(1 − α) + 1]

(1 + βxA,R)α+1
, (4.50)

has to be equal to zero for some x∗
A,R in the feasible range [xA,fl, yA,fl] , otherwise

at least one steady state is outside this feasible range. The extremum in RC occurs

for

x∗
A,R =

1

β(α − 1)
. (4.51)
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Note that RC > 0 ∀xA,R > 0 , dRC
dxA,R

> 0 ∀xA,R < x∗
A,R , dRC

dxA,R
< 0 ∀xA,R >

x∗
A,R . This guarantees that there is only the single extremum x∗

A,R . For β > 0 , it

holds that x∗
A,R > xA,fl if

β <
1

(α − 1)xA,fl

:= β∗
1 , (4.52)

and x∗
A,R < yA,fl if

β >
1

(α − 1)yA,fl

:= β∗
2 . (4.53)

That is, for β∗
2 < β < β∗

1 , the extremum in RC is within the feasible range.

2. This extremum has to be above the supply line, i.e.,

RC(x∗
A,R) > SL , (4.54)

where

RC(x∗
A,R) =

Da(α − 1)α−1

βαα
.

Thus, for (4.54) to hold, i.e., to allow for an intersection of RC and SL corre-

sponding to a steady state in the case α > 1 , it is necessary that

Da > (xA,F − yA,fl)
βαα

(α − 1)α−1
=: Da∗

1 . (4.55)

For Da = Da∗
1 , the reaction curve is tangent to the supply line and there is exactly

one steady state.

3. In case the above conditions are fulfilled, it remains to be checked whether indeed

both intersections are in the feasible range. For the low conversion steady state to

be feasible (i.e., for an intersection of RC and SL for values xA,R ≤ yA,fl), it must

hold that

RC(xA,R = yA,fl) =
DayA,fl

(1 + βyA,fl)α
< xA,F − yA,fl = SL . (4.56)

This equates to

Da <
(1 + βyA,fl)

α(xA,F − yA,fl)

yA,fl

=: Da∗
3 . (4.57)

The corresponding condition for the high conversion steady state to be feasible is

RC(xA,R = xA,fl) < SL , i.e.

Da < (1 + βxA,fl)
α xA,F − yA,fl

xA,fl

=: Da∗
2 . (4.58)
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Figure 4.12: Bifurcation diagrams for the binary reactor-separator system involv-

ing an evaporatively cooled reactor and a (p,T)-flash for control

structure CS1 in the different regions of the α − β parameter space.

Fig. 4.12 summarizes the steady-state features of the given system for different regions

of the parameter space:

• For β < β∗
2 , region I, only a single, stable high-conversion steady state is feasible

for Damkoehler values Da∗
2 < Da < Da∗

3 .

• For β∗
2 < β < β∗

1 , region II, steady-state multiplicity may be encountered in a

certain range of Damkoehler values:

1. For Da < Da∗
1 , no steady state is feasible (RC is located below SL in Fig.

4.11 for all xA,R).

2. For Da∗
1 < Da < Da∗

2 , two steady states are feasible. The high conversion

steady state is stable, the low conversion steady state is unstable according to

the slope condition.

3. For Da∗
2 < Da < Da∗

3 , only the unstable low-conversion steady state is

feasible.

4. For Da > Da∗
3 , there are no feasible steady states (both intersections of RC

and SL in Fig. 4.11 are outside the feasible range).
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• For β > β∗
1 , region III, only an unstable low-conversion steady state is feasible for

Damkoehler values Da∗
2 < Da < Da∗

3 .

For a physical interpretation of these formal results, it is interesting to compare the

nonlinear characteristics of the given system with the two systems that may be regarded

as limits of this system: In Section 4.1, it has been shown that an isothermally operated

reactor connected to a (p,T)-flash with liquid recycle does not exhibit steady-state multi-

plicities, i.e., the positive feedback effect introduced by the material recycle is not strong

enough to destabilize the sytem. On the other hand, the non-isothermal, evaporatively

cooled reactor in stand-alone mode may feature up to three steady states (cf. Section 3.2).

Thus, it is plausible to infer that the multiplicities encountered for the present system are

to be attributed to the self-inhibitory mechanism of the temperature-dependent reaction

rate. However, in contrast to the stand-alone reactor, the present specific control configu-

ration fixes both the concentration of the recycle stream and the overall conversion of the

integrated system. Thereby, the combined supply and subtraction of reactant within the

reactor becomes independent of the actual one-pass conversion of the reactor (the supply

line SL is no longer a function of reactant mole fraction xA,R , but a constant). This

reduces the variability of the nonlinear characteristics of the system. More specifically,

the low-conversion steady-state of the stand-alone reactor becomes infeasible, as the liq-

uid flash recycle contains a certain amount of heavy product, which results in a higher

product concentration in the reactor and leads to an increase of the reactor boiling point

temperature. This in turn increases the temperature-dependent reaction rate and guaran-

tees a certain minimum conversion, such that the low-conversion (wash-out) steady state

of the stand-alone reactor is infeasible in the given recycle system.

In other words: The constraints imposed by the separator on the behavior of the integrated

system render one of the isolated reactor’s solution branches infeasible.

II) Control structure CS2 and (p,T)-flash

In analogy to eq. (4.13) from the previous section, the governing scalar differential equa-

tion in this case is
dxA,R

dt
=

LR(xA,F − yA,fl)

nR(yA,fl − xA,fl)
(xA,R − xA,fl) − k(TR(xA,R))xA,R . (4.59)

Relying on the same assumptions and derivations as above, and upon redefining the

Damkoehler number Da as

Da :=
nRk0

LR

(
p

p0

)α

e
− E

IRTSN,B , (4.60)
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equation (4.59) can be rewritten as

nR

LR

dxA,R

dt
=

(xA,F − yA,fl)

(yA,fl − xA,fl)
(xA,R − xA,fl)︸ ︷︷ ︸

SL

−Da
xA,R

(1 + βxA,R)α︸ ︷︷ ︸
RC

. (4.61)

RC

SL

x∗
A,R 2x∗

A,R

xA,RyA, f lxA, f l

Figure 4.13: SL and RC for A

light boiling.

For A light boiling, the supply line SL

has a positive slope and is negative for

xA,R = 0 (see Fig. 4.13). Moreover, from

d 2RC

dx2
A,R

=
Daαβ[βxA,R(α − 1) − 2]

(1 + βxA,R)α+2
,

it follows that d2RC/dx2
A,R < 0

for xA,R < 2
β(α−1)

= 2x∗
A,R and

d2RC/dx2
A,R > 0 for xA,R > 2x∗

A,R .

This guarantees that there is at most

one intersection between SL and RC ,

corresponding to a unique steady state.

This steady state is always unstable due

to the slope condition and feasible for

RC(xA,R = yA,fl) < SL(xA,R = yA,fl) ,

i.e., for Da <
xA,F−yA,fl

yA,fl
(1 + βyA,fl)

α .

SL
RC

xA, f lyA, f l xA,R

Figure 4.14: SL and RC for A

heavy boiling.

For A heavy boiling (β ∈ (−1, 0)),

the slope of the supply line is negative,

and dRC
dxA,R

> 0 ∀xA,R > x∗
A,R , with

x∗
A,R < 0 in this case (see Fig. 4.14).

Thus, there is a unique stable steady state,

which is feasible if RC(xA,R = yA,fl) <

SL(xA,R = yA,fl) , corresponding to

Da <
xA,F−yA,fl

yA,fl
(1 + βyA,fl)

α .

III) Control structure CS3 and (p,T)-flash

For this system, the same set of equations (4.18) and (4.19) as in the case with the

pure liquid reactor applies. Due to the temperature dependence of the reaction rate
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r0 = k(TR(xA,R))xA,R , however, the element J11 of the Jacobian (4.20) of this non-

isothermal system at steady state is now

∂f1

∂xA,R

=
LR

nR

yA,fl − xA,R

xA,fl − yA,fl

−
(

∂k

∂TR

dTR

dxA,R

xA,R + k

)
.

This leads to

tr(J) =
∂f1

∂xA,R

, (4.62)

det(J) =
kxA,R

nR

LR

xA,fl − yA,fl

. (4.63)

If the reactant A is the light boiling component, no statement about the sign of tr(J) is

possible. However, det(J) < 0 , and thus this configuration is always unstable and each

steady state is a saddle point (see also Appendix B.1.2).

Note that for A heavy boiling, it holds that det(J) > 0 and tr(J) < 0 at steady state,

indicating stability of the configuration. By means of the Lemma from Appendix B.2, the

stable steady state is unique and it is straightforward to also prove its feasibility.

In terms of steady-state supply lines and reaction curves, control structures CS2 and CS3

are equivalent (cf. Figs. 4.13 and 4.14). As the system describing CS2 is scalar, the

derived static stability considerations also imply dynamic stability and, respectively, in-

stability. In contrast, for CS3 and A heavy boiling, the static stability inferred from Fig.

4.14 is only necessary for dynamic stability, which rigorously follows from consulting the

system’s eigenvalues.

Summary: Binary evaporatively cooled reactor and (p,T)-flash

In principle, for A light boiling, the self-inhibition of the reaction mechanism may cause

multiplicities also in the system with liquid flash recycle. However, the system integration

with the (p,T)-flash and liquid recycle superimposes an overall stoichiometry that alters

the overall supply of reactant A to the reactor. As explained in detail above, employing

control structure CS1 renders the supply independent of the conversion and reduces the

number of possible steady states to two. Additionally fixing the internal flow rate LR

as in control structures CS2 and CS3, leads to a situation where a decreasing conversion

increases the supply of reactant to the reactor. Thus, there clearly is a positive feedback

effect that destabilizes any steady state and at the same time rules out any potential for

multiplicities. Figure 4.15 summarizes the effects of the different control structures on
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Figure 4.15: Steady-state multiplicity features of a binary system involving an evapora-

tively cooled reactor and a (p,T)-flash with liquid recycle, and with α > 1 and reactant A

the far more volatile component: (a) The stand-alone reactor exhibits three steady states

A,B,C. Clearly, the higher the conversion (i.e., the smaller xA,R), the larger the relative

supply of reactant A as only small amounts of A are withdrawn from the reactor while

the reactor feed is constant. (b) For control structure CS1 in the coupled system, the

supply becomes independent of the conversion and this recycle effect rules out the low

conversion steady state C. (c) For control structures CS2 and CS3, the recycle leads to a

supply line that decreases with conversion and rules out both the low and high conversion

steady states A and C, leaving over the unstable steady state at intermediate conversion,

B.

the multiplicity features of the given recycle systems.

In contrast, for A heavy boiling, the stand-alone evaporatively cooled reactor always has

a unique solution, and also the recycle in the integrated system featuring a (p,T)-flash

and an isothermal reactor does not introduce steady-state multiplicities for any of the

control structures. Thus, there is no positive feedback mechanism that may destabilize

the combined system, such that in this case uniqueness and stability are guaranteed.

4.2.2 Flash control strategies with Qfl fixed and Vfl fixed

As the temperature as well as the liquid and vapor compositions in the constantly

heated flash are no longer constant but instead variable, analytical results for the reactor-

separator system with an evaporatively cooled reactor and a flash with Qfl fixed are hardly

viable. Therefore, within this thesis, investigations of these systems will be restricted to a

numerical analysis of the reactor-separator system of the industrial case study in Section
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4.3. This practical example involves an adiabatic flash, i.e. a special case of a constantly

heated flash with Qfl = 0 , that is often encountered in industrial plants.

As far as a flash control strategy relying on a fixed vapor flow rate is concerned, it holds

that also here the balance equations (4.42) and (4.43) derived for the respective system

with control structure CS2 in Section 4.1 are applicable. With the same arguments as

there, also the recycle system with control structure CS2 and an evaporatively cooled

reactor exhibits just one steady state. Without going into details of the straightforward

derivations, it can easily be shown that here the necessary (yet not sufficient) condition

both for det(J) < 0 and tr(J) > 0 is

dTR

dxA,R

< − IRT 2
R

EaxA,R

. (4.64)

This condition can never be fulfilled for systems where A is the heavy boiling component.

For typical binary systems where A is light boiling, it still is a very harsh condition that

is very unlikely to be encountered in practice except for systems, where the effect of A

on the system’s boiling point temperature is huge.

Thus, it can be concluded that also in the case of a recycle system with an evaporatively

cooled reactor, control structure CS2 in combination with a flash control strategy that fixes

the flash vapor flowrate seems very attractive in terms of unique and stable operation,

provided the feed flow rate is the manipulated variable used to control the reactor holdup.

This theoretical result should be borne in mind, as it will be the basis for the derivation of

a plantwide control structure for the industrial case study in Chapter 6.

4.2.3 Summary for recycle systems involving a two-phase reactor

The investigations of the integrated system involving an evaporatively cooled reactor and

a flash with liquid recycle have revealed that the behavior of such a system is governed by

a combination of the effects encountered for the stand-alone two-phase reactor and the

simple isothermal recycle system.

In particular, if neither the recycle nor the inhibitory reaction mechanism in the two-phase

reactor introduce instability and multiplicity of steady states, then also the coupled system

features merely unique and stable steady states, as in all combinations where A is heavy

boiling.

On the other hand, it has been shown how the introduction of the flash recycle alters the

behavior of the evaporatively cooled reactor. For the case of a (p, T )-flash, the effect of
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the recycle was the disappearance of either one or two of the isolated reactor’s steady

states. Just as well one could expect the introduction of further steady states in addition

to the reactor’s three stationary solutions due to the combination of effects from the two-

phase reactor and the liquid recycle. A natural candidate for such a phenomenon is the

system involving an evaporatively cooled reactor and a constantly heated flash, as such

recycle systems display steady-state multiplicity even in case of isothermal one-phase

reactor operation (see Section 4.1.4).

As already mentioned above, the analytical investigation of these systems is extremely

difficult, and therefore numerical studies of the industrial production plant in the following

section are presented instead.

4.3 Industrial example

In this section, the reaction system of the acetic acid production plant is investigated in

detail by means of numerical continuation studies. The flash is assumed to be operated

adiabatically just like in the actual industrial process, and focus is on the impact of the

three flow-control strategies CS1, CS2, and CS3 on the coupled system’s behavior.

4.3.1 Control structure CS1

Figure 4.16 displays the results of numerical continuation studies for the industrial case

study’s reaction system operated with control structure CS1, i.e. the ‘basecase control

structure’ as introduced in Section 2.1. As can be seen, there is an isola of steady-

state solutions, with a stable two-phase branch for small values of the reactor effluent

stream LR , and an unstable branch for larger values of LR , that is basically one-phase

except for small values of the continuation parameter xRh . In addition, there exists a pure

liquid-phase solution for very small values of xRh , featuring huge values of LR (note the

logarithmic ordinate in Fig. 4.16(a)). Obviously, this third solution is characterized by

extremely large flow rates around the recycle loop, and is therefore not feasible in the real

plant.

To better understand the origin of these steady-state characteristics of the coupled reactor-

separator system and how they evolve from the isolated reactor’s behavior captured

in Fig. 3.7, it is most helpful to employ the additional model shown in Fig. 4.17.
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Figure 4.16: Steady states of the industrial case study’s reaction system operated

with control structure CS1. Recall that thick lines indicate that the

respective steady state is two-phase, while thin lines correspond to

pure liquid phase steady states. Moreover, solid lines mark stable

steady states, while dashed lines mark unstable steady states.

T f l,S

T f lL , xi,

T Ff l,S, xi, f l,S,

L f l, xi, f l,

Figure 4.17: Virtual mixer.

This virtual mixer allows to contin-

uously close the recycle loop from

the flash to the reactor by provid-

ing a mixture of the actual flash

recycle {Lfl, xi,fl, Tfl} and a fixed

feed {Ffl,S, xi,fl,S, Tfl,S} , which cor-

responds to the flash quantities under

standard operating conditions. The

static virtual mixer is described by the following set of equations:

0 = κLfl + (1 − κ)Ffl,S − L ,

0 = κLflxi,fl + (1 − κ)Ffl,Sxi,fl,S − Lxi , i = 1, . . . , NC − 1 ,

0 = 1 −
NC∑
i=1

xi ,

0 = κLfl

NC∑
i=1

xi,flhi(Tfl) + (1 − κ)Ffl,S

NC∑
i=1

xi,fl,Shi(Tfl,S) − L
NC∑
i=1

xihi(T ) .

Obviously, this mixer has no real-world counterpart and is a feature of the simulation
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model only, but it nevertheless is of great explanatory use for understanding the evolu-

tion of the coupled system’s characteristics from those of the stand-alone reactor. Clearly,

κ = 0 corresponds to the case where the recycle is fully open and only fixed feed is

supplied, while κ = 1 corresponds to the case where the recycle is completely closed.

Based on this enhanced model of the reaction system, Figures 4.18 and 4.19 visualize the

evolution of the isola in the coupled system from the steady-state characteristics of the

stand-alone reactor.

Recalling the results from Section 3.3, Fig. 4.18 shows the two hysteresis curves of the

isolated, evaporatively cooled reactor in the two-phase regime for very small values of

xRh and in the one-phase regime for large values of xRh (κ = 0 , dashed lines). More-

over, it can be seen how the one-phase hysteresis becomes more pronounced the further

the flash recycle is closed. Once the recycle is almost closed (κ ≈ 0, 915), the two hys-

tereses join to form the isola, and the isolated solution branch at higher reactor effluent

rates and lower reactor temperatures (see Fig. 4.19) ‘is born’.

It is noteworthy to observe by how much the final complete closing of the recycle in-

creases the value LR of the isolated solution branch. Although already in the simulation

results for κ = 0, 9175 and depicted in Fig. 4.19 the recycle is almost completely closed

and thus only a very small external feed stream is provided, the substitution of this tiny

external feed by the complete closing of the recycle results in an increase of LR by a fac-

tor 40. This may be interpreted as a lucid example for the sensitivity of recycle systems

to parameter variations as described in Section 2.6.1.
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Figure 4.18: Evolution of the bifurcation diagrams for the reaction system oper-

ated with control structure CS1. While sequentially closing the flash

recycle, the second hysteresis becomes increasingly pronounced.
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Figure 4.19: Evolution of the bifurcation diagrams for the reaction system oper-

ated with control structure CS1 while sequentially closing the flash

recycle: ‘Birth’ of the isola and the isolated solution branch.
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4.3.2 Control structure CS2

In contrast to the basecase control structure studied in the previous section, where reactor

level control is achieved by means of the reactor effluent stream, the external feed stream

R1 is used in control structure CS2 to keep the reactor level constant, see Fig. 4.20. In

CO

MeOH

LC

FCLC

R1

Figure 4.20: Control structure CS2 for the reaction system of the acetic acid production

process. The recycle stream R1 employed to control the reactor volume is an external feed

to the isolated reaction system. In the overall plant operated with control structure CS2,

the distillate stream from the second column is the manipulated variable for controlling

the reactor volume, in contrast to the basecase control structure captured in Fig. 2.1,

where this distillate stream is flow-controlled.

the overall plant, this recycle stream is the sum of the aqueous recycle from the decanter

and the distillate stream from the second column, i.e., the modified plantwide control

structure CS2 involves a modified operation of the second column, with the distillate

stream no longer fixed, but serving as the manipulated variable to control the reactor level

instead.

The results of a continuation in xRh for the reaction system operated with control structure

CS2 are depicted in Fig. 4.21. Fig. 4.22 shows the evolution of the steady states

from the respective stand-alone reactor’s steady states by sequential closing of the recycle

analogous to the previous section. In particular, it can be seen that just like for control

structure CS1, an isola is about to develop from the two hystereses of the isolated reactor.

However, before the two hystereses can join, the recycle stream R1 used to control the
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Figure 4.21: Steady states of the industrial case study’s reaction system operated

with control structure CS2 for a continuation in xRh .
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Figure 4.22: Evolution of the bifurcation diagrams for the reaction system oper-

ated with control structure CS2 while sequentially closing the flash

recycle.
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reactor level becomes zero, and the respective branches of steady states are cut off. This

can best be seen from the zooms of the region with small values of xRh in Fig. 4.22.

Compared to control structure CS1, this second control structure is characterized by a

much larger region with a unique stable steady state, and a comparatively small region

with two steady states. Moreover, there is no isolated solution branch corresponding to

the large recycle solution observed for CS1.

To complete the investigations of the system’s steady-state characteristics, a model must

be employed that allows for a variable reactor holdup in case the recycle stream can no

longer keep the level constant, as this would require infeasible negative values R1 < 0 .

Fig. 4.23 displays the results of a continuation study for such a system with potentially

variable reactor volume and the reactor effluent stream as the continuation parameter.

Note that choosing LR as continuation parameter is particularly favorable, as it is a vari-

able that can be directly manipulated for the given control structure (and in contrast to

control structure CS1, where it is the manipulated variable to control the reaction vol-

ume).

To better understand the simulation results, first consider subfigure 4.23 (c), displaying

the continuation results for the recycle stream R1 . Obviously, the stationary solutions on
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Figure 4.23: Steady states of the industrial case study’s reaction system with con-

trol structure CS2 for variations in the reactor effluent stream LR .

the curve from A to E via B, C and D are steady states for which a positive recycle stream

R1 > 0 is capable of controlling the reaction volume to setpoint, see subfigure 4.23 (a).

Clearly, these steady states qualitatively correspond to the solutions for the continuation

in xRh as depicted in Fig. 4.21. Just like there, for low Damkoehler numbers (i.e., small
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values of xRh or, respectively, large values of LR ), an unstable low conversion branch

of solutions with low temperatures (steady states between A and B in subfigure 4.23 (b))

coexists with a branch of stable solutions at higher conversion and higher temperatures

(’left’ to B). This latter branch of stable steady states is one-phase for large values of LR

and still comparatively moderate temperatures (B to C), it turns two-phase for smaller

values of LR and higher temperatures (C to D), and finally loses stability (beyond D).

These unstable steady states are characterized by a constant decrease of the recycle flow

rate in order to compensate the decrease in LR , up to the point where R1 vanishes (E).

For even smaller values of LR the reaction volume increases dramatically, as less material

is withdrawn than supplied (not shown in Figs. 4.23 (a)-(c)).

In contrast, for increasing values of LR with R1 = 0 , the reaction volume initially drops

off sharply due to the increased withdrawal of material at high temperatures and high

reaction rates. However, with further increasing LR , the temperature and the reaction

rate decrease, leading to an increase of the reaction volume due to lower conversion and

increased flash recycle up to the volume’s setpoint (achieved at steady state A). Here, the

isola of steady-state solution closes, and beyond A, a positive R1 > 0 can again compen-

sate the increased material withdrawal via LR .

Summarizing, also control structure CS2 exhibits an isola of steady state solutions, but

in contrast to CS1, there exists no isolated solution branch with huge internal flowrates.

Instead, fixing the reactor effluent stream excludes the potential for accumulation in in-

ternal streams, rendering control structure CS2 more attractive in terms of plant operation

than control structure CS1. Only for operating parameters that make the operation of the

‘original’ control structure CS2 (i.e., with a fixed, controlled reactor volume) infeasible,

accumulation or depletion of the reactor holdup may occur. This, however, may easily be

avoided by employing only admissable reactor effluent streams.

The following subsection will investigate whether control structure CS3 yields an even

more favorable system behavior.

89



4.3.3 Control structure CS3

Finally, as in the previous sections, also for the industrial case study the third flow-control

structure with fixed feed, fixed effluent stream, and variable holdup as captured in Fig.

4.24 is investigated.

CO

MeOH

LC

FC

FC

R1

Figure 4.24: Control structure CS3 for the reaction system of the acetic acid production

process. The reaction volume is not controlled and thus variable, and the recycle stream

R1 is flow-controlled as well as the external feeds to the reactor. In the overall plant

operated with control structure CS3, the distillate stream from the second column is flow-

controlled, just like in the basecase control structure captured in Fig. 2.1.

Fig. 4.25(a) displays the volume of the system’s reaction mixture at steady state as a

function of the reactor effluent stream LR . As can be seen, the system may in principle

be operated in a certain feasible range LR ∈ [LR,min, LR,max] . For values of the operating

parameter LR < LR,min , i.e., if not enough reaction mixture is withdrawn, accumulation

in the reactor would require unrealistically large reactors. On the other hand, beyond

the upper boundary LR > LR,max , too much reaction mixture would be withdrawn and

the reactor would run empty. Moreover, within this feasible range, only a small range is

acceptable for standard operation, as other values of LR are either simply too large for

standard operating conditions, or would require a really large reactor, which is also not

desirable2. Therefore, focus from here on is on the behavior of the given control structure

within the feasible and acceptable range, as indicated in Fig. 4.25(b) and the zoomed part

2The volume of the reactor from the plant in Sewerodonetsk is about 45 m3 .
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Figure 4.25: Reaction volume and reactor temperature of the acetic acid produc-

tion plant’s reaction system operated with control structure CS3, for

variations in the reactor effluent stream LR .

of Fig. 4.25(a). Within this range, the unique steady state loses its stability at two Hopf

bifurcation points. The zoom in Fig. 4.25(a) and Fig. 4.25(b) capture the system’s be-

havior in about the same range of the continuation parameter LR . It can be inferred that

beyond the supercritical Hopf point for small values of the reactor effluent stream LR , the

two-phase steady state is an unstable focus that coexists with a stable relaxation oscilla-

tion. Fig. 4.26 shows an example of these relaxation oscillations for LR = 3.0 kmol/s.

Note that although the unstable steady state for this value of LR is purely one-phase, the

oscillations briefly dip into the two-phase regime, and for small time intervals a vapor

stream leaves the reactor. Beyond LR > 3.31 kmol/s, also the relaxation oscillations

become purely one-phase. An example is Fig. 4.27 for LR = 4.0 kmol/s. A comparison

of the two figures also indicates that the smaller LR , the more pronounced the relaxation

oscillations are.

To understand this phenomenon and the physical origin of the oscillations, a deeper in-

spection of the simulation results in Fig. 4.27 proves helpful.

Starting at t1 , it can be observed that the temperature-dependent reaction rate has reached

a minimum corresponding to the minimum in the reactor temperature. However, the low

reaction rate has led to an accumulation of the reactants methanol (solid line in the cor-

responding subfigure) and CO (dashed lines) in the reactor. Once a certain threshold is

reached, the large amount of reactants ignites the reaction and leads, together with the
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Figure 4.26: Relaxation oscillations of the industrial case study’s reaction system

operated with control structure CS3, for LR = 3.0 kmol/s.
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rising temperature, to a reaction burst, that is driven by thermokinetic self-acceleration.

Briefly after the peak in the reaction rate is reached at time instant t2 , the reactor temper-

ature reaches its maximum, while both reactants have almost completely been converted.

Following the fast reaction dynamics is the comparatively slow process of reactant re-

accumulation. As CO is supplied over-stoichiometrically, it initially accumulates faster

than methanol, but then reaches a smaller maximum. This is because much more of the

unconverted CO leaves the system via the flash vapor stream, while most of the uncon-

verted methanol is kept within the system and recycles with the liquid flash stream to the

reactor. Once enough reactants have accumulated, a new reaction burst is ignited and the

cycle starts all over again.

The dynamics of the flash temperature follow those of the reactor temperature with a

small time lag. As the flash temperature determines via the energy balance the flash vapor

flowrate, and because of the assumption of a constant flash holdup, every increase in flash

temperature is accompanied by a decrease in liquid flash recycle rate, and vice versa. Ob-

viously, the reaction volume in the reactor is to a large extent influenced by the varying

flash recycle rate and follows changes of the latter with a certain time lag (volume effects

due to the non-equimolar reaction are by far less significant).

These considerations clearly indicate that the observed relaxation oscillations are caused

by an interplay between fast reaction dynamics and slow accumulation dynamics.

The latter are proportional to the operating parameter LR and determine the rate of re-

actant accumulation. This also explains, why for small values of LR , the period of the

oscillations increases, while the reaction bursts become faster and more intense, resulting

in larger amplitudes of the oscillations (compare Figs. 4.26 and 4.27).

On the other hand, for large LR , the relative effect of the reaction bursts is smoothed out

by the comparatively larger flow and accumulation effects, which are accompanied by

smaller amplitudes and periods. This becomes most obvious for large values of LR close

to the second Hopf bifurcation point. Here, smooth oscillations corresponding to stable

limit cyles prevail.
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LR [kmol
s

] Dynamical state Figure

3.0 relaxation osc. 4.26, 4.27,

4.28 (a), (b)

4.5 periodic window 4.28 (c), (d)

4.6 periodic window 4.28 (e), (f)

5.0 chaos 4.29 (a), (b)

5.3 period-4 4.29 (c), (d)

5.35 period-2 4.29 (e), (f)

5.8 smooth osc. 4.29 (g), (h)

Table 4.2: Route to chaos for CS3.

A deeper inspection of this

transient from regions with re-

laxation oscillations to regions

with smooth oscillations reveals

the passing through a region

with deterministic chaotic be-

havior. Table 4.2 shows the se-

quence of period doubling oscil-

lations to chaos between the re-

gions of smooth oscillations and

relaxation oscillations. The cor-

responding simulation results

are displayed in Fig. 4.28 for the route from relaxation oscillations to chaos with ‘win-

dows of periodic behavior’, and in Fig. 4.29 for the route from smooth oscillations via

period-2-doubling to chaos. The figures contain time plots of the reactor temperature

TR and the corresponding trajectories in a three-dimensional phase space spanned by the

water mole fraction, the reactor temperature, and the reaction volume.

Thus, and as neither of the individual units exhibits chaotic behavior, a period-doubling

route to chaos has been found in reactor separator systems that is induced by the

recycle effects on the overall system’s dynamics.

It should be noted that chaos is no new phenomenon in chemically reacting systems.

However, in most of the published examples (see, e.g., [34, 94] and references therein),

chaos can be traced back to be caused by the underlying reaction kinetics, while here

the origin clearly is the positive feedback effect introduced by the flash recycle (see also

[33] for chaotic dynamics in homogeneous tubular reactors with recycle from the reactor

outlet to the reactor inlet, i.e., for chaotic behavior in a single-unit system with recycle as

compared to the chaotic dynamics in a recycle system consisting of two operating units

presented in this section).
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Figure 4.28: Periodic windows on the route from relaxation oscillations to chaos

for the reaction system operated with control structure CS3.
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Figure 4.29: Period-doubling route from smooth oscillations to chaos for the re-

action system operated with control structure CS3.
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4.4 Summary: Nonlinear behavior of integrated systems

with one recycle

The numerical investigations of the acetic acid production plant’s reaction system have

revealed an astonishing wealth of interesting nonlinear phenomena exhibited by this inte-

grated system with exactly one recycle stream.

These phenomena include the existence of steady-state multiplicities in form of isolas

with and without coexisting isolated solution branches, and even encompass the occur-

rence of chaotic behavior for the control structure leaving the reactor volume variable.

This variety in the integrated system’s nonlinear characteristics is in line with the ana-

lytical results obtained for very simple reactor separator systems, as it could be shown

that even for simple binary systems featuring one recycle stream, the positive feedback

effect introduced by the material recycle may give rise to a large variability in the coupled

system’s behavior.

One especially interesting observation has shown how the coupled system’s behavior may

be interpreted as a combination of effects attributable to the individual systems’ behavior

on one hand, in particular due to the inhibitory reaction mechanism, and recycle effects

on the other hand.

However, no more than three coexisting steady states have been found for the various

control structures investigated within this chapter, although intuitively the combination of

multiplicities induced by recycle and reaction mechanism effects could have spurred the

expectation of more than only three coexisting steady states in the integrated system.

The following chapter will focus on the question whether additional recycles lead to even

more complex patterns of behavior than already observed for the system with just one

recycle.
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Chapter 5

Nonlinear Analysis III: Production

plant with nested recycles

The investigations in the preceding chapter have revealed the effects the introduction of

a single recycle stream may have on the behavior of an integrated system. The purpose

of the present chapter is to see whether additional, nested recycles with different time

constants bring along additional effects.

The sheer size of even a simplified system with at least two recycles and thus typically

at least three process units basically rules out the derivation of analytical results charac-

terizing the integrated system’s behavior. Therefore, like in Section 4.3, all investigations

within this chapter are restricted to numerical studies of the industrial production plant

with adiabatic flash operation.

The numerical analysis first focusses on the systems’ steady-state characteristics by means

of continuation studies. Dynamic simulation studies of the overall plant for the three con-

trol structures investigated throughout the thesis conclude the chapter.

5.1 Steady-state characteristics

5.1.1 System with recycles from first column closed

Figure 5.1 shows the steady states of the industrial case study operated with control struc-

ture CS1 and with the recycles from the first distillation column to the reaction system, in

particular the reactor, closed. To be more precise, it is the recycles of the heavy organic
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Figure 5.1: Steady states of the industrial case study operated with control struc-

ture CS1 and with the recycles from the first column to the reaction

system closed.

phase and the aqueous phase from the decanter atop the first column that are assumed to

be closed for the current studies.

As can be seen from comparisons with the corresponding simulation results for the iso-

lated reaction system depicted in Fig. 4.16, closing those two recycles does not make

much of a difference in terms of the integrated system’s steady-state characteristics. In-

deed, there are no qualitative differences, and even the quantitative differences are very

small.

To see whether the final overall system integration by means of closing the recycle from

the second column to the reactor alters this picture, the results of a continuation study of

the complete plant are studied next.

5.1.2 Overall plant

The steady-state characteristics of the entire production plant are captured in Fig. 5.2.

Again, just like in the case of closing the recycles from the first column, also closing

the final recycle from the second column, which completes the system integration of the

industrial production process, does not introduce any new features in terms of steady-state

characteristics. Instead, differences to the steady-state results of the reaction system (Fig.

4.16) are hardly identifiable and purely quantitative in nature, which means that also the

overall plant exhibits an isola of steady states and the isolated solution branch with high
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Figure 5.2: Steady states of the completely integrated industrial case study, i.e.

with all recycles closed, and operated with control structure CS1.

internal flowrates.

5.1.3 Summary

The simulation results of this section have shown that no new features in terms of the

integrated system’s behavior are introduced by the additional recycles when compared

to the characteristics of the isolated reaction system. The physical interpretation of this

result is straightforward: As the flowrates within the reaction system are by far larger than

all other flowrates in the entire plant, and in particular much larger than the downstream

recycles, it is the reaction system consisting of the reactor and the flash with liquid

recycle from the flash to the reactor, which completely dominates the overall system’s

behavior.

Two important remarks complement this analysis:

• To conclude that additional recycles do in general not involve the occurrence of

additional patterns of behavior would certainly be rushed, not to say wrong. Instead,

the ‘dominance of the reaction system’ has to be regarded as specific for the given

system.

• The ‘dominance of the reaction system’ should also hold for the other control struc-

tures. The steady-state characteristics of the complete plant operated with control
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structures CS2 and CS3 will therefore not be further studied within this thesis. In-

stead, concentration is next shifted to dynamic simulation studies of the overall

plant in the following section.

5.2 Dynamic simulation studies

So far, the focus of all foregoing investigations has mainly been on the nonlinear steady-

state characteristics of recycle systems. In contrast, this section aims at highlighting the

dynamic features of the entire industrial production plant with adiabatic flash operation

by means of dynamic simulation studies.

To this end, two particularly interesting scenarios are considered: (i) How do the three

different flow-control structures cope with a specific external disturbance, and (ii) how

suitable are the different control structures to perform load changes?

5.2.1 Feed disturbance

A typical disturbance in a chemical plant is a failure of some part of the utility system.

Here, it is assumed that after one hour of standard operation, the feed pre-heating system

suffers from some problem which leads to a 30 K step-decrease in feed temperature.

Independent of the specific control strategy, this type of disturbance leads to a drop in

energy supplied to the reactor, and thus results in an immediate decrease of the reac-

tor temperature. The further consequences of this disturbance, however, are very much

control structure-specific:

Control structure CS1:

In the case of control structure CS1 (dashed-dotted lines in Fig. 5.3), where the reac-

tor effluent stream (subfigure (a)) is manipulated in order to keep the reaction volume

(subfigure (d)) constant, the decrease in reactor temperature (subfigure (b)) causes the

reaction rate to decrease. Thus, less CO is consumed, resulting in an increase in xCO

and an additional decrease in temperature because of the self-inhibitory character of the

reaction mechanism. Due to the material and energy integration with the flash, this effect

is further amplified: The cold flash recycle increases as soon as the flash inlet temperature
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Figure 5.3: Transients of the complete plant following a step-decrease of 30 K

in methanol feed temperature for the three different control structures

CS1 (dashed-dotted lines), CS2 (solid lines), and CS3 (dashed lines).
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TR drops. This larger and colder recycle decreases the reactor temperature even further

and simultaneously increases the reactor effluent LR . It is therefore identified as the ori-

gin of the accumulation of flowrates in the coupled system. Moreoever, the decrease

in temperatures is accompanied with a decrease of the vapor stream leaving the reactor

(subfigure (c)) up to the point where it completely vanishes. From this point onwards the

reactor is purely liquid-phase.

The increased flash feed naturally also leads to a rise in the flash vapor stream (subfigure

(e)). As this flash vapor stream contains increasingly more unconverted reactants and less

product due to the drop of the reaction rate, eventually also the bottoms product stream

from column 2 (subfigure (f)), which is basically pure product acetic acid, collapses.

This dynamic behavior of the overall system is also reflected in its steady-state charac-

teristics: The bifurcation diagram LR(TF,MeOH) with the feed temperature TF,MeOH as

bifurcation parameter features an isola of steady states just as the bifurcation diagram

LR(xRh) in Fig. 5.2. The feed temperature disturbance of the original stable steady state

leads to a region outside the isola where no steady state exists at all, and thus leads to the

accumulation in the flowrates.

Control structure CS2:

In contrast to CS1, control stucture CS2 (with the reactor effluent stream fixed and the

distillate recycle stream from column 2 manipulated in order to keep the reaction volume

constant, solid lines in Fig. 5.3), turns out to be far superior in terms of rejecting the

given disturbance. This is because fixing the reactor effluent decouples the flash to some

degree from the reactor. In particular, the flash is only subject to a slight disturbance in

composition and temperature, as opposed to the large flowrate disturbance encountered

for CS1. As a consequence, a further amplification of the self-inhibitory character of the

reaction mechanism is prevented and the system can easily settle to a new steady state

close to its initial state before the disturbance.

Control structure CS3:

Just like for the other two control strategies, the drop in reactor temperature and reaction

rate leads to an increase in liquid flash recycle to the reactor also for control structure CS3

(dashed lines in Fig. 5.3). However, as the reaction volume is not controlled with CS3,
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and as all other reactor feeds as well as the reactor effluent stream are fixed, the increase

in flash recycle leads to an undesired accumulation of the reaction volume.

Thus, only control structure CS2 turns out to be capable of handling the given disturbance

without additional control.

5.2.2 Load changes

Load changes are performed whenever a changing market situation requires either an in-

crease or a decrease of a plant’s production rate. For the given acetic acid production

plant, the production rate is set within the reaction system. More precisely, as the reac-

tants are flow-controlled into the system, the respective set points determine the eventual

production rate. However, the operator has no direct handle to exactly set the desired

product flow rate.

It is important to note that the respective set point changes are disturbances to the sepa-

ration system that propagate both downstream and again upstream via the recycles. The

effects of both a 10% load increase and a 10% load decrease on the plant for the given

three control strategies are investigated in what follows (see Fig. 5.4).

Control structure CS1:

After one hour of standard operation, both reactant feed rates are increased by 10%. This

leads to an increase in reactant mole fractions and reaction rate, which in turn causes the

reactor temperature and the vapor flow rates to rise.

It is particularly interesting to observe the wrong-way behavior of the reactor effluent

stream: The step-increase in reactant feeds initially causes the reactor effluent stream to

rise accordingly. However, the higher reactor temperature leads to a higher evaporation

rate in the flash. Thus, the liquid flash recycle stream to the reactor decreases and finally

leads to a net decrease of the reactor effluent stream required to control the reaction vol-

ume to setpoint.

Overall, control structure CS1 can perform the desired positive load change and actually

reaches a new steady state that entails a bottoms product stream increase of nearly 10%,

although at the expense of a considerably higher reaction temperature.

However, a follow-up load decrease by 20% after 10 hours of operation, corresponding

to a 10% decrease with respect to the initial operating conditions, can not be handled by
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Figure 5.4: Load changes of ± 10 % for the three different control structures CS1

(dashed-dotted lines), CS2 (solid lines), and CS3 (dashed lines).
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control structure CS1. The reason is obvious: The decrease in reactant feeds leads to a

decrease in both reactant mole fractions and in reaction temperature. Thus, it has the same

effects as the negative feed temperature disturbance discussed in the previous example,

i.e., again an accumulation in liquid streams occurs, with the explanations of the behavior

from the previous subsection completely carrying through.

Control structure CS2:

Also in case of control structure CS2 the interpretation of the system’s behavior from

the previous example suffices to explain why this control strategy manages to effectively

perform both aspired load changes (+10% after 1h, -10% after 10h, and back to initial

conditions after 20h). In particular, it is again thanks to the partial decoupling of the

reactor and the flash that no undesired accumulation of any kind occurs.

Note that for CS2 it is possible to change the reactor flow rate according to the given

load change, which was not possible for CS1, where the reactor effluent stream was the

manipulated variable to control the reaction volume. Apart from initial overshoots in the

production rate, the system operated by means of control structure CS2 does approach the

desired new steady states in an extremely short amount of time and is subject only to very

small variations in reactor temperature (hardly visible in Fig. 5.4).

Control structure CS3:

As can be seen from Fig. 5.4, performing the load changes as described above for the

plant operated with control structure CS3 is not possible in a satisfactory way. Although

also for this control structure a setpoint change of the flow-controlled reactor effluent

stream corresponding to the desired load change is possible, the system’s transient is

characterized by huge strides in some states, most obviously in the reaction volume. And

although the aspired load change is approximately achieved within a couple of hours,

further actions would be required to stabilize the system near this new operating point.

Otherwise, it would slowly drift away again (within a time horizon not displayed in Fig.

5.4) due to the mechanisms explained for the previous example of a feed temperature

disturbance.

Thus, also CS3 is unacceptable in terms of performing load changes.
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5.3 Summary

The main results of the numerical simulations presented in this chapter are twofold:

On one hand, it has been shown that the acetic acid production plant’s reaction system

dominates the overall plant behavior to such an extent that the influence of downstream

recycles on the overall plant behavior is almost negligible.

On the other hand, dynamic simulation studies that investigate the overall plant’s response

to an external disturbance and its capability to perform load changes have revealed that

only control structure CS2 out of the three control structures extensively studied within

this thesis can effectively handle the given tasks. This is because control structure CS2

manages to avoid accumulation in internal recycle streams thanks to fixing the reactor

effluent stream, and also prevents accumulation of material in the reactor thanks to the

reactor level-control via the downstream recycle from the second distillation column.

Moreover, it is not only its dynamic responses to the above scenarios, but also its steady-

state characteristics with the lack of undesirable isolated solution brnaches which render

control structure CS2 most attractive for operating the given production plant. However,

one might argue that also control structure CS2 in combination with the adiabatic flash

still has some shortcomings, as its region with stable steady states is limited (though not

small), and because uniqueness of steady states could not be established.

Recalling the analytical results from Sections 4.1 and 4.2, it might therefore be interesting

to consider an alternative plantwide control structure for the acetic acid production

plant relying on control structure CS2 in combination with a flash with constant vapor

flowrate, as this was the most attractive combination in the case of an ideal binary system.

The final investigations in the following chapter will study exactly this type of system.
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Chapter 6

Alternative plantwide control structures

Employing an adiabatic flash has the great advantages that it is both cheap and easy to

operate, and it is therefore often used in practice. However, certain other types of flash

control may be advantageous in the context of plantwide control, as indicated by the

results for simple binary systems in Chapter 4.

For a system where the reactant is the light boiling component, the studies within this

thesis have revealed that an isothermal flash operation is not suitable in terms of stability

of the reactor-separator system’s steady states. In contrast, the control structure combining

flow-control of the reactor effluent stream with fixing the flash vapor flowrate has been

deemed attractive as it leads to an integrated system featuring a unique stable steady state

for the majority of practically interesting physical systems (see Sections 4.1.4 and 4.2.2).

The following investigations of this particular control structure applied to the acetic acid

production plant conclude the analysis of integrated chemical processes within this thesis.

6.1 Alternative control structure I

Figure 6.1 depicts the control structure for the industrial case study where the vapor

flowrate is controlled by means of manipulating the heat input to the flash drum. More-

over, the reactor effluent stream is flow-controlled, while the recycle stream is used to

control the reactor level, corresponding to what has so far been termed control structure

CS2. The steady-state characteristics of this system for variations in the reactor effluent

stream are captured in Fig. 6.2. It is most remarkable that the reactor-separator system

operated with this new control structure features up to five coexisting steady states in a
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Figure 6.1: Control structure CS2 with level-control via the recycle and fixed va-

por flow rate.

certain, yet small region of flow rate values. To better understand the origin of this dou-

ble hysteresis, it is again particularly helpful to consider the evolution of the integrated

system’s features from those of the isolated reactor by means of sequentially closing the
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Figure 6.2: Steady-state characteristics of the system depicted in Fig. 6.1. Up

to five steady states are feasible in a small region of the continuation

parameter (the reactor effluent stream LR).
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Figure 6.3: Evolution of the steady-state characteristics during a sequential clos-

ing of the flash recycle for the system from Fig. 6.1.

recycle from the flash to the reactor, as introduced in Section 4.3. This evolution is shown

in Fig. 6.3. Obviously, the stand-alone reactor exhibits the well-known hysteresis (Fig.

6.3 (a)) attributable to the inhibitory reaction mechanism, and the only difference to the

results obtained for a continuation in xRh is the region of single-phase steady states on

the high conversion branch of stationary solutions. The exact origin of this partial switch

from the two-phase to the one-phase regime is not further covered within this thesis and

should rather be the topic of future research.

Much more interesting in the given context is to observe how the second hysteresis devel-

ops while the recycle from the flash to the reactor is being closed (three steady states for

κ = 0, 7 , five steady states for κ = 0, 75 ). Thus, this small second hysteresis is clearly

caused by recycle effects, and this example shows that indeed a combination of reactor

and recycle effects may give rise to more than just the three coexisting steady states found

in all previous investigations within this thesis.

This remarkable result in terms of highly complex nonlinear behavior is, however, unde-

sired for a smooth operation of the plant over a wide range of operating conditions. A

more attractive plantwide control structure featuring a unique steady state for all values

of LR is introduced in the following section.
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6.2 Alternative control structure II

The control structure depicted in Fig. 6.4 with fixed vapor flowrate via manipulation of

the flash heating rate is also of the type referred to as control structure CS2 throughout

this thesis, i.e., the reactor effluent stream is flow-controlled and the reactor level is fixed.

However, in contrast to the control strategies presented so far, reactor level-control is now

achieved by means of an advanced ratio control scheme:

SP SP

SPL

FCO

SPMeOH

CO

MeOH

LC

FCFT

FCFT FC
FC

FRC LTLC

FT

Figure 6.4: Control structure CS2 with level-control via the feed and fixed vapor

flowrate. For simplicity, the two reactant feeds are drawn to be mixed

before entering the reactor. Obviously, they can as well be fed to the

reactor individually.

The overall feed flowrate is manipulated to control the reactor level to setpoint (SPL),

and in order to maintain the stoichiometry of the reactant feed conditions prevailing un-

der standard operating conditions, r = FCO

FMeOH
|soc , the individual feed flowrates are ad-

justed accordingly by means of the cascade ratio controller. To be more precise, the

master level-controller determines the setpoint (SPF ) for the slave flow-controller, which

in turns guarantees that the individual reactants are ratioed into the system according to

the standard stoichiometry (SPCO = r
1+r

SPF , SPMeOH = 1
1+r

SPF ).
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Figure 6.5: (a) Unique steady state of the system depicted in Fig. 6.4, with a

small region of instability between two Hopf points, and (b) transient

to temperature oscillations corresponding to a stable limit cycle after

a disturbance of the unstable focus between the two supercritical Hopf

points.

6.2.1 Steady-state characteristics of the reaction system

The steady-state characteristics of the reaction system with the given specific ratio control

scheme are shown in Fig. 6.5 (a). As can be seen, this system exhibits a unique steady

state for all values of the reactor effluent stream, and this steady state is stable except for

a tiny range of LR -values, for which the steady state is an unstable focus. Fig. 6.5 (b)

shows a transient of the system to a stable oscillation after a disturbance of the unstable

steady state, i.e., in a phase portrait, the unstable focus is surrounded by a stable limit

cycle.

Once again, a sequential closing of the recycle from the flash to the reactor proves most

illustrative for elucidating the integrated system’s behavior: Fig. 6.6 (a) shows the usual

hysteresis of the stand-alone reactor. It is worth noting that for the new control structure,

the isolated reactor is single-phase for small values of LR . This is because decreasing

reactor effluent flowrates require a reduction of the feed provided, such that more of the

supplied CO is consumed, resulting in a decrease of the boiling point temperature up to

the point where the vapor phase disappears.
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Figure 6.6: Evolution of the steady-state characteristics during a sequential clos-

ing of the flash recycle for the system from Fig. 6.4.

Fig. 6.6 (b) captures the system’s steady-state characteristics for almost completely closed

recycle (κ very close to 1). Clearly, the hysteresis is by far less pronounced compared to

the stand-alone reactor, and due to the effect of the recycle it has moved to the single-phase

regime. Eventually, once the recycle is completely closed (κ = 1, 0), the steady-state mul-

tiplicity disappears1.

More details concerning the exact nature of the evolution of the closed system’s char-

acteristics from those of the stand-alone reactor are of minor interest here. Instead, the

important conclusion from the above investigations is the finding that for the given con-

trol structure, the combination of effects attributable to the stand-alone reactor and to the

presence of the recycle yield an integrated system that is most advantageous in terms of

uniqueness and stability of operation. And this fact is by no means impaired by the ex-

istence of the tiny operating region featuring stable oscillations with comparatively small

amplitudes.

Moreover, in contrast to the original control structure CS2 with an adiabatic flash, i.e. the

most attractive control strategy for operating the acetic acid plant investigated within this

thesis so far, operation of the new control structure CS2 with fixed flash vapor flowrate is

not limited to a certain range of reactor effluent values (compare Figs. 4.23 and 6.5).

To further support the new control structure’s suitability in terms of plant operation, the

following section studies the response of the overall acetic acid production plant oper-

1I.e., the hysteresis point has a value of κ somewhere between 0,995 and 1.
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ated with the new control structure2 to the dynamic simulation scenarios first presented in

Section 5.2.

6.2.2 Dynamics of the overall plant

Dynamic simulation studies along the lines of the disturbance and load changes intro-

duced in the previous chapter reveal that the new control structure can easily handle both

of the two scenarios.
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Figure 6.7: Transient of the system from Fig. 6.4. after a 30 K step-decrease in

methanol feed temperature.

In Fig. 6.7, three representative states indicate the system’s smooth transient to a nearby

steady state after the 30 K step-decrease in methanol feed temperature.

Figure 6.8 shows the system’s dynamics while performing the prescribed ± 10 % load

changes. Note that for the given new control structure, these load changes are realized

by adjusting the setpoints for the reactor effluent stream and for the flash vapor stream

directly.

Like in the case of the ‘classical’ control structure CS2 with an adiabatic flash, these load

changes are readily accomplished.

However, there remain some differences: Most obviously, an initial wrong-way behavior

in the temperature dynamics of the new control structure can be observed. This is due to

2Here, in contrast to the ‘original’ control structure CS2, the distillate stream from column 2 is again

flow-controlled as indicated for the basecase in Fig. 2.1.
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Figure 6.8: Transients of the system from Fig. 6.4 while performing load changes

of ± 10 %.

the well-known effects of the dissolved CO on the boiling point temperature: Consider-

ing for example the initial +10 % load change, the reactor volume controller immediately

increases the feed streams accordingly, which leads to an initial increase in reactant mole

fractions in the reactor and inversely to the decrease of the reactor’s boiling point tem-

perature. Simultaneously, the reaction rate starts increasing due to the larger amount of

reactants, and thus the reactants start being consumed to a higher degree. This leads to the

decrease in xCO and results in the observed rise of the reactor temperature up to a new

steady state. Obviously, the explanation for the system’s inverse response in TR for the

other load changes is analogous.

The big advantage of the new control structure is the direct handle of the production rate

of the plant’s reaction system. However, this does not necessarily mean that also the

overall production rate, i.e. the bottoms stream from the second column, reaches exactly

the desired value. An accurate adjustment of the plant’s overall production rate would,
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indeed, require a modification of the second column’s control structure involving some

type of bottoms flow-control.

6.3 Summary

The analytical results derived in Chapter 4 for ideal binary model systems of reactor-

separator networks had suggested that an operation of the acetic acid plant based on a

combination of control structure CS2 and flow-control of the flash vapor flowrate should

be most advantageous in terms of uniqueness and stability of the plant’s stationary be-

havior. And indeed, the numerical studies of both the steady-state characteristics and the

dynamics of the industrial case study operated with this new control structure confirm this

recommendation.

In this context, the investigations within this chapter have shown the importance of an

appropriate realization of control structure CS2. To be more precise, it is not sufficient to

simply control the reactor volume somehow by means of one of the reactor feeds, but the

proper choice of a suitable feed stream is quintessential. A common rule of thumbs sug-

gests that the largest available stream acting directly and without delay should be used to

control liquid levels [73], and the results from this section confirm this recommendation,

as reactor level control by means of the larger reactant feed stream has been shown to be

superior in comparison to reactor level control via the smaller recycle stream.

The new plantwide control structure proposed in this chapter involves the control of the

vapor flowrate via manipulation of the flash heating rate, and an advanced ratio control

scheme to maintain the reactor level at its setpoint. Obviously, such a control config-

uration requires both additional equipment and energy supply, and is thus more expen-

sive compared to the ‘original’ control structure CS2 currently used to operate the plant.

Therefore, if it is clear in advance that the production plant is to be operated only near

the standard operating point and that no large load changes are to be expected, then the

‘original’ control structure CS2 may actually be sufficient and economically favorable.

However, as soon as situations are conceivable which require plant operations further

apart from the standard operating conditions, the ‘original’ control structure CS2 is likely

to run into problems.

In such cases, it should be most appropriate to operate the production plant on basis of

the new control structure derived and presented within this thesis.
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Chapter 7

Conclusions

Research devoted to finding a suitable plantwide control structure for an integrated chemi-

cal production process involving material and energy recycles has witnessed a tremendous

increase in attention from the process control community during the last decade. This

is primarily to be attributed to the paramount importance a plantwide control structure

has for the safe, reliable, and economically favorable operation of large-scale production

plants.

For the control engineer confronted with the problem of deriving an efficient control strat-

egy for an entire plant, this task poses a formidable creative challenge. This has been cap-

tured exceptionally well by S. Skogestad, one of the leading experts in the field of process

control, when he remarks that “. . . since the issue of finding good controlled variables

is a structural problem, then we often find that a good control structure obtained for a

particular case, also works well on another similar process case with different parameter

values. Thus, if we can actually find a self-optimizing structure for a process, then it is

almost like an invention which may probably be patented.” [75]

The particular case study extensively investigated within this thesis is the Monsanto pro-

cess for the production of acetic acid via methanol carbonylation. This process may be re-

garded as prototypical for the general class of processes involving an evaporatively cooled

reactor and a separation system with a large number of nested recycles to the reactor.

By means of a systematic study, a suitable plantwide control structure for the given indus-

trial case study has been derived, and the way to come up with this new control strategy

has been a clearly structured investigation of the nonlinear dynamics that characterize

the given production process:

Focussing first on the behavior of the stand-alone synthesis reactor as the core of the
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overall process, a new source for the occurrence of multiple steady states in two-phase

reactors operated under boiling conditions has been found. Thanks to an abstraction from

the specifics of the methanol carbonylation reaction, it has been possible to show that the

self-inhibition of the reaction mechanism is the general origin of potential steady-state

multiplicities in all systems where an increase in the amount of light-boiling reactant re-

duces the reaction rate because of its decreasing effect on the reaction temperature.

The next step towards an understanding of the overall plant dynamics has been the study

of the nonlinear behavior exhibited by reactor-separator systems involving a single re-

cycle. Again, the recourse to simple model systems lending themselves to an analytical

investigation has been particularly helpful to elucidate some general features typical for

integrated systems. Most notably, the enormous influence the choice of a specific con-

trol structure has on the plant dynamics has been demonstrated, and it has been shown

how the presence of recycles may cause the occurrence of steady-state multiplicities or

limit cycles in the integrated plant even though the individual units are all characterized

by uniqueness and stability of their respective stationary behavior. Moreover, it could be

shown by means of numerical simulation studies of the industrial production process that

the combination of stand-alone unit and recycle effects may give rise to very complex

nonlinear behavior like the presence of up to five coexisting steady states, the existence of

isolas of steady states, or the occurrence of relaxation oscillations and even deterministic

chaos in the integrated system.

Further numerical studies of the overall plant with its nested recycles have revealed

that the behavior of the Monsanto process is completely dominated by the behavior of

its reaction system. Thus, it has been possible to conceive a suitable plantwide control

structure for the acetic acid production plant on the basis of the analytical results obtained

for simple model systems with just one recycle.

This result also supports the assertion that the use of appropriate simple model systems

is most helpful for establishing insight into fundamental patterns of behavior of more

complex systems.

The methods for investigating an integrated plant’s behavior employed within this thesis

in addition to standard dynamic simulations are basically the tools offered by bifurcation

theory. Here, a word of caution seems appropriate: Without any doubt, it is a formidable

task to investigate a large system’s behavior in terms of all relevant operating parameters

by means of bifurcation studies, as complexity increases drastically with increasing di-

mension of the parameter space. Nevertheless, the studies within this thesis should give

valuable hints at what might in general be expected in terms of an integrated plant’s non-
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linear characteristics, and should thus be of great help for the design of control strategies.

The criterium determining a control structure’s suitability for overall plant operation

within this thesis has been the stability and uniqueness of the integrated system’s steady

states, and thus the prospect of safe and reliable operation over a wide range of operating

conditions. In addition, sensitivity to disturbances and load changes has been checked

exemplarily by means of dynamic simulation studies.

Future work should also take into account the economic aspects of plant operation. Con-

versely, approaches that so far focus on conceiving plantwide control structures that min-

imize operating costs or maximize profit by some type of (typically linear) optimization

procedure should also consider the effects of nonlinearities as investigated within this the-

sis.

In the end, it is to be expected that any plantwide control structure will eventually have

to compromise between optimizing steady-state economics and dynamic controllability

issues.
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Appendix A

Modeling details and parameter values

This appendix supplies additional information related to the numerical simulation stud-

ies, which were not included in the main part of the text. In particular, details of the

reaction mechanism and all physical property correlations along with the corresponding

parameters required to reproduce all simulation results are summarized.

A.1 Kinetics of the methanol carbonylation reaction

In one of the most recent studies related to the methanol carbonylation reaction, a group of

researchers from Sheffield [49] present details of the rhodium based reaction mechanism

as depicted in Fig. A.1 It is made up of six separate stoichiometric reactions:

CH3OH + HI
Keq

1� CH3I + H2O

CH3I + [Rh+1(CO)2I2]
−1 k2→ [CH3Rh+3(CO)2I3]

−1

[CH3Rh+3(CO)2I3]
−1

Keq
3� [(CH3CO)Rh+3(CO)I3]

−1

[(CH3CO)Rh+3(CO)I3]
−1 + CO

Keq
4� [(CH3CO)Rh+3(CO)2I3]

−1

[(CH3CO)Rh+3(CO)2I3]
−1

Keq
5� [Rh+1(CO)2I2]

−1 + CH3COI

CH3COI + H2O
Keq

6� CH3COOH + HI
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Figure A.1: The cycle of the rhodium-catalysed reaction mechanism

These reactions link to form the cycle that results in the brutto reaction

CH3OH + CO −→ CH3COOH, ΔhR,0 = −138, 6 kJ/mol . (A.1)

In compliance with former studies [27, 69], the oxidative addition of MeI to

[Rh+1(CO)2I2]
−1 is identified as the rate-determinig step. Therefore, the reaction is ap-

proximately first order with respect to both the promotor MeI and the catalyst Rh . Based

on the asssumption that the reaction equilibrium constants Keq
3 , Keq

6 >> 1 and that the

associated reactions are very fast, and supposing that all reactions except for the rate-

determining step are in equilibrium, a detailed analysis reveals that the above mechanism

is of shifting order in the reactant MeOH . This is in line with the general fact that even

reactions that are of zeroth order in the reactants over a wide range of reactant concen-

trations show a first order dependence on the reactants in the limit of very small reactant

concentrations ci < c∗i [42]. It also corresponds to the findings in [27], where the reaction

rate is discerned as independent of the educt MeOH for cMeOH > c∗MeOH = 0.5 mol/l.

Such a shifting order mechanism in a reactant i may be described by means of the ex-

pression K∗
i ci

1+K∗
i ci

, which is formally of Langmuir-Hinshelwood type (see also Fig. A.2), al-

though the kinetic constant K∗
i in this case obviously is no adsorption constant as in clas-

sical Langmuir-Hinshelwood kinetics but instead a lumped parameter that follows from

the above reaction equilibrium assumptions and accounts for the shift in reaction order.
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1

c∗
i

ci

K ∗
i ci

1+K ∗
i ci

Figure A.2: Shifting-order reaction

mechanism: approximately first or-

der for ci < c∗i and zeroth order for

ci > c∗i .

In case of MeOH , the specific value of

c∗MeOH = 0.5 corresponds to a kinetic con-

stant of approximately K∗
MeOH ≈ 50 .

Moreover, the reaction rate is identified

to be independent of CO for CO partial

pressures above 2 bar. At standard operat-

ing conditions of about 30 bar, plant data

reveal a K-value relating the vapor mole

fraction of CO to the liquid mole frac-

tion of the dissolved CO of about KCO =

yCO/xCO ≈ 200 . Thereby, a partial pres-

sure of CO of about 2 bar corresponds to

a CO-concentration of about c∗CO = 0.007

mol/l, below which the reaction rate does

depend on CO and is of first order in cCO . The corresponding kinetic constant is

K∗
CO ≈ 1000 .

Taking the values of the reaction rate constant and the activation energy from the plant

operator’s manual [5] (which are very similar to those in [27]), the rate law of the reaction

mechanism is given as

r0 = k0e
−E

IR

(
1

TR

− 1

Tref

)
c1.05
MeI · c0.99

Rh · K∗
MeOH · cMeOH

1 + K∗
MeOH · cMeOH

· K∗
CO · cCO

1 + K∗
CO · cCO

= 0.4986 · e
−7830

(
1

TR

− 1

443

)
c1.05
MeI · c0.99

Rh · 50 · cMeOH

1 + 50 · cMeOH

· 1000 · cCO

1 + 1000 · cCO

.

Hjortkjaer etal. [27] do note that extrapolations of this rate expression “may be very

hazardeous because a possible shift in mechanism or rate-determining step will lead to

another dependence on temperature and concentrations”. In addition, the values of the

kinetic constants K∗
MeOH and K∗

CO are obviously rather crude estimates of the real con-

ditions.

Nevertheless, they enable the description of the complex shifting-order reaction mech-

anism. And moreover, as explained in Section 2.5, at least under standard operating

conditions the reactor model based on this rate law shows good agreement with real plant

data.
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A.2 Physical property correlations, parameter values,

and operating data

In this part of the appendix, all the physical property correlations along with the respective

parameters as required for the acetic acid plant model and the simple model systems are

compiled.

In order to keep the presentation compact, details concerning the origin of the various

volumetric and calorimetric correlations, their range of validity or interpretations of the

parameters’ physical meanings are not given here, as such information can easily be found

in standard references like [64].

A.2.1 Acetic acid system

The parameters for the components water, methanol, acetic acid, and methyl iodide are

all from the Dortmund Data Base Detherm ([15], see Table A.1), except for the Uniquac

parameters employed for modeling the ternary liquid-liquid equilibrium between water,

acetic acid, and methyl iodide in the decanter. The respective parameters Aij required in

this context have been identified based on measurements of the miscibility gap given in

[30].

Moreover, the supercritical reactant CO requires specific treatment as described below.

• Saturation pressures according to Antoine:

pi,S[Pa] = 133, 2895 · 10

(
Ai − Bi

ϑ[◦C] + Ci

)
, (A.2)

with ϑ[◦C] = T [K] − 273, 15 K .

• Molar volume liquid phase according to Cavett:

v ′
i

[
m3

kmol

]
= ξ ′

i (5, 7 + 3 Tr,i) (A.3)

with ξ ′
i =

v ′
0.i

5, 7 + 3 Tr,0,i

, Tr,i =
T

Tcrit,i

, Tr,0,i =
T0

Tcrit,i

, T0 = 298, 15 K .
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Parameter Water Methanol Acetic Acid Methyl Iodide

General:

Tcrit,i [K] 647, 3 512,6 594,4 528,0

pcrit,i [Pa] 220, 483 · 105 80, 9587 · 105 57, 8566 · 105 65, 8613 · 105

v′
0,i [m

3/kmol] 0,0180742 0,0407323 0,0575357 0,0626694

Antoine:

Ai 8,07131 8,08097 7,55960 6,98803

Bi 1730,630 1582,271 1644,048 1146,34

Ci 233,426 239,726 233,524 236,674

Enthalpies:

h0,i [kJ/kmol] -241951 -201137 -434925 -233997

hA,i [(◦C)−1] 7,8580 9,8460 15,060 9,9430

hB,i [(◦C)−2] 0,001378 0,01056 0,01925 0,009124

hC,i [(◦C)−3] -0,1884·10−7 -0,2391 ·10−7 -0,7108 ·10−7 -0,251 ·10−7

Watson:

ΔhV,SN,i [kJ/kmol] 40660 35280 23693 26960

TSN,i [K] 373,15 337,85 391,05 315,55

UNIQUAC:

ri [-] 0,9200 1,4311 2,2024 2,1654

qi [-] 1,4000 1,4320 2,0720 1,8400

Table A.1: Pure component parameters

• Molar volume vapor phase v ′′
i

[
m3

kmol

]
and v ′′

[
m3

kmol

]
implicitly from Redlich-

Kwong (with p, pi,S [Pa] ):

p =
IRT

v ′′ − B
− A

v ′′(v ′′ + B) · √T
(A.4)

pi,S =
IRT

v ′′
i − bi

− ai

v ′′
i (v ′′

i + bi) ·
√

T
(A.5)

with

ai = Ωa · IR2 · T 2,5
crit,i

pcrit,i

, bi = Ωb · IR · Tcrit,i

pcrit,i

, A =

(
NC∑
i=1

yi · √ai

)2

,

B =
NC∑
i=1

yi · bi , Ωa = 0, 42748 , Ωb = 0, 08664 , IR = 8, 3145

[
kJ

kmolK

]
.
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� H2O MeOH HAc MeI

H2O 0 631,7369 504,4811 0

MeOH -378,4130 0 -127,8987 45,2061

HAc -501,8032 -142,4038 0 37,2990

MeI 0 1238,3729 472,1011 0

Parameters Aij for the VLE.

� H2O HAc MeI

H2O 0 -23084,0 4286,0

HAc 146,0 0 1390,0

MeI 6671,0 -20815,0 0

Parameters Aij for the LLE.

Table A.2: UNIQUAC Parameters for the four-component vapor-liquid equilib-

rium (VLE) and for the three-component liquid-liquid equilibrium

(LLE).

• Activity coefficients according to UNIQUAC:

γi = exp
{

ln
ψi

xi

+
z

2
qi ln

ϑi

ψi

+ li − ψi

xi

NC∑
j=1

xjlj

+qi

⎡
⎢⎢⎢⎣1 − ln

(
NC∑
j=1

ϑj τji

)
−

NC∑
j=1

ϑj τij

NC∑
k=1

ϑk τkj

⎤
⎥⎥⎥⎦
}

with

z = 10 , li =
z

2
(ri − qi) − (ri − 1) , ψi =

xi ri

NC∑
j=1

xj rj

ϑi =
xi qi

NC∑
j=1

xj qj

, τji = exp

[−Aij

IR T

]

The adjustable parameters Aij are given in Table A.2. As already mentioned, the

parameters for the vapor-liquid equilibrium are from [15], while those for describ-
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ing the liquid-liquid equilibrium in the decanter have been obtained by means of

a parameter identification on the basis of data from [30], using least-squares opti-

mization algorithms in MATLAB [81].

Due to a lack of data, the UNIQUAC parameters for the vapor-liquid equilibrium

of the binary pair water – methyl iodide have been set to zero, which corresponds

to the assumption of ideal mixing with respect to these two components.

• Molar enthalpies of vaporization according to WATSON:

Δhi,V

[
kJ

kmol

]
= Δhi,V,SN

(
1 − Tr,i

1 − Tr,i,SN

)0,38

, Tr,i,SN =
Ti,SN

Tcrit,i

(A.6)

• Molar enthalpies:

h ′′
i

[
kJ

kmol

]
= h0,i +

[
hA,i(ϑ − ϑ0) + hB,i(ϑ

2 − ϑ2
0) + hC,i(ϑ

3 − ϑ3
0)
] · ζ ,

ζ = 4, 186

[
kJ

kmol

]
, ϑ0 = 25◦C (A.7)

h ′
i

[
kJ

kmol

]
= h ′′

i − Δhi,V (A.8)

Due to a lack of data it is assumed that the molar enthalpy of CO in both phases is

given by its standard energy of formation, i.e., h ′
CO = h ′′

CO = h0,CO .

• Fugacity coefficients according to Redlich-Kwong:

ϕ ′′
0,i,S = exp

{
ln

v ′′
0,i

v ′′
0,i − bi

+
bi

v ′′
0,i − bi

− ln
pi,Sv ′′

0,i

IRT

− ai

IRT 1,5 · bi

·
(

ln
v ′′

0,i + bi

v ′′
0,i

− bi

v ′′
0,i + bi

)}
(A.9)

ϕ ′′
i = exp

{
ln

v ′′

v ′′ − B
+

bi

v ′′ − B
− ln

p · v ′′

IRT

+
A · bi

IRT 1,5 · B2
·
(

ln
v ′′ + B

v ′′ − B

v ′′ + B

)

− 2 ·

NC∑
j=1

yj a∗
i,j

IRT 1,5 · B · ln v ′′ + B

v ′′

⎫⎪⎪⎪⎬
⎪⎪⎪⎭ (A.10)

with a∗
i,j =

√
ai · aj .
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• Throughout, it is assumed that the pure component molar quantities coincide with

the respective partial molar quantities, σ̄i = σi . Thus, the mixture quantities σ are

given by

σ =
NC∑
i=1

xi σi , σ ∈ {v ′, h ′, h ′′} . (A.11)

In the computation of v ′ , the contribution of the two components CO and rhodium

catalyst has been neglected as they both are very small, and also the contribution of

rhodium to the liquid phase enthalpy h′ is not considered.

Physical properties of CO

As already mentioned above, the reactant CO with a critical pressure of pCO,crit = 35 bar

and a critical temperature of TCO,crit = 132, 9 K is supercritical under standard operating

log pi,cri t

1
Ti,cri t

log pi,S [bar]

1
T [ 1

K ]

Figure A.3: Vapor pressure of com-

ponent i ; linear extrapolation to the

hypothetical state beyond the criti-

cal point denoted by dashed lines.

conditions. For the description of a super-

critical component’s gas solubility, Praus-

nitz suggests the concept of ideal gas solu-

bility [59], with the vapor pressure of the

gaseous solute at conditions beyond the

component’s critical point following from

an extrapolation on a linear plot of log pi,S

vs. 1
T

(see Fig. A.3). The ideal gas solu-

bility neglects all gas-phase nonidealities,

the Poynting correction and any nonideali-

ties due to solute-solvent interactions. It is

therefore independent of the nature of the

solvent and corresponds to Raoult’s law, for CO

yCO p = xCO pCO,S . (A.12)

According to [59], this model usually gives correct order-of-magnitude results provided

the partial pressure of the gas is not large and provided the solution temperature is well

below the critical temperature of the solvent and not too excessively above the critical

temperature of the gaseous solute.

Below the critical point, the vapor pressure of CO is calculated according to a correlation

given in [64],

pCO,S = pc · e

(
1

1 − x

(
ax + bx1,5 + cx3 + dx6

))
, (A.13)
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with x = 1 − T
TCO,crit

and a = −6, 20798, b = 1, 27885, c = −1, 34533, d = −2, 56842

for CO . Note that this saturation pressure under supercritical conditions may also be

interpreted as the component’s Henry coefficient, pCO,S = HCO .

The only other pure CO property used within the models in the main part of this thesis

is the standard enthalpy of formation h0,CO = −110590 kJ/kmol. It is assumed that the

enthalpy of CO for all temperatures and pressures is given by this standard enthalpy of

formation and deviations from it are neglected.

All other physical properties of CO like activity or fugacity coefficients are not calculated

and set equal one instead (γCO = 1, ϕ′′
CO = 1, . . .), corresponding to the assumption of

ideal behavior of CO .

A.2.2 Model Systems

Parameter values for simulation studies in Section 2.6.1 (Figs. 2.7 and 2.8):

Operating parameters Physical properties

nR 100 mol TSN,A 300.0 K

nfl 20.0 mol TSN,B 420.0 K

p 1.013 bar ΔhV,A 25080 J/mol

F 1.84 mol/s ΔhV,B 35080 J/mol

xA,F 1.0 cP 209.836 J/(K mol)

TR 320.0 K k0 1.0e+05 1/s

EA 40000 J/mol

In addition, the following operating parameters have been chosen:

• For Fig. 2.7: Qfl = 4.373 · 104 W for system S1,

and Qfl = 2.58 · 105 W for system S2.

• For Fig. 2.8(a): F = 1.84 mol/s and Qfl = 1.25 · 105 W .

• For Fig. 2.8(b): LR = 5.0 mol/s and Qfl = 1.25 · 105 W .

131



Parameter values for simulation studies in Section 4.1:

For Fig. 4.7:

Operating parameters Physical properties

nR 100 mol TSN,A 300.0 K

nfl 20.0 mol TSN,B 400.0 K

p 1.013 bar cP 209.836 J/(K mol)

xA,F 1.0 EA 40000 J/mol

TR 320.0 K

Qfl 2.5 · 105 W

F 1.0 mol/s

In addition, the following operating parameters have been chosen:

• For Fig. 4.7(a): ΔhV,A = 25080 J/mol, ΔhV,B = 100000 J/mol, and k0 = 1.0 · 105 .

• For Fig. 4.7(b): ΔhV,A = 100000 J/mol, ΔhV,B = 25080 J/mol, and k0 = 5.0 · 105 .

For Fig. 4.8:

Operating parameters Physical properties

LR 21.53 mol/s TSN,A 300.0 K

nfl 20.0 mol TSN,B 400.0 K

p 1.013 bar cP 209.836 J/(K mol)

xA,F 1.0 EA 40000 J/mol

TR 320.0 K k0 1.0 · 106

Qfl 1.4 · 106 W

• For Fig. 4.8(a): ΔhV,A = 85900 J/mol, ΔhV,B = 65000 J/mol .

• For Fig. 4.8(b): ΔhV,A = 65000 J/mol, ΔhV,B = 85900 J/mol .
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Appendix B

Mathematical supplements

B.1 Some facts on the stability of dynamical systems

This section briefly summarizes some basic results concerning the stability of dynamical

systems, and introduces the notion of static stability. The concept of static stability is

frequently used in engineering applications and throughout this thesis, as it enables a very

intuitive interpretation of a system’s stability features based on steady-state arguments

only. However, in spite of its frequent use, a general derivation is hardly found in litera-

ture. Instead, usually examples form the basis for the derivation of problem-specific static

stability conditions, like for the classical first order exothermic reaction in a CSTR (see

also Chapter 3 and e.g. [84]).

In what follows, the static stability condition is derived for general first order systems, the

condition for static stability of second order systems is presented, and the link between

the static stability condition and the potential for real bifurcations in nonlinear systems is

commented on.

B.1.1 First order systems and the concept of static stability

Consider the general nonlinear first order dynamical system

ẋ = f(x) , x ∈ IR, f : IR → IR , (B.1)

and suppose f is continuously differentiable. The steady states xS,j of (B.1) follow from

f(xS,j) = 0 . Fig. B.1 helps to illustrate the concept of static stability for the given

133



xS,1 xS,2 xS,3
x

f (x)

� f
�x

Figure B.1: Illustration of the concept of static stability for the scalar system ẋ =

f(x) : The steady state xS,2 is statically unstable, as a small Δx > 0

implies Δf > 0 . In contrast, both xS,1 and xS,3 are statically stable,

as they comply with the general static stability condition (B.2).

scalar system. Interpreting the right hand side f of the differential equation as the driving

force acting on the dynamic state x , then the concept of static stability is based on the

idea, that for an equilibrium xS,j to be statically stable, f must act as a restoring force

that counteracts any small deviation Δx := x − xS,j from that steady state. In other

words, for a steady state xS,j to be statically stable, it must hold that the restoring force

Δf := f(xS,j + Δx)− f(xS,j) must ‘drive x back to the equilibrium’, which is fulfilled

for Δf < 0 in case of Δx > 0 , and for Δf > 0 in case of Δx < 0 . This can be

summarized to the static stability condition

Δf

Δx
< 0 , (B.2)

which is the well-known so-called slope condition. Note that in case of a scalar system,

static stability of an equilibrium coincides with the rigorous dynamic stability that de-

termines an equilibrium as locally asymptotically stable if and only if its eigenvalue is

negative, λ := ∂f
∂x
|f=0 < 0 .

B.1.2 Static vs. dynamic stability and local bifurcations of second

order systems

Consider the general second order dynamical system

ẋ1 = f1(x1, x2) , (B.3)

ẋ2 = f2(x1, x2) . (B.4)
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A steady state of this system is locally asymptotically stable if and only if both eigenvalues

of the Jacobian J , evaluated at the equilibrium, have negative real parts, or, in a different

notation, if and only if

det(J) > 0 and (B.5)

tr(J) < 0 . (B.6)

Here, both conditions together mark the dynamic stability of the sytem (B.3, B.4), while

the first condition (B.5) alone is often referred to as the static stability condition, indi-

cating that from a steady-state perspective there is a restoring force counteracting any

deviation from equilibrium.

It is important to bear in mind that static stability is only necessary, but not sufficient for

rigorous asymptotic stability of a second order system. In fact, a statically stable equilib-

rium may still be dynamically unstable if tr(J) > 0 :

E.g., suppose a branch of statically stable steady-state solutions with det(J) > 0 has lost

its dynamic stability as parameter variations have caused a pair of complex eigenvalues

to cross the imaginary axis, such that 0 < tr(J) <
√

4det(J) . In this case, the stati-

cally stable but dynamically unstable fixed point is an unstable focus, and the outspiraling

trajectories caused by a disturbance of the unstable steady state may converge to a stable

limit cycle (see also Fig. B.2). In the case of the afore-mentioned CSTR example, such a

situation would correspond to the occurrence of phase-shifted oscillations in temperature

and concentration (see, e.g. [20]). Note, moreover, that the stability of the limit cycle is

not guaranteed, but has to be established by means of more advanced tools from nonlinear

dynamics (see, e.g., [25]).

On the other hand, it holds that static instability implies dynamic instability, and obviously

dynamic stability implies static stability.

Finally, it is worth noting that the static stability condition is closely linked to the potential

for real, i.e. static bifurcations of equilibria in nonlinear systems. In fact, the boundary

between static stability and instability given by det(J) = 0 exactly marks the necessary,

but not sufficient condition for a real bifurcation.

Figure B.2 summarizes the topological behavior of general linear and nonlinear systems

‘near their equilibria’ in terms of the trace and the determinant of the systems’ Jaco-

bians. Note that in case of nonlinear systems, all phase portraits are valid only locally

in a sufficiently small neighborhood of the steady states. Accordingly, also the indicated

bifurcations are only local bifurcations, i.e. bifurcations occurring in the neighborhood of

a fixed point [92].
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B.1.3 Stability of linear third order sytems

In general, the stability of fixed points in dynamical systems of order n ≥ 3 may be

determined relying on the Routh-Hurwitz criterion (see e.g. [93]).

In case of a third order dynamical system for which the characteristic equation of its

linearization around an equilibrium is given by

q(s) = a3s
3 + a2s

2 + a1s + a0 = 0 , (B.7)

it holds that the equilibrium is asymptotically stable if and only if the inequalities

a0 > 0 , a2 > 0 , a3 > 0 , a1a2 − a0a3 > 0 (B.8)

are fulfilled [93].

B.2 Uniqueness of the steady state for the system from

Section 4.1.2

To understand the relevance of this section, it has to be noted that stability of all potential

steady-state solutions alone is not sufficient to guarantee uniqueness, as there could, e.g.,

exist unstable limit cycles separating multiple stable steady-state solutions. However, it

is shown here that for a second order system with bounded solutions, tr(J) < 0 and

det(J) > 0 are indeed sufficient for stability and uniqueness.

To establish this result, the well-known Bendixson criterion (see [35]) is required. Con-

sider the dynamical second order system ẋ = f(x) ,

ẋ1 = f1(x1, x2) , (B.9)

ẋ2 = f2(x1, x2) , (B.10)

where f(x) is continuously differentiable on a simply connected and compact region D.

Bendixson criterion: If, on a simply connected region D of the phase plane, the expres-

sion ∂f1

∂x1
+ ∂f2

∂x2
is not identically zero and does not change sign, then the second order

system (B.9), (B.10) has no periodic orbits lying entirely in D. �

For a proof, see e.g. [35].

Based on this result, the following Lemma can be established:
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Lemma: Consider the second order system (B.9), (B.10), and suppose its solutions are

bounded. Then it holds that this system exhibits a unique and stable steady state if

tr(J) < 0 and det(J) > 0 , where J is the Jacobian matrix of the system. �

Proof: From tr(J) < 0 and det(J) > 0 it follows that each steady state of the second

order system is exponentially stable. This implies that the system exhibits no heteroclinic

or homoclinic orbits. Moreover, from tr(J) < 0 and Bendixson’s criterion, it follows that

the system exhibits no periodic orbits. Therefore, any bounded trajectory of the system

must tend towards the only remaining possible limit set, which is a stable steady state. �

In other words: There are no thresholds that might separate the regions of attraction of

two or more stable steady states. As it is topologically impossible that two or more stable

steady states do coexist without such thresholds, and as any bounded solution in IR2 must

eventually approach a limit set, there can be only one unique and stable steady state.

This Lemma is sufficient to show that the binary system as given in Section 4.1.2 with

ΔhV,A < ΔhV,B and TR > Tfl has a unique and stable steady state. Both tr(J) < 0

and det(J) > 0 are already established, and it is straightforward to show boundedness

of solutions. In this regard, bear in mind that thermodynamic consistency requires that

at steady state xA,R = 0 implies xA,fl = 0 (and also yA,fl = 0 ), and vice versa, corre-

sponding to infinitely fast reaction. Equivalently, xA,R = 1 implies xA,fl = 1 (and also

yA,fl = 1 ), and vice versa, corresponding to no reaction. Then it is easily shown that for

F > Fmin , the set S = {(xA,R, xA,fl) | 0 ≤ xA,R ≤ 1, 0 ≤ xA,fl ≤ 1} is positively

invariant, as dxA,R

dt
|xA,R=0 > 0,

dxA,R

dt
|xA,R=1 < 0,

dxA,fl

dt
|xA,fl=0 > 0,

dxA,fl

dt
|xA,fl=0 = 0 .

Therefore, no solution can leave the unit square of feasible solutions, i.e., any solution is

bounded.

B.3 Stability of individual process units

The isothermal stand-alone reactor from Section 4.1, described by equations (4.1) and

(4.2), has a steady state for F + Lfl − LR = 0 only. In this case, the eigenvalue of the

governing scalar linear differential equation (4.2) is guaranteed to be negative, i.e., the

given isolated reactor is always stable.

A binary (p,T)-flash with constant holdup as treated in Section 4.1.1 is a purely static

system and therefore cannot be unstable.
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As explained in [95], the stability of a constantly heated binary flash follows from the

sign of the element J22 of the Jacobian (4.34). Inserting dVfl

dxA,fl
from (4.33) yields

J22 = − 1

nfl

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

(LR − Vfl)︸ ︷︷ ︸
>0

+ LRcp
xA,fl − yA,fl

ΔhV,fl︸ ︷︷ ︸
< 0

> 0

dTfl

dxA,fl︸ ︷︷ ︸
< 0 for A light

> 0 for A heavy︸ ︷︷ ︸
>0

+ Vfl
dyA,fl

dxA,fl︸ ︷︷ ︸
>0

(
1 +

xA,fl(ΔhV,A − ΔhV,B)

ΔhV,fl

− yA,fl(ΔhV,A − ΔhV,B)

ΔhV,fl

)
︸ ︷︷ ︸

:= g

⎞
⎟⎟⎟⎠ .

With ΔhV,fl = yA,flΔhV,A + (1 − yA,fl)ΔhV,B , it holds that

g =
ΔhV,fl + (xA,fl − yA,fl)(ΔhV,A − ΔhV,B)

ΔhV,fl

=
1

ΔhV,fl

((1 − xA,fl)ΔhV,B + xA,flΔhV,A) > 0 .

Thus,

J22 < 0 ,

which means that the stand-alone flash with Qfl fixed is always stable, independent of

the boiling sequence or specific values of ΔhV,A and ΔhV,B .

The binary flash with Vfl fixed is a special case of the systems treated in [16], where it is

shown that any nonideal multicomponent mixture on a single column stage with constant

molar overflow does possess a unique stable node for all sets of thermodynamically and

physically feasible parameters. In particular, this implies that a binary flash with fixed

vapor flowrate has a unique stable equilibrium, independent of the boiling sequence.
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