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Energy functionals for manifold-valued mappings
and their properties

Matthias Hein, Florian Steinke, and Bernhard Scholkopf

Abstract. This technical report is merely an extended version of the appendix of [8] with complete proofs,
which had to be omitted due to space restrictions. This technical report requires a basic knowledge of differential
geometry. However, apart from that requirement the technical report is self-contained.

1 Overview

In Section 2 we start with a review of material contained in [1] about the pull-back connection and present an
appropriate generalization of Green’s theorem. In Section 3 we provide a general principle how to define energies
for manifold-valued mappings, in particular we define the Eells energy which is the natural generalization of the
Thin-Plate Spline energy to manifold-valued mappings. A variational approach in Section 4 provides necessary
conditions for the minimizer of the Eells energy. Most importantly we can derive natural boundary conditions for
the Eells energy. After a discussion of basic properties of the harmonic and Eells energy in Section 5 we discuss
the extrinsic representation of the Eells energy and the boundary conditions given that the output manifold is an
isometric submanifold of a p-dimensional Euclidean space.

Notation: Throughout the article we will use the following notation. M is always the input manifold, N the
target manifold and ¢ : M — N is the mapping from input to target manifold. The dimensions of M and N
are m and n, and z and y are coordinates in M and N. Moreover we will use the abstract index notation, that is
the tensor type is indicated by the position of “abstract” indices. They should not be mixed up with the indices
for the components. A two-times covariant tensor h is written as hg;, and the coordinate representation would be
hay = hyy dxk ® dxy. In general, we use Greek letters for components («,3,y for components of M and p,v,p
for components in V) and Latin ones for abstract indices (a, b, ¢ for indices in M and r,s,t in N) indicating the
tensor character of the expression. We abbreviate the coordinate vector at p, % € T,M, as 0y,.

2 The pull-back connection, its curvature, and Green’s theorem

This section is a review of basic ingredients of connections and curvature of vector bundles. Except the extension
of the Green’s theorem the material can be found in [1].

Let M be a smooth, connected, orientable Riemannian manifold. Let V' be a smooth vector bundle over M of
finite rank with base projection 7 : V' — M. We denote by C' (V') the vector space of smooth sections of V, i.e. of
smooth maps o : M — V such that moo = 1,,. Let VV and W be two vector bundles over M, then we denote by

e VV* is the dual bundle of V,

o V @& W is the direct sum of V and W,

e IV ® W is the tensor product of V and W,

e PV the p-the tensor power of V,

e APV the p-the exterior power of V' (completely antisymmetric),
e OPV the p-the tensor power of V' (completely symmetric).

A very important concept for manifold-valued mappings is the pull-back bundle ¢~ W

Definition 1 If ¢ : M — N and W is a vector bundle over N, we denote by ¢~'W the pull-back bundle, whose
fibre over x € M is Wy, the fibre of W over ¢(x).



Next we define the Riemannian metric and the connection on vector bundles.

Definition 2 A Riemannian metric on a vector bundle V' is a section a in C(V* ® V*), which induces on each
fibre a positive definite inner product. Let o, p € C(V), then we use (o, p) := a(o, p).

Similar to the case of the tangent bundle one can introduce the musical isomorphisms to define maps V' — V* and
V* — V. One can also define a Riemannian metric on the pull-back bundle. Let ¢ : M — N and W be a vector
bundle over N with metric b. We can identify o, p € (¢~ W), with o, p € W4 () and thereby define (o, p),.

Definition 3 A linear connection on a vector bundle V over M is a bilinear map V on spaces of sections,
V:C(TM)x C(V)— C(V),
written V : (X,0) — Vxo, X € C(TM), o € C(V), such that for f € C(M) we have
o Vixo = fVxo,
e Vx(fo)=X(f) o+ fVxo.

Since V is linear in its first argument we also write in abstract index notation XaVani’ ’

bundle V.

Definition 4 Let V'V and W'V be connections on V and W.

Z‘i for a (s,r) vector

FRREE

1. The dual connection on V* is defined by

e C(V*), o0 e C(V); (Vx0)(o) =X(6(0)) — 6(Vxo0). (1)
2. The direct sum connection on V& W is defined as,

ceC(V),xe C(W); Vx(e® ) =YVxoaWVxa )

3. The tensor product connection on V. @ W is defined as,

ceC(V), e C(W); Vx(@@oN) =YVxo@A+o@VVxA (3)

The following definition of the pull-back connection is the central key to the definition of energy functionals for
manifold-valued mappings.

Definition 5 For a smooth map ¢ : M — N and a vector bundle W over N with connection V', we define the
pull-back or induced connection on ¢~'W as the connection V' on ¢~ W such that for eachx € M, X € T, M
and X € C(W), we have

Vi (0°X) = 6" (" Vagx)N)
where dp : Ty M — Ty N is the push-forward or differential of ¢ and p* X = Ao ¢ € C(¢~'W). In abstract
index notation

VaA(9(z)) = do), "V, A

d(a)

This definition which formally only applies to elements ¢*\ € ¢~ W derived from A\ € C(W) can be uniquely
extended to all elements of ¢~ 1 using the defining properties of a connection [1].

Definition 6 A Riemannian structure on a bundle V is a pair (V,a), where a is a Riemannian metric, V is a
connection and Va = 0, where Va is defined using the tensor product connection in Eq. (3).

The condition Va = 0 means that for all X € C(TM), o,w € C(V) we have
X (o,w) = (Vxo,w) + (0, Vxw),

i.e. the connection is compatible with the inner product. It is straightforward to check that if (V'V, a) and ("V'V, b)
are Riemannian structures on V' and W respectively, then the direct sum, the tensor product and the pull-back
-connection are again Riemannian structures.



Definition 7 The curvature tensor of a connection is the map R : C(TM) N C(TM) @ C(V) — C(V) defined
by

R(X,Y)o =VxVyo —VyVxo —Vxyjo=—-R(Y,X)o. “
Lemma 1 Let RY and R be the curvature tensors of V.and W. Then it holds,
e for V* (R(X,Y)0)(0) = —0(R(X,Y)o) forall XY € C(TM)and 0 € C(V*)and o € C(V),
o forVoWw, R(X,Y)oc @\ =RY(X,Y)o @ RV(X,Y)\ where A\ € C(W),
o for VoW, RX,Y)(c@)\) =R (X,Y)o@A+o® RV (X,Y))
o for ='W, Ry(X,Y)p(x) = R}, (d$(X), dd(Y))p(x) where p € C(¢~'W).

In the following we only consider connections derived from the Levi-Civita connections on tangent bundles
on M and N. In particular, for the smooth map ¢ : M — N we repeatedly consider on ¢~ TN the pull-back
connection V’ of the Levi-Civita connection on N.

Let the metric on M be g, the metric on N be h. Furthermore, let My7 and V'V be the Levi-Civita connections
for the tangent bundles of M and N. For a mixed tensor 7 € T*M ® ¢~ TN we apply the tensor product
connection by using MV for T* M and V' for ¢~ 'TN. By some abuse of notation we use the same symbol V’
for all tensor product connections on QFTM Q' T*M & ¢~ 1T N, and also refer to it as the pull-back connection
for all these bundles. The following recipe for a covariant derivative of the mixed tensor 7" can be generalized in a
straightforward manner.

VT =V (TH dx$ ® ;)
= (Tt ) deg © 0 + T (MVideg) @ 3] + T deg © (V4 ).
As an example consider the differential d¢y, : T, M — Ty N,
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With the Christoffel symbols Fga and N F’; , for the connections on M and N the coordinate expression of
Vi, doy is

o "
! T _ M Af m v M u ,
Vbd¢a - Vb Va(,b ® 8y“ + V(:¢ & Vb 8y“ (5)
92" O pr P 0P” N B a o
o [89558:30‘ o L'ga 2% OxP Iy, |dry, ®deg ® oy (6)

One can read off that V}d¢}, = Vfldqﬁg, because the Levi-Civita connections on M and N are symmetric implying
that M Fga =M FZ 5 and N F';p = NT . With this in mind, we can show a small lemma which will be useful later
on.

Lemma?2 Let¢: M — N and X,Y € C(TM), then we have

Vix (dp(Y)) = Vy (d(X)) = dé([X,Y]),

pv-

where [X,Y] is the Lie-bracket.
Proof: Itis
X Vi (dgpY®) — YOV (dgp X ) =dg(X* MV, Y — Y My, X)
+ X Y[Vydgy — Vodey)
=doo[X, Y],



where we have used in the first equality the definition of the pull-back connection for tensor product spaces and in
the second equality the definition of the Lie bracket together with V}d¢!, = V. d¢;. 0

In the following we will provide a generalization of Green’s theorem to the case of the pull-back connection.
This extension will be very helpful later on when we derive the variation of the Eells energy.

Lemma3 Let o € QPTM and \ € QPTIT M, then

/M (Vao,\) = /6M (N®o,\) — /M (o, traceg V),

where N is the covector associated to the normal vector at OM and the trace is taken with respect to the first two
indices of \. In abstract index notation

b b
/ gacog e -g rer Vao-bl.“bp )\co.“cp
M
_ aco bicy bpcpN A
- g g - g ao'bl...bp €o..-Cp
oM
b b
— / gaslgacog e .g pCp Oby...b, va)\co...cp-
M

Furthermore we have the following extension. Let T € C(@PTT*M @ ¢ 1TN) and S € C(RPT*M ¢ 'TN)
, then with V' being the pull-back connection, we have

/ (T,V'S) = / (T,N @ S) - / (trace, V'T, S),
M oM M

where N is the covector associated to the normal vector at OM and the trace is taken with respect to the first two
indices. In abstract index notation the expression can be written as,

aco ,bici b,c T ! Qs
/ g*Cg g hes T oo VaSiy b,
M

p

= / gac09b1c1 cee gprp hrs Tfo_..c NaSifl...b
oM g

- / g g g hys VY, o Sy
M P p

Proof: The first result is a standard result in differential geometry, see [4]. We show the second one for T' €

C(T*M @ ¢~'TN) and S € C(¢~'TN) using explicit coordinates. The extension to higher tensor powers in

T™* M is then a straightforward calculation. We write the part of the covariant derivative associated to the pull-back
connection explicitly,

/ g h. Tf VS5 = / 9 hy TEMVSY + 82 VT V6], )
M M

where v F:w are the Christoffel-symbols of N. We have

/ gabh'uVTél« MvaSV :/ gab ]an(hMVTéASV) _ / gab (Mvahuy)Tél«Sy
M M M
- /M 9"y (MY TS
Oh
= [ Nh, TS — / g Mg gP TS

oM M dyP

o / gab h'u,y Sv JanTét
M



Ohuy NTW N
RIG =hyo" T, + o Ty, we get,

With

oh w w
b nv M v o__ b N N M v
/ g° B Vao? TV S _/ 9 e NI, 4 by VT 1MV 0P TSV

Plugging the expression for [ g**h,, T} 'V ,S" into Equation (7) we get,

/ g h.s Ty V! S® = N h,. T} S® — / 9% by SV MV T+ T VT MV 6%
M oM M
= N h, Ty S° — / g h.s S° VI TY.
oM M

3 Energy functionals for mappings between Riemannian manifolds

Given pairs (X;,Y;) with X; € M and Y; € N we would like to learn a mapping ¢ : M — N. This learning
problem reduces to standard multivariate regression if M and N are both Euclidean spaces R and R" and to
regression on a manifold if at least IV is Euclidean. The goal is to develop a regularization functional which is
independent of the parametrization of M and N and respects the intrinsic geometry of both manifolds.

One could argue that by mapping both m-and n-dimensional manifolds M and N into Euclidean spaces we
arrive again at the standard multivariate problem. However, in general there exists no isometric mapping from a
m-dimensional Riemannian manifold into R™. For M = S? this assertion has been formulated in the famous
Theorema Egregium of Gauss, which states that there exists no isometric mapping from the 2-sphere into R2.
In the general setting a reduction of the manifold learning problem to the multivariate problem is therefore not
possible if one wants to use the given geometry of the manifolds. The second requirement of invariance against
changes of the parametrization can be achieved by using the (mathematical) language of differential geometry.

The differential d¢!, measures the change of the output ¢(z) € N as one varies z in the input manifold M. This
object can be used to define the most simple differential energy, the so called harmonic energy.

Definition 8 The harmonic energy Sy armonic (@) of a mapping ¢ : M — N is defined as

Suamonic(®) = [ 18615 srgr, . V@)

OpH 0"
= [ @6l 5 GV @), ®

where dV = +/det g dx is the natural volume element of M.
For standard multivariate regression, that is A/ = R™ and N = R, the harmonic energy reduces to

Sharmonic(¢) = / ||V¢||2 dx.

]R m

For m = 1, this is just the energy functional of linear splines, and it is well-known that using this energy functional
for interpolation/approximation leads to piecewise linear solutions. For curves on manifolds, that means M = [a, ]
and N a manifold we get

112
o]

b
Sharmonic(¢) :/
where qb(t) = %(t). It is well-known that minimizing this energy (for fixed start and end points) leads to a

geodesic. Using the harmonic energy for interpolation and approximation of curves on manifolds one gets piece-
wise geodesic solutions with non-differentiable knots at data point locations, see [5].

Since we are generally interested in solutions which have higher smoothness, we will use higher order deriva-
tives in the regularizer. In the Euclidean case this is typically done e.g. using the thin-plate spline energy
Jm | H f|| p dx, where H f is the Hessian of f at  and ||-|| . the Frobenius norm. For the generalization of this



type to the case of mappings between manifolds we have to define covariant derivatives of the differential d¢;,. The
problem is here that d¢ “lives” in the cotangent and tangent space, T,y M and T, N, of two different manifolds.
Thus we cannot simply use the connection 'V of M. The solution is to use the pull-back connection defined in the
last section, which yields a notion of the derivative of a vector field on [NV with respect to a variation in M, where M
and N are connected via ¢. In order to build a general regularization functional for mappings between Riemannian
manifolds we therefore just take covariant derivatives of the differential d¢], using the pull-back connection. The
m-th order covariant derivative will yield the tensor field V}, ...V} dg¢) € @MHT*M ® ¢~ 'TN. It can be
easily checked that it is invariant with respect to parametrization. In order to obtain a real-valued regularization
functional we just have to define an operation @™ T*M ® ¢~ 'TN — R,.

We illustrate this for m = 1. For the tensor field V;d¢!, we can either first take the trace in b and a and then use
the inner product in T ;) N, which yields the biharmonic energy [6].

Definition 9 The biharmonic energy Shinarmonic(®) is defined as
bax~/ |2
Sbiharmonic(gb) :/ Hg vbd¢a||T¢< )NdV(Qj)
M z
= / " g°L g Vipdor Vdos dV (z). ©)
M

Another possibility is to take the inner product in the tensor product T*M @ T*M ® ¢~ 'TN.
Definition 10 The Eells energy Sgens(¢) is defined as

Stens(9) = /w I ¥4da

2

Ty MQTr MQTy(z) N v (z)

= / 9% g*% hys Vi dor Vdes dV (z). (10)
M

This energy functional has to our knowledge not been studied in differential geometry or elsewhere. We have
named it after James Eells, who pioneered the study of harmonic maps between Riemannian manifolds [2] and
recently passed away. The Eells energy reduces to the thin-plate spline energy in the Euclidean case. If M and NV
are Euclidean we obtain o o
o i1
S ells = of ’Yéh VA ~Aa . ~Aa. 3948 V 5
Eell: (¢) A[g g 1 O drY axﬁax(s (SU)
where g and h are the Riemannian metrics corresponding to Euclidean space. This is the parametrization indepen-
dent form of the Thin-Plate spline energy. In Cartesian coordinates we have g% = §*% and huy = 6, and the
Eells energy reduces to the standard form of the Thin-Plate spline energy:

n m 82
SEells<¢) = Z /M Z (Wq(;:,y)Q da?»
n=1 a,y=1

4 Variation of the Eells energy and the derivation of boundary conditions

In the following, we show that using the extension of Green’s Theorem and the commutator formula derived below
one can derive in a relatively straightforward way the extremal equation of the different energy functionals for a
variation ¢(t, z), where t € (—e, ). A direct calculation in coordinates would be extremely tedious. The extremal
equation for the variation provides us with necessary conditions for a minima of the Eells energy. We will use this
to define natural boundary conditions which guarantee that the boundary terms in the extremal equation vanish.

We denote by T'(M x (—e, €)) the tangent space of the product manifold M x (—¢,€). Note that T'(M x (—¢, €))
is isomorphic to TM & T'(—¢, ). The product metric is given as g = gras @ gr(—e ) and is block-diagonal in any
local coordinate system. This implies that also all other structures on the product manifold like Christoffel-symbols
or curvature tensor have this block-diagonal structure.

Lemmad4 Let ¢(t,z) : (—e,&) x M — N be a variation of the mapping ¢ = (0, ). Let V' be the pull-back
connection on T*(M x (—¢,¢)) ® ¢~ TN, then
dp" 0"

o = SvLde, (11)

Vit %) = Vi



Moreover, we have

0° 09" op"

ViV dey =V, V, RY,"d dey. 12

ot (bb b ot + suv ¢a ot ¢b ( )
Proof: Since 8% and % are coordinate vectors, we have [Bgﬂ %] = 0. Moreover, the tensor product of the

pull-back connection of ¢~ T'N and T*(M x (—¢,¢)) is compatible with the Riemannian structure on T* (M x
(—€,€)) ® ¢y 'T'N (note that T*(M x (—¢,¢)) ~ T*M @ T(—¢, £) so that the metric is block-diagonal). We use
the result of Lemma 2 with Y* = a—a e T(M x (—¢,¢)),

xtv; (dqba at) o 5V (d¢;;Xb) _

With 9V (46, X°) = X°2:V4dar, + do 3 VX and 3V, X" = 0 (X" is a vector field on M and does not

change with t) we obtain
9% 8¢T B o e — o° ,
V(a0 ) = Vi = Vel = Ve, (13)

where the last equality follows by the symmetry of V/,d¢.. Taking the derivative of Equation 13 we get

L 0¢" o o 8° ,
’ ’ / Y gl ! g
A (Vaat)v Ay, + 5V, VLdsh = 5.V, V.dd,

a gt
using the definition of the curvature tensor for objects of type T* (M X (—¢,€)) ® ¢~ TN,
0° 0° 3 0°

51 VaVeddh = 5, VVaddy + Raey, ® doly — Rifw " dgedo;ddy,

where we have used that the curvature tensor of M X (—67 €) is the dlrect sum of the curvature of M and the
curvature of (—e, ) which is zero. Moreover, we have due to the block-diagonal structure of the curvature tensor
= 0. Therefore we get in total

a—v 'V dgy =V, V) (99

where we have used that (V’ o ) ’ = 0. We will now exchange the order of the derivatives in front of d¢;
™

Rifw " dgsdgtdey

ot ot 816
, 00" lolon
7vl v N r v
- b ot Rsuv dd)a ot dd)b .

O

The previous theorem basically tells us that the time derivative commutes with the pull-back connection. But the
“Hessian” does not commute with the time derivative and one gets an additional curvature term.

Theorem 1 Let M and N be Riemannian manifolds with metric g and h. Let ¢(t,xz) : (—e,e) X M — N be a
variation of the mapping ¢ = ¢(0,x) and W = %(b? | 1o the variational vector field at t = 0. The variation of
the Eells energy is given as,

d
%SEells(qst)

—2 / 9" 6% by W' [VIVLV4d05 + RY,,, * oY dolt Vidgy|dv
42 / hrs g2 N [v;wrvgdgﬁg W v;v;,dqsz] %
oM

where dV is the volume element of the boundary OM, R, is the curvature tensor of N and N is the normal
vector field at OM.

Proof: We use the commutator of Lemma 4 and obtain,

d a C 86 T S
GiSean(6) =2 [ g gy (VLY 00)) Vildon)idy

:2/ ab cd h vl V/ a(br
" rs c a

+2/ g g hys RY T (dgy)®
M

Vi (dg)qdV
3@

(doe)e Viy(dey)gd



One has Vj (dg¢)5 = V, d¢5. Together with the extended Green’s theorem we obtain

t=0

d
%SEells(¢t)

=2 / 9% g hes VoVLWT Vidg dV
t=0 M
+2 /M g g% h,s RY T det WY do¥ Vides dV
=2 / N® g% b, VLWV, ()5 dV
oM
-2 / g g% h,s VLW NV V) (dpy )5 dV
M
2 /A G Rl AW A Vidd;dY
=2 » N g% b,y VIW™ V, dops dV
-2 / g N b, W" V! V4 des dV
oM
+2 /M g g h,s WT VLN Vi des dV
2 / 6% % hyy R, T 2 W dg® Vhde dV
M
=2 [ g R W VIV 05+ R, do dot Vidd] d
M
+2 /a g g® N4 [v;wrv;d@ W v;vgdqs;} av,
where we have used in the last step Ryypws = Ruwsuv- ]

A necessary condition for a minimizer of the Eells energy is that

d
%SECHS(gf)t) o= 0

for all vector fields W. For points in the interior of M this implies that
9" g |VVLVidoy + Ry, " dey do) Vidoy| = 0. (14)
The boundary term clearly vanishes if on OM we set
NV!d¢y =0, N¢g®V'! V;dé" = 0. (15)

While these boundary conditions that we use in our implementation are not minimal, they allow for a very simple
extrinsic formulation. With these boundary conditions we can avoid the use of the curvature tensor/second funda-
mental form of N for expressing them in coordinates, see Theorem 2. Choosing non-minimal boundary conditions
restricts the space of functions to optimize over more than necessary. However, our experiments show that the
remaining set of function is still capable of representing all the effects that we were looking for.

5 Properties of the harmonic and the Eells energy

When performing approximation, we minimize the weighted sum of an energy functional S(¢) and a loss term
such as the quadratic loss over all maps ¢ : M — N. In the limit where the weight of the loss term A tends to
infinity we are effectively minimizing the following objective function

¢:M—N

arg min {i ;d2(¢(XZ-), Y;) | S(¢)=0 andBC hold} ,



where S(¢) is either the harmonic or Eells energy and BC the corresponding boundary conditions. Thus, the
solution is in the null space of S(¢). The null space is important even for finite A since this is the set of maps
which are not penalized at all. In this section, we study the null space for the harmonic and the Eells energy.

It is well known, see [1], that the null space of the harmonic energy, Sharmonic(¢) = 0, consists of the constant
maps ¢ = constant. Thus the null space of the harmonic energy is very restrictive. The boundary condition
Nedg¢! = 0 holds automatically since Sharmonic(¢) = 0 is equivalent to d¢., = 0. The minimization of the
objective function yields therefore the so-called Karcher mean [3] (given that it exists), which is the generalization
of the mean of a set of points in Euclidean space to Riemannian manifolds. In the case of M = R? and N = R?
this corresponds to the prediction of the mean 1 3" | Y;.

For the usual thin plate spline energy for a mapping ¢ : R™ — R",

n m 2
SThinPlate(®) = Z/m Z (%)%&m
p=1 a,y=1

the null space consists of the linear mappings. This means we are free to fit the data with linear mappings but have
to pay for any deviation from linearity. The concept of linearity breaks down for manifold-valued mappings since
the output space has no linear structure. However, as shown in the following proposition taken from [1], there is
an alternative property for manifold-valued mappings that can be interpreted as a an appropriate generalisation of
linearity for manifold-valued mappings.

Proposition 1 [1] A map ¢ : M — N is totally geodesic if ¢ maps geodesics of M linearly to geodesics of N,
i.e. the image of any geodesic in M is also a geodesic in N though potentially with a different constant speed. The
following three properties are equivalent:

1. ¢ is totally geodesic,

2. ¢ preserves the connection, i.e.
"Vasx)ydo(Y) = dp(MVxY),

where d¢ is the push-forward or differential of ¢,
3. Vi,de¢, =0.
Proof: We have for X%, Y € TM, XoV' (Ybd¢}) = XYV, dp; + Xdp;V,Y?. This yields
XYV doy = XV (YPdgy) — X dgyV,Y°.
The last equation can be rewritten in a more transparent way using the definition of the pull-back connection as
XY Vidoy = NV asx)do(Y) — dp(MV xY).

The above equation shows that ¢ is connection preserving if and only if V,d¢; = 0. Moreover, V,d¢; = 0

implies that geodesics are mapped onto geodesics. Suppose 7y : (—¢,¢) — M is a geodesic on M. Then given
V. d¢, = 0 we obtain,

0 =NVap(4)dp () — dp(MV47) = NV 405y dd(7) = 0,

where we have used that M V4 = 0 since v is a geodesic. Therefore the mapped curve 7' : (—¢,e) — N
defined as 7' = ¢ o~y is also a geodesic. Conversely, ™V (4 dop(7) — dp(M V5+) = 0 for all geodesics implies
V! dgy = 0. 0

Due to Proposition 1 we know that the null space of the Eells energy consists of the totally geodesic maps, that
is the maps for which Vjd¢], = 0. As for the harmonic energy this implies automatically that also the boundary
conditions N°V}d¢" = 0 and N*V'V,d¢} = 0 are fulfilled. Thus in the limit A — oo the minimization of the
approximation objective function yields a map which maps geodesics of the input space to geodesics of the output
space. In the case of M = R? and N = R this corresponds to prediction of a linear function ¢(x) = (w, z)+b. The
set of maps which map geodesics to geodesics is therefore the natural generalization of linear maps in the Euclidean
case. Since geodesics are curves on manifolds which are “straight” in the sense of having no acceleration, this set
of maps is “straight” in the best possible way.



6 From intrinsic to extrinsic representation

The Eells energy written out in coordinates is quite complicated, see the expression of V/ d¢; in coordinates
in eq. 5. If one minimizes the energy over maps ¢ : M — N a direct implementation in coordinates also
poses the problem of coordinate changes in N, if ¢(x) is assigned to different charts during the course of the
optimisation. Usually a manifold cannot be represented with one global coordinate chart. For example every
global parametrization of the sphere has at least one coordinate singularity at the pole.

In this section, we show that an efficient optimization is nevertheless possible if IV is given as an isometrically
embedded submanifold in Euclidean space R”. Such an isometric embedding is always possible for large enough
p [7]. For a huge class of manifolds an isometric embedding in Euclidean space is known. Often the manifold
is even defined as a constrained set in R” so that the metric is pull-back from RP and the isometric embedding is
trivial. Below, quantities which are defined on N are called intrinsic, whereas quantities related to R? are called
extrinsic. The goal will be to represent the intrinsic expressions with simpler computable extrinsic ones. We have
to stress that in doing this we neither lose the invariance with respect to parametrization nor do we change the
regularizer.

Let? : N — RP be the isometric embedding and denote by ¥ : M — RP the composition ¥ = 7 o ¢. Let 2* be
standard Cartesian coordinates in R”. Then the differential of V¥ is given as d¥, = ov dz® @ 27, As in the last
section we can also define an pull-back connection V:TM @ U 'TRP — U~ TRP for the mapping ¥,

r
ox™ ozh*

o 0w 0

dx 82/5 T *Bz 82/1 -

which is trivial due to the flatness of the connection of R”. Because of this property the expressions for the
corresponding covariant derivatives expression will simplify significantly. However, note that the coordinate vector

oyY oy+
expressions in ¢ can be expressed in terms of the extrinsic ones in . However, we first compute some geometric
objects.

r . . ~ . Is 2 I . . . .
SBW of NV has the derivative V_5_ <Z*68W) = Lﬁvaw%. The following theorem shows how intrinsic

Lemmas5 Leti: N — RP be an isometric embedding and denote by h the metric of N and by y* coordinates in
N. Then the following quantities can be computed using the embedding 1,

P 2 . .
v 0% o
hu'NTL = —,
Z ( y" ay"’ v ; Dy~ dye Oy

The projection P : T,RP — T,N, V — PV can be computed as

o o
oyr’

P
(PV)" = h™0, V" = b

Proof: We have h = i*¢, where § is the metric in RP. Thus, we obtain

B
hrs = Bap(i*dz®), ® (i*d2?), = 5aﬁg § g’y

dyl' @ dyj.

Itholds Ay, NT7, = 4 (Ouhyp + phus — by ). With

p ) . . .
0% 9i®  0i® 0%
s =3 st s Gy Byt

we arrive after a short calculation at the desired result. The projection P : T.R? — T.N can be written

as P = > e (e;,-), where {e/}!; is an orthonormal basis in 7.N. Then h"* = > | elef and thus

) = h"ds,. We have dg, = Z _1 dzgdzy, where 2 are Cartesian coordinates in RP. The tangential projection

of dz“ is given as (i*dz®), = ‘91 L dyy. Thus P = hi" 370, 8y o ® GyH O




Definition 11 Let V' be the connection pull-back by ¢ and N the connection pull-back by ¥ = io¢. The pull-back
second fundamental from 11 : TM @ ¢ 'TN — (¢~ TN)* is defined as

xS = XV,S" — XV S".

Lemma6 Let i : N — RP be an isometric embedding of N. The second fundamental form of N, v HZ ¥
TN ®@ TN — (TN)* can be expressed in terms of the embedding i as,

u 0%i> o 8% o 9% Qv
NI = B — | dy* dy? = - dy* @ d
78 ayﬂﬁy” 82’0‘ ﬁ@y“@y” ayp:| yr ys ayl‘@y” 820‘ ® y ® y@

Then the pull-back second fundamental form II’S, : TM ® ¢~ TN — ¢~ (T N)* can be computed as

" 9% o \*
7, = det NI, = (ay#gyu aza) ® do @ dy.

Proof: The second fundamental form of IV can be computed for = € TN as

N1¥ ar RP 3“ N 3“

ST Oyt = saiy“ - vSaTw'
With -2 ay“ = g;; 3‘92& we have *"V (i*%) = vas(g;i 38;) ay ayu dy? @ Bz“" Together with
p 2 a 2.0
0% 01 0%i
_ N rv T w
v F =h Z 8ywayu 8y ys Pﬁ aywayu dys

we obtain the result. The expression for I1’ can be derived as follows. For S™ € ¢~'T N one obtains
VoST =d¥S B'V,S" = dg® BV, 8" = dpS [NVSST +NI, SU]
=V, S" +d¢; VI, S,

where we have used the result of Theorem 2 that d¥/ = d¢/. One can check that the result generalizes to
covariant derivatives of ™T*M ® ¢~ 'TN. O

Theorem 2 The following equivalences between intrinsic and extrinsic objects hold,

dgl, =AW, Vidg, = (Veav;)'
VOVLdg =V (Ved¥?) T — aws NI, (Vedw)
where ' denotes the projection onto the tangent space Ty (o) N and N qu is the second fundamental form of N. If
M is a domain in R? we get,

2

2\ d 2\
E—_ / ZZ (8 v ) dz, Spens = / Z Z [ aiu\ng)q de. (16)

a=1p=1 a=1 p,rv=1

The boundary conditions for the Eells energy are given in coordinates as

d T d T
0?2 0 0?2
H I = H P — =
ZN (33:“856”) 0 z;lN dzv <8m”8x“> 0 17




2i™ 9"
Proof: We have U = i o ¢, that is with -2 ay# = gy 0w We obtain

e a" > Ot o" Ot a"

AVl = — daf drfl @ —— = ——dal @ — = dg],.
o= g a ® g5 0z 5‘y“ 828 a® 920 9aB e © oy Yo

We have *'V,V" = NV, V" 4 II%, V*. Therefore we can decompose the pull-back connection V related to ¥

and V’ related to ¢ as follows for TS €QRMTM ® ¢ TN

ag...,am

v s _ /s 1s r
vbTal‘-.’am - vbTau-,am + 1L, Ta1 A

where we have used the pull-back second fundamental form II)S. € ¢~Y(TN)* @ TM ® ¢ TN, I}, =
dgy NII,,,.. For the second part we assume that M is a domain in R?. Then g®* = §%° and we obtain

89 By doT dg =0 6,5 dUT AV = Z Z (

a=1p=1

83:“) ’

59 6y Vi, Vi =0 6% 5,0 (Vawy) (Vadws)'

Moreover we have

02w \T
8x/‘8x”>
6 N Vi Vhdey, =5 [NV, (Vydw;) | = N awe VT, (V,aw;) ]

NOVdgr, =N© (%d\lfg)T — Nn (

d 0 OPTe \T
=3t NV (Vbdll') Z N#Bm” (835”830“) ’

=1

where we used in the second condition that from the first condition we have N¢ (?bd\llg) T—o. O
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