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Confidence Sets for Ratios: A Purely Geometric
Approach To Fieller’s Theorem

Ulrike von Luxburg, Volker H. Franz

Abstract. We present a simple, geometric method to construct Fieller’s exact confidence sets for ratios of
jointly normally distributed random variables. Contrary to previous geometric approaches in the literature, our
method is valid in the general case where both sample mean and covariance are unknown. Moreover, not only
the construction but also its proof are purely geometric and elementary, thus giving intuition into the nature of the
confidence sets.

1 Introduction

In many practical applications we encounter the problem of estimating the ratio of two random variablesX and
Y . This could, for example, be the case if we want to know how large one quantity is relative to the other, or if
we want to estimate at which position a regression line intersects the abscissa (cf. Marsaglia 1965). While it is
straightforward to construct an estimator forE(Y )/E(X) by dividing the two sample means ofX andY , it is
not obvious how confidence regions for this estimator can be constructed. In the case whereX andY are jointly
normally distributed, an exact solution to this problem has been derived by Fieller (1932, 1954). But in practice,
his results are seldomly used, and they are not very well-known among non-statisticians. Perhaps the main reason
why Fieller’s results are so unpopular among practitioners is that his confidence regions do not look like ”normal”
confidence intervals and are often perceived as counter-intuitive. In benign cases they form an interval which is
not symmetric around the estimator, while in worse cases the confidence region consists of two disjoint unbounded
intervals, or even of the whole real line. This raised the suspicion that confidence regions for ratios are a highly
complicated issue, and that Fieller’s solutions lack intuition and are difficult to interpret. As a consequence, many
ad–hoc heuristics have been used. For a discussion and empirical comparison see Franz (submitted 2004).

There have been several approaches to simplify Fieller’s proofs. Especially remarkable are the ones which rely
on geometric arguments, as they might lead to more intuition about the constructed confidence sets. Milliken
(1982) attempted a geometric proof for Fieller’s result in the case whereX and Y are independent normally
distributed random variables. Unfortunately, his proof contained an error which led him to the wrong conclusion
that Fieller’s confidence regions were too conservative. Later, his proof was corrected and simplified by Guiard
(1989). He considers the case thatX andY are jointly normally distributed according to(X, Y ) ∼ N(µ, σ2V ),
where the meanµ and the scaleσ2 of the covariance are unknown, but the covariance matrixV is known.
Guiard presents a geometric construction of confidence regions, and then shows by an elegant comparison to a
likelihood ratio test that the constructed regions are exact and coincide with Fieller’s solution. The drawback of
his proof is that it only works in the case where the covariance matrixV is known, which is usually not the case in
practice. Moreover, although the confidence sets are constructed by a geometric procedure, Guiard’s proof relies
on properties of the likelihood ratio test and does not give geometric insights why the construction is correct.

In this article we derive a simple geometric construction for confidence intervals for ratios. Contrarily to Milliken
(1982) and Guiard (1989), this construction is valid in the general setting where(X, Y ) ∼ N(µ,C) with unknown
meanµ and unknown covariance matrixC. Our construction is related to the construction in Guiard (1989), but
its derivation is new and completely different. Our proofs are rather elementary, purely geometric, and lead to
insights why our construction is correct. The goal in this paper is to make these geometric insights available to a
broad audience and show that Fieller’s confidence regions are indeed a very natural solution.
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1.1 Definitions and Notation

We will always consider the following situation. We are given a sample ofn pairs Zi := (Xi, Yi)i=1,...,n

drawn independently according to the joint 2-dimensional normal distributionN(µ,C) with meanµ = (µ1, µ2)
and covariance matrixC. We assume that bothµ andC are unknown. Our goal will be to estimate the ratio
ρ := µ2/µ1 and construct confidence intervals for this estimate.

To estimate the unknown mean and the covariance matrix of the samples we will use the standard estimators:
the means are estimated by

µ̂1 :=
1
n

n∑
i=1

Xi and µ̂2 :=
1
n

n∑
i=1

Yi, (1)

and the estimated covariance matrixĈ has the entries

ĉ11 :=
1

n− 1

n∑
i=1

(Xi − µ̂1)2 and ĉ22 :=
1

n− 1

n∑
i=1

(Yi − µ̂2)2 (2)

ĉ12 := ĉ21 =
1

n− 1

n∑
i=1

(Xi − µ̂1)(Yi − µ̂2). (3)

As estimator for the ratioρ = µ2/µ1 we use

ρ̂ :=
µ̂2

µ̂1
. (4)

Our goal will be to construct confidence sets forρ. In general, forα ∈]0, 1[, a confidence set (or confi-
dence region) of level1 − α for a quantityρ is defined to be a setI constructed from the sample such that
P (ρ ∈ I) ≥ 1 − α. Remember that the random quantity in this statement is the data-dependent regionI and
not the parameterρ. If P (ρ ∈ I) ≥ 1 − α always holds with equality, then the confidence setI is called exact,
otherwise it is called conservative. For more discussion about confidence sets we refer to Chapter 20 of Kendall
and Stuart (1961) or Section 5.2 of Schervish (1995).

Before we continue we would like to point out several things. Note that we want to estimateE(Y )/E(X) and
notE(Y/X). In fact, the latter quantity does not exist. In case whereX andY are uncorrelated this is easy to see.
As X is normally distributed, the density ofX is positive in everyε-neighborhood of0. Together with the fact
that the integral

∫ ε

−ε
1/x dx is infinite this shows thatE(1/X) andE(Y/X) do not exist. Similar statements are

true in the correlated case. The observation thatE(Y/X) does not exist for normally distributed random variables,
together with the fact that the estimatorsµ̂1 andµ̂2 are normally distributed, also shows that the estimatorρ̂ (as
well as any other estimator forρ) cannot be unbiased. Its expectationE(ρ̂) = E(µ̂2/µ̂1) simply does not exist.
For more discussion about the distribution of the ratio of two normal distributions we refer to Marsaglia (1965),
Hinkley (1969, 1970) and references therein.

2 Geometric construction of exact confidence regions

In this section we want to explain how confidence sets for the ratioρ can be constructed geometrically. Let us
start with some simple geometric observations, most of which were already present in Fieller (1954). For given
µ = (µ1, µ2) ∈ IR2, the ratioρ = µ2/µ1 can be depicted as the slope of the line in the two-dimensional plane
which passes both through the origin and the point(µ1, µ2). Similarly, the estimated ratiôρ is given as the slope
of the line through the origin and the pointµ̂ = (µ̂1, µ̂2) (cf. Figure 1). Assume that we are given a confidence
intervalI = [l, u] ⊂ IR that contains the estimator̂ρ. The lower and upper limits of this interval correspond to the
slopes of the two lines passing through the origin and the points(1, l) and(1, u), respectively. The lines inside
the wedgeW enclosed by the two lines exactly correspond to the ratios inside the intervalI. This also works the
other way round: given a wedge containing the line with slopeρ̂, the interval[l, u] can be reconstructed from the
wedge as the intersection of the wedge with the linex = 1 (cf. Figure 1).

2



0 1 µ̂1

0

l

µ̂2 µ̂1

u

µ̂2

Confidence interval

Figure 1: Geometric principles. The ratiôµ2/µ̂1 can be depicted as the slope of the line through the points(0, 0) and(µ̂1, µ̂2).
The ratios inside an interval[l, u] correspond to the slopes of all lines in the wedge spanned by the lines with slopesl andu.
For a given wedge, the corresponding interval[l, u] can be obtained by intersecting the wedge with the linex = 1. Later, an
appropriate wedge will be constructed by fitting it around a certain ellipse centered at(µ̂1, µ̂2).

In the following we want to construct an appropriate wedge containingµ̂ such that the region obtained by
intersection with the linex = 1 yields an exact confidence region forρ of level 1 − α. This wedge will be
constructed as the smallest wedge containing a certain ellipse around the estimated mean(µ̂1, µ̂2). We will see
that we have to distinguish between three different cases, depending on the position of the ellipse. The first case
will occur if the denominator̂µ1 is significantly different from 0. Here the ellipse lies completely on one side of
they-axis. The corresponding wedge does not contain they-axis, and the confidence set obtained by intersecting
the wedge with the linex = 1 will be a bounded interval (see the left two panels of Figure 2). We will call this
case the”bounded case”.

A not so benign situation will occur if the the denominator is not significantly different from 0. We will see
that in this case, the ellipse intersects they-axis, and it now depends on the actual position of the ellipse how to
proceed. Firstly, assume that the ellipse does not contain the origin. In this case we can proceed as above and
construct the wedge given by the two tangents of the ellipse through the origin. The confidence region which
is given as the intersection between the wedge and the linex = 1 will then be unbounded, but have a small
hole in the middle (see third panel of Figure 2). We will call the corresponding region”exclusive unbounded”.
Later we will see that this case occurs if the denominator is “close to 0” (i.e., not significantly different from
0), but the numerator is far from 0. Intuitively, the form of the confidence set can be explained by considering
what happens if we divide a fairly large number by a number close to 0. The magnitude of the ratio can get
arbitrary large, and as we cannot be sure about the sign of the denominator, we also do not know the sign of the
ratio. Thus it makes sense that regions of the form] −∞, c1] and[c2,∞[ are part of the confidence region. The
fact that there is an excluded “hole” in the confidence set is related to the only thing we are relatively certain
about: the only way to end up in the excluded part of the real line would be either to have a very small numera-
tor or a very large denominator, which we both believe to be rather unlikely because of the assumptions in this case.

The last case occurs if the origin is contained in the ellipse. In this case it is impossible to construct tangents to
the ellipse which go through the origin, which means that our construction for the wedge will break down (see
right panel of Figure 2). In this case we will choose the unbounded confidence set] − ∞,∞[, and we will call
this the”completely unbounded case”. Intuitively this makes sense, as this case occurs if both numerator and
denominator are not significantly different from 0. Thus we believe that the ratioρ is close to0/0, which can take
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Figure 2: The three cases in the construction of the confidence setR (for figure labels please consider Figure 1): the bounded
case where the ellipse does not intersect they-axis (left two panels); the exclusive unbounded case, where the ellipse intersects
they-axis but does not contain the origin (third panel); the completely unbounded case, where the ellipse contains the origin
(right panel). Note also that even in the bounded case, the estimatorµ̂2/µ̂1 is usually not the geometric center of the confidence
set (second panel).

arbitrary real values.

To explain the construction of the ellipse in detail we need to introduce some notation concerning covariance
ellipses. LetC ∈ IR2×2 a covariance matrix (i.e., positive definite and symmetric) with eigenvectorsv1, v2 ∈ IR2

and eigenvaluesλ1, λ2 ∈ IR. Consider the ellipse centered at some pointµ ∈ IR2 such that its principal axes
have the directions ofv1, v2 and have lengthsq

√
λ1 and q

√
λ2 for someq > 0. We denote this ellipse by

E(C, µ, q) and call it the covariance ellipse according toC centered atµ and scaled with parameterq. This
ellipse can also be described as the set of pointsz ∈ IR2 which satisfy the ellipse equation(z−µ)′C−1(z−µ) = q2.

Now we can explain how we can construct exact confidence regions forρ. The proof that this construction is
correct will be postponed to Section 4.

Geometric construction of exact confidence regionsR of level (1− α) for ρ

1. Estimate the meanŝµ1 andµ̂2 according to Equation (1), the covariance matrixĈ according to Equation (2).

2. Define the real numberq to be half the length of a(1 − α)-quantile of the Student-t distribution withn − 1
degrees of freedom.

3. In the two-dimensional plane, plot the ellipseE = E(Ĉ, µ̂, q) centered at the estimated joint meanµ̂ =
(µ̂1, µ̂2), with shape according to the estimated covariance matrixĈ, and scaled by the numberq computed
in the step before.

4. Depending on the position of the ellipse, distinguish between the following cases (see Figure 2).

(a) If (0, 0) 6∈ E, construct the two tangents toE which go through the origin(0, 0) and letW be the wedge
enclosed by those tangents. Define the regionR as the intersection ofW with the linex = 1. Depending
on whether they-axis is contained inW or not, this results in an exclusive unbounded or a bounded
confidence region.

(b) If (0, 0) ∈ E, choose the confidence region asR =]−∞,∞[ (completely unbounded case).

4



There are several things to note about this construction. The first thing is that usually the estimatorρ̂ is not in
the geometric center of the regionR. Even in the bounded case, the closer the ellipse gets to they-axis, the more
ρ̂ deviates from the center of the confidence interval (see first two panels of Figure 2). But it can be seen that the
regionR is symmetric in the following sense:

P (ρ ∈ R andρ ≤ ρ̂) = P (ρ ∈ R andρ ≥ ρ̂) =
1
2
(1− α). (5)

This means that the regionR is central: the probability that we estimated too high and the true value is in the
lower part of the region equals the probability that we estimated too low and the true value is in the upper part of
the region (cf. Section 20.7. of Kendall and Stuart, 1961).

Secondly we note that by decreasing or increasing the confidence levelα we can switch between the three cases
“bounded”, “exclusive unbounded”, and “completely unbounded”. If we chooseα small enough the ellipseE will
not intersect they-axis, and consequently we are in the benign case of bounded confidence regions. On the other
hand we can always chooseα so large that the ellipse will cover the origin and we get a completely unbounded
confidence region.

This observation leads to one aspect of the construction ofR which might be confusing at first sight. As an
example, assume that we are given a sample such that the ellipseE of confidence level95% just touches the origin.
In this case, the corresponding confidence setR95 is unbounded. On the other hand, the ellipse for confidence level
94.99% is a bit smaller and does not touch the origin, and the corresponding confidence regionR94.99 is exclusive
unbounded. Now one is tempted to think that thatP (ρ ∈ R94.99) = 94.99% but P (ρ ∈ R95) = P (ρ ∈ IR) = 1.
It seems that “we have lost”5% of probability here. The solution of this apparent paradox lies (as so often) in the
definition of a confidence region: it is not the parameterρ which is random, but the setR. For aparticular sample
and its confidence regionR it is not truethatP (ρ ∈ R) = 95%. For fixed sample, this statement does not even
make sense asρ is not a random variable. The statementP (ρ ∈ R) = 95% only holdsin averageover all samples.
It is by definition impossible to make any statement about a particular sample.

3 Generalizations

The geometric principle that a confidence set can be constructed as the intersection of a wedge with the line
x = 1 can also be used to derive other confidence sets forρ. For example, we can replace the ellipseE from the
construction above by a convex two-dimensional(1 − α)-confidence setM ⊂ IR2 for the two-variate joint mean
µ ∈ IR2, that is a set such thatP (µ ∈ M) = 1 − α. Then, as above we can construct the wedgeW aroundM
which is given by the two enclosing tangents and choose a confidence regionS by intersecting the wedge with the
line x = 1, distinguishing between the same three cases as above. By construction we then have that

P (ρ ∈ S) = P (µ ∈ W ) ≥ P (µ ∈ M) = 1− α

Because of the inequality in this statement, the so constructed confidence setS will be conservative in general.
Formally, the construction is the following:

General geometric construction of conservative confidence regionsS of level (1− α) for ρ

1. Estimate the meanŝµ1 andµ̂2 according to Equation (1), the covariance matrixĈ according to Equation (2).

2. In the two-dimensional plane, construct a convex confidence regionM of level (1 − α) for the joint mean
(µ1, µ2).

3. (a) If(0, 0) 6∈ M , construct the two tangents toM which go through the origin(0, 0) and letW be the wedge
enclosed by those tangents (such thatM ⊂ W ). Define the confidence regionS as the intersection of
W with the linex = 1. Depending on whether they-axis is contained inW or not this results in an
exclusive unbounded or a bounded confidence region

(b) (0, 0) ∈ M , choose the confidence region asS =]−∞,∞[.
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There are several obvious ways to choose the setM . For example, a two-dimensional confidence set for the
joint meanµ is given by the ellipseE2(µ̂, Ĉ, r) centered at̂µ with shape according to the estimated covarianceĈ,
where the scaling parameterr is given as half the length of the(1 − α)-quantile of the HotellingT 2 distribution
with dimension 2 andn − 1 degrees of freedom (cf. Section 3.3.3 of Rencher, 1998). Using the ellipseE2 in the
general construction of the confidence setsS leads to conservative confidence setsS of level(1−α) (see Figure 3).

0 1 l1 u1

l 2
u 2

Figure 3: Geometric construction of conservative confidence regions. The small ellipse is the one used in the exact construction
of Section 2 (calledE in the text). The larger, dashed ellipse (calledE2 in the text) is a two-dimensional confidence region for
the joint meanµ of level1− α. The rectangle (calledA in the text) is a two-dimensional conservative confidence set forµ of
level 1 − 2α. As before, the confidence sets forρ are obtained by intersecting the wedge with the linex = 1. Here we show
the confidence set forρ which is constructed from the rectangle.

We can also chooseM to be a rectangle. Let the intervalsI1 := [l1, u1] andI2 := [l2, u2] be the standard
confidence intervals for the one-dimensional meansµ1 andµ2 of level 1 − α, as given by the quantile of thet-
distribution withn− 1 degrees of freedom. By definition we then have thatP (µ1 ∈ I1) = P (µ2 ∈ I2) = 1− α.
Now letA be the axis-parallel rectangleI1 × I2, centered at the estimated mean(µ̂1, µ̂2) (see Figure 3). LetS the
confidence set obtained from this rectangle according to the construction above. By construction we now have

P (ρ ∈ S) = P (µ ∈ W )
≥ P (µ ∈ A)
= P (µ1 ∈ I1 andµ2 ∈ I2)
= 1− P (µ1 6∈ I1 or µ2 6∈ I2)
≥ 1− (P (µ1 6∈ I1) + P (µ2 6∈ I2))
= 1− 2α.

This shows that the rectangle construction leads to a conservative confidence set of level(1 − 2α). It can also be
seen easily that the setS coincides with the set obtained by “dividing” the one-dimensional confidence intervals
I2 by I1, namely

S = I2/I1 := {y

x
; y ∈ I2, x ∈ I1}.

Note that the construction for conservative confidence sets presented in this section is in fact a fairly general
principle which can also be applied to situations where the distributions of the random variables are not normal.
For example, in case of unknown distributions this principle can be used to construct bootstrap confidence sets for
ratios of random variables.
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4 Proofs

In this section we want to prove that the construction for the exact confidence regionsR as introduced in Section
2 is correct.

Theorem 1 (R is an exact confidence set forρ) Let (X, Y ) ∼ N(µ,C) with unknownµ and C, and letR the
regions constructed according to the procedure in Section 2. ThenR is an exact confidence region of level1 − α
for ρ, that is for allµ andC we haveP (ρ ∈ R) = 1− α.

The idea of the proof is very simple. Consider an orthogonal projectionπa of the two-dimensional space on the
subspace spanned by some unit vectora ∈ IR2. It maps the ellipse to an interval, the estimated joint meanµ̂ to
the center of this interval, and the true joint meanµ to some other point. According to our construction we chose
the width of the ellipse exactly such thatπa(E) is a confidence interval of level1 − α for πa(µ). This holds for
the projections for alla, so in particular for the projectionπρ⊥ on the line which is perpendicular to the line with
slopeρ. For this projection it is easy to see (Figure 4) thatπρ⊥(µ) ∈ πρ⊥(E) iff ρ ∈ R, and by construction this
happens with probability1− α. Now let us give the details.

Proof. In the whole proof we denote bya = (a1, a2) ∈ IR2 an arbitrary unit vector and by

πa : IR2 → IR, x 7→ a′x = a1x1 + a2x2

the projection of the two-dimensional space on the one-dimensional subspace spanned bya. We denote by
U := πa(X, Y ) the projection of the joint random variable(X, Y ) on a. It is well-known that if (X, Y ) is
distributed according toN(µ,C), thenU is distributed according toN(a′µ, a′Ca). The independent sample
points(Xi, Yi)i=1,...n are mapped byπa to independent sample points(Ui)i=1,...,n. We now subdivide the proof
in four easy steps. For illustration we refer to Figure 4.

(µ̂1, µ̂2)

(µ1, µ2)

ρ

ρ

π(µ̂1, µ̂2) lower tangent

upper tangent

Figure 4: Projection of the ellipseE on the subspace spanned byρ⊥ (see proof of Theorem 1).

1. The length of the intervalI := πa(E) is 2(a′Ĉa)1/2. This follows from the two well-known facts that the
ellipseE depicts the standard deviations of aN(µ̂, Ĉ)-distributed random variable in the different directionsa,
and that the latter are given by the formula(a′Ĉa)1/2.

2. It makes no difference whether we first project the sample(Xi, Yi)i=1,...,n on a and then estimate mean and
variance of(Ui)i=1,...,n or whether we first estimate joint mean and covariance of the sample(Xi, Yi)i=1,...,n and
then project the results ona.
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Denote byν := E(U) the true mean ofU , by ν̂ := 1
n

∑n
i=1 Ui the estimated sample mean, and byσ̂2

a :=
1

n−1

∑n
i=1(Ui− ν̂)2 the estimated sample variance ofU1, ..., Un. By linearity of the projection and the expectation

it is clear thatν = πa(µ) andν̂ = πa(µ̂). Moreover we have that̂σ2
a = a′Ĉa, which can be seen as follows:

σ̂2
a =

1
n− 1

n∑
i=1

(Ui − ν̂)2

=
1

n− 1

n∑
i=1

(πa(Xi, Yi)− πa(µ̂))2

=
1

n− 1

n∑
i=1

(a1Xi + a2Yi − a1µ̂1 − a2µ̂2)2

=
1

n− 1

n∑
i=1

a2
1(Xi − µ̂1)2 + a2

2(Yi − µ̂2)2 + 2a1a2(Xi − µ̂1)(Yi − µ̂2)

= a2
1ĉ11 + a2

2ĉ22 + a1a2ĉ12 + a2a1ĉ21

= a′Ĉa

3. πa(E) is a (1 − α)-confidence interval forν. In the construction of the regionR, the scaling factorq has
been chosen such that it coincides with half the length of atn−1(1 − α)-confidence interval. AsU is normally
distributed and by steps (2) and (1) of the proof we have

1− α = P (ν ∈ [ν̂ − qσ̂a, ν̂ + qσ̂a])

= P (πa(µ) ∈ [πa(µ̂)− q(a′Ĉa)1/2, πa(µ̂) + q(a′Ĉa)1/2])
= P (πa(µ) ∈ πa(E)).

4. Projection onρ⊥. So far we have seen that for all projectionsπa we have that

P (πa(µ) ∈ πa(E)) = 1− α. (6)

Now consider the special case where we project on the vectorρ⊥ = (ρ/
√

1 + ρ2,−1/
√

1 + ρ2) which is perpen-
dicular to the line through the origin and the true meanµ. Our goal is now to prove that

πρ⊥(µ) ∈ πρ⊥(E) ⇐⇒ ρ ∈ R,

as this together with Equation (6) proves thatR is an exact confidence region. As in the construction ofR we
consider two cases. In the first case the origin is not contained in the ellipseE. In this case we can construct the
wedgeW as described in the construction ofR. Denoting the line with slopeρ by Lρ, we now have the following
geometric equivalences (see Figure 4):

πρ⊥(µ) ∈ πρ⊥(E) ⇐⇒ 0 ∈ πρ⊥(E) ⇐⇒ E ∩ Lρ 6= ∅ ⇐⇒ Lρ ⊂ W ⇐⇒ ρ ∈ R.

In the second case, the origin is contained in the ellipseE. Under this assumption it is clear thatπρ⊥(µ) = 0
is always contained inπρ⊥(E). On the other hand, in this case the regionR coincides with ]−∞,∞[
by construction. Thus we also have that alwaysρ ∈ R is true. Consequently, in this case we have that
πρ⊥(µ) ∈ πρ⊥(E) ⇐⇒ ρ ∈ R. This completes the proof. ,

Theorem 1 shows that the confidence regionsR obtained by our construction are exact confidence regions. Now
we want to compare our solution to the classic confidence sets constructed by (Fieller, 1954). To this end let us first
state Fieller’s result according to Subsection 4, p. 176-177 of (Fieller, 1954) (note that there is a typo in Formula
(9) of Fieller (1954); in the first numerator the quantityx2vxy should be replaced byx2vyy). We reformulate his
result in our notation:

Theorem 2 (Fieller’s confidence regions)Compute the quantities

q2
exclusive:=

µ̂2
1

ĉ11
and q2

complete:=
µ̂2

2ĉ11 − 2µ̂1µ̂2ĉ12 + µ̂2
1ĉ22

ĉ11ĉ22 − ĉ2
12
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and the two numbers

l1,2 =
(µ̂1µ̂2 − q2ĉ12)∓

√
(µ̂1µ̂2 − q2ĉ12)2 − (µ̂2

1 − q2ĉ11)(µ̂2
2 − q2ĉ22)

µ̂2
1 − q2ĉ11

with q as in the definition of the confidence regionsR. Define the quantityq as in the geometric construction ofR.
Then exact confidence setsF of level1− α for the ratioρ can be defined as follows:

F =


]−∞,∞[ if q2

complete≤ q2 (completely unbounded case)

]−∞, l1] ∪ [l2,∞[ if q2
exclusive< q2 < q2

complete (exclusive unbounded case)

[l1, l2] otherwise (bounded case)

Now we are given two ways to compute exact confidence sets forρ: our confidence setsR and Fieller’s confi-
dence setsF . A priori it is not clear that both sets coincide, as confidence sets are not necessarily unique. But now
we will see that the two constructions indeed coincide.

Theorem 3 (R coincides with Fieller’sF ) The confidence regionsR constructed in Section 2 coincide with
Fieller’s confidence regionsF .

Proof. First we want to show that the three cases of Fieller’s theorem coincide with our three cases. According to
our construction, the completely unbounded case occurs if the origin is contained in the ellipseE. By the ellipse
equation this is the case if

(0− µ̂)′Ĉ−1(0− µ̂) ≤ q2. (7)

Using the fact that the inverse of the symmetric positive definite matrixĈ can be computed by the formula

C−1 =
1

ĉ11ĉ22 − ĉ12

(
ĉ22 −ĉ12

−ĉ12 ĉ11

)
it is easy to check that Equation (7) is equivalent to the conditionq2

complete≤ q2 of Fieller’s theorem.
In our construction ofR, the exclusive unbounded case occurs if the ellipse intersects they-axis. This is equivalent
to the condition that0 is contained in the projection of the ellipse on thex-axis, that is0 ∈ [µ̂1−q

√
ĉ11, µ̂1+q

√
ĉ11].

This condition is equivalent to the condition(µ̂1 − q
√

ĉ11)(µ̂1 + q
√

ĉ11) ≤ 0, which coincides with the condition
q2

exclusive< q2 of Fieller. Thus our three cases coincide with the ones of Fieller.

Now it remains to prove that in the exclusive bounded and the bounded case, the limitsl1, l2 of the Fieller’s
theorem coincide with the slopes of the two tangents to the ellipse. To compute the slopes of the two tangents one
can solve the optimization problems

min
x,y∈IR

y

x
subject to

(
x− µ̂1

y − µ̂2

)′
Ĉ−1

(
x− µ̂1

y − µ̂2

)
= q2

and

max
x,y∈IR

y

x
subject to

(
x− µ̂1

y − µ̂2

)′
Ĉ−1

(
x− µ̂1

y − µ̂2

)
= q2.

By some tedious calculations it can be verified that the slopes of the two tangents are given by the two expressions
l1 andl2 of Fieller’s theorem. ,
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