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Abstract

Flies have developed visuomotor programs for tasks
like course stabilization, fixation and approach to-
wards stationary objects, tracking of moving objects,
and landing, which are based on the analysis of visual
motion information. Theoretical and experimental re-
sults suggest that the visuomotor control for course
stabilization as well as fixation and approach towards
stationary objects may be realized at least partially
by one common sensory circuit In order to test this
hypothesis we designed simulated agents, with a con-
trol architecture that is based on results from fly re-
search. We present agents with a visuomotor controller
that regulates the two behaviors of course stabilization
and object fixation. To test this controller under real
world conditions, we implemented it on a miniature
robot. We can show that besides course stabilization
and object fixation, the robot additionally approaches
stationary objects.

1. Introduction

Researchers have been attracted to the field of insect
research for many years, because insects show stimulus-
response characteristics that allow insight into the mech-
anisms of visual information processing as well as into
the interaction of sensory input and motor output. Es-
pecially the visually controlled orientation behavior of
flies is particularly well studied (Reichardt and Poggio,
1976; Heisenberg and Wolf, 1984; Egelhaaf and Borst,
1989 .

A promising approach to help to understand informa-
tion processing in living systems is the study of artifi-
cial systems and their interaction with the environment.
The simulation of biological systems and the implemen-
tation of behavioral models (Tinbergen, 1953; Brooks,
1986) onto robots seems to be especially useful to the
understanding of biological systems. Several examples
exist where researchers implemented sensorimotor mech-
anisms of insects into robots (e.g., Beer, 1990; Cliff, 1992;
Cruse, Bartling, Cymbalyk, Dean, and Deifert, 1995;
Webb, 1995). Orientation mechanisms inspired by the
behavior of flies have been implemented in computer sim-
ulation or on mobile robots. For example, visuomotor

controllers have been designed that use visual motion
information. Mostly these agents use the visual motion
information for obstacle avoidance (Franceschini, Pichon,
and Blanes, 1992; Duchon and Warren, 1994; Weber,
Venkatesh, and Srinivasan, 1997) or tracking of other
objects (Cliff, 1992; Missler and Kamangar, 1995).

Results from fly research suggest that the two behaviors
of course stabilization and approach towards stationary
objects may be realized at least partially by one com-
mon behavioral module (G6tz and Wenking, 1973; Gotz,
1975; Reichardt and Poggio, 1976; Bilthoff, 1982). We
use the robotics approach to investigate this hypothe-
sis. Our goal is to build a single visuomotor controller
that regulates both behaviors. We modeled the subse-
quent processing steps in the visual system of flies in
detail. Like the robots of Franceschini et al. (1992) and
others, the agent uses visual motion information of a
360° horizontal field of view for behavior control. We can
demonstrate that our computer-simulated agent is able
to control the two behaviors of course stabilization and
approach towards stationary objects by evaluating the
motion information with a single visuomotor controller.
To test the behaviors under real world conditions, we im-
plement the control structure on a miniature robot — the
K hepera™ (Mondada, Franzi, and Ienne, 1994).

2. The agent’s architecture

2.1 Model of the visual system

We implemented a simplified model (Fig. 1) of visual in-
formation processing in flies, i.e. contrast enhancement,
reduction of signal redundancy, signal amplification, mo-
tion detection and evaluation of the motion signals which
takes place in the subsequent neural layers lamina (L),
medulla (M) and lobula plate (LP) in the visual section
of the fly’s brain.

Spatial and temporal lowpass filtering in the
retina: The agent has a horizontal array of sensors with
a 360° field of view which scans the visual world at the
horizon. By ray-tracing, the simulated agent determines
(Foley, van Dam, Feiner and Hughes, 1987), the inten-
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I'igure 1 Model of the visuomotor controller with the func-
tional processing steps that take place in the different layers
of the agent’s visual system (*the bandpass filter is only real-
ized on the Khepera™ robot, see Section 4.).

sities of 780 single points which are equally distributed
over the 360° horizontal field of view, at the intersec-
tions of the lines of sight with the visible surfaces (for
the robot implementation see Section 4.). Second, these
samples are spatially lowpass filtered by Gaussian filters
(¢ = 3.8°) Like in Drosophila (Gotz 1964), the sensors
have an interommatidial angle of dp = 4.6°. Hence the
array has 78 sensors.

Redundancy reduction and amplification of the
signal in the lamina: In Drosophila large monopolar
cells (LMCs) in the lamina are known to be responsi-
ble for signal amplification, local contrast enhancements
and reduction of redundant parts of the signal (Laughlin
1987). In this work we modeled the temporal aspects of
the LMC cells by applying a temporal highpass filter H
(4 = 20.0 steps), which eliminates parts of the signal
that are steady or slowly changing in time. In a next step
the signals are linearly amplified to the full range of 256
grey-level values.

Motion detection in the medulla and lobula plate:

For motion perception in insects, Hassenstein and Re-
ichardt (1956) proposed a detector which correlates tem-
poral modulation of image intensities in two neighbor-
ing ommatidia. The detector model has two mirror-
symmetrical subunits. In each subunit the signals of two
input channels are multiplied after the signals have been
delayed by two lowpass filters with different time con-
stants (7, = 1.5 steps and 7 = 5.0 steps). In a next step
the outputs of the two subunits are subtracted to obtain
the direction of the motion stimulus.

Integration of the motion signals in the lobula
plate: In the fly’s lobula plate neurons have been de-
scribed which are specialized to certain motion patterns.
For example the HSE cells receive input from motion de-
tectors that respond stronger to a pattern moving from
front to back (progressive motion) than from back to
front (regressive motion). The asymmetry results, be-
cause the time course of these motion detector subunits
is not completely mirror symmetric (Egelhaaf, Borst and
Reichardt 1989). This is modeled by a gain of 1.0 for pro-
gressive and 0.7 for regressive motion. In addition the
horizontal equatorial cells (HSE cells) respond maximal
to horizontal progressive motion in the frontolateral field
of view (Hausen 1982). Modeling the HSE cells, two large
field units integrate the motion information over a 184°
field of view in the right and left hemisphere with an
overlapping region of 8° in the front. The sensitivity dis-
tribution S(j) (j number of sensor!) is modeled by the
function:

S(j) = ajbe™ (1)

with @ = 0.625, b = 0.7 and ¢ = 0.15 and j € [—1,39].
S(7) is bilaterally symmetrical for the two integration
units (S(j) = S(—Jj)) and the maximum of S(j) is at
the sensor 5 (at ¢max = 23°). The outputs (3, 5,) of the
integration units are coupled via transmission weights to
the motor system.

2.2 Model of the motor system:
The agent is modeled as a simple kinematic system with
two motors, ignoring its mass and inertia. In order to
model the visuomotor control of flies this approximation
can be made, because after an initial acceleration, within
a short time (< 10 ms) the fly reaches a constant velocity
as the force produced by the wings is balanced by the
increasing air friction. The motors have a distance of ¢ =
lu, given in units u of the agent’s size (1u = 0.25cm)).?
The velocities v; and v, (Fig. 2) of the motors are
proportional to the force of the two motors. Each mo-
tor produces a constant velocity vg = 0.1 u/step which is
modulated by the outputs of the processed visual infor-
mation:

v, =vo = T(st,r) (2)

The signals s; and s, result from the visual motion in-
formation via the control signals m; and m, and intrinsic
noise n; and n, (Fig. 3):

St = kmy, + 1y, (3)

! The sensors %1 are oriented at the visual angles ¢ = £2.3°
off the heading direction and the sensors 39 at ¢ =
+177.1°

2 The force vectors produced by the wings of the fruitfly
Drosophila have an estimated perpendicular distance from
the center of the fly of about 0.2 to 0.3 cm (body-length:
0.3cm) (Gotz, 1964).



Figure 2 Sketch of the agent with ring sensor (R), simplified
models of the three layers of the visual system: lamina (L),
medulla (M), lobula plate (LP), and the transmission weights
(Wi, Wiy, Wi, wrr,) that couple the outputs of the large field
units (Bi, Br) to the motor system.

where k 1s a proportionality factor. The control sig-
nals m; and m, are explained in detail in the next section.
As the force produced by the wings of the fly never be-
comes negative, the velocities v; and v, are always above
or equal 0u/step. This is achieved by the sigmoid func-
tion 1'(s) for the left and right motor respectively:
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Figure 3 Nouse signal ny of left motor (Gaussian distributed
with o = 0.64° /step ).

The system has two degrees of freedom: translation
in the heading direction and rotation around the vertical
body-axis. The tranlatory and rotatory velocities are:

Uty

v = and U= = . (5)

2 c

2.3 The sensorimotor coupling

Fixation behavior: Reichard and Poggio (1976)
showed in behavioral studies with flies that a fly orients
itself towards a single black stripe in an otherwise homo-
geneous arena. This so-called fixation behavior is in con-
trast to the behavior in a visually homogeneous environ-
ment, where a fly turns in all directions with equal prob-
ability. Due to intrinsic noise the motor system contin-
uously produces torque, resulting in turning movements
in either direction. Reichardt and Poggio (1976) showed
that the noise is Gaussian distributed.

One explanation of the fixation behavior is based on the
fact that the turning response of flies in open-loop exper-
iments is stronger if a stripe moves from front to back
than in the other direction (Heisenberg and Wolf, 1984),
due to the asymmetric response of the HS-neurons. As
the noisy torque signals of the motor system lead to
movements of an object’s retinal image, the resulting
image flow will cause the fly to orient towards the ob-
ject, because the positive response to progressive motion
is stronger than the negative response to regressive mo-
tion.

To model the fixation behavior of flies, the signals that
result from the large field integration units are coupled
proportionally to the motor system.

m{ (t) = wyf + w5 (6)
7”{(‘) = erﬂl + wrrBr

The matrix
Wi Wiy 09 —0.4
W = =
(w,-z Wer ) < —0.4 0.9 (7)
contains the transmission weights for the coupling of the
outputs g and G, of the two large field integration units

to the left and right motor. We assume bilateral symme-
try for the sensorimotor coupling.

Optomotor response: While flying, flics are continu-
ously stabilizing their course. In order to compensate for
disturbances, which cause large rotatory image motion,
they execute turning movements — the so-called optomo-
tor response — along the direction of the image motion.
This behavior is most probably realized by cells that con-
tinuously integrate the difference of the output signals
from the horizontal cells in the two optic lobes (Heisen-
berg and Wolf, 1984). A motor signal, purely propor-
tional to the difference of the image motion in the two
eyes, has the disadvantage that ambiguous motor signals
result with respect to pattern velocity. This is due to
the characteristic response of the Reichardt motion de-
tector, which increases with increasing image motion up
to an optimum and decreases again for faster motion.
It is impossible to decide whether the image motion re-
sulted from a pattern that moves at low or very high
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Figure 4 Sketch of simulated arena. (a) side and top view of the arena with one black stripe mapped onto the wall.
The stripe is at 0°, starting orientation of agent is at 5. (b) A sinusoidal pattern is mapped onto the wall.

speed and full compensation is not possible. In general,
a purely proportional controller (without memory) may
cause oscillations, because the compensation behavior is
active only until the retinal image is stabilized. As the
disturbance persists, image flow will be detected again
and the compensation behavior is active again until the
retinal image is stabilized again etc. This second point,
however, does not seem to be a disadvantage for the con-
trol system of flies. Warzecha and Egelhaaf (1996) could
show that due to the response characteristic of the mo-
tion detector large-amplitude fluctuations in the image
motion, which are generated when the optomotor system
gets unstable, are transmitted with a small gain leading
to only relatively small turning responses and thus small
image motion.

To model the optomotor response behavior, the sig-
nals 3 and 3. that result from the large field units are
integrated over time. In simulation the integration is re-
placed by a summation:

Bi(t) =3 B (t) (8)

The coupling of these signals to the motor system, leads
to the control signals:

m{"(t) = wuBi(t) + wi Br()

my (1) = wuBi(t) +wer Br(t) )

with the transmission weights from Eq. 7.

Optomotor response and object fixation: Experi-
mental results suggest that the behaviors for course sta-
bilization and approach towards stationary objects of
flies may be realized at least partially by a common
sensory circuit (Gotz and Wenking, 1973; Gotz, 1975;
Reichardt and Poggio, 1976; Biilthoff, 1982). In order
to test this we designed agents with a visuomotor con-
troller, that regulates both the optomotor response and
the fixation behavior.
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Figure 5 Histogram of the agent’s orientation angle v in a
drum: with one stripe at s = 0.0°: ¢p = 0.95° £ 11.21°.

For the controller the control signals for optomotor
response m,, and object fixation my are combined into
a proportional-integral controller:

muy (1) = kpmf () + korm{T.(2) , (10)

with the constant factors k; = 0.5 u/step and k,, =
5.0 - 10~ u/step.

3. Experiments with the simulated agent

3.1 Fization behavior

To compare the performance of the fixation behavior of
the agent with that of flies in the experiments of Re-
ichardt and Poggio (1976), we run three experiments. In
all three experiments, the agent is fixed in the middle
of a drum and therefore has only one degree of freedom,
the rotation around its vertical body axis (Fig. 4a). The
angular velocity of the turning response 1 is given by
Eq. 5.
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Figure 6 Optomotor response: (a) Histogram of the agent’s optomotor response. The agent is fived at the center of a

rotating drum. Rotation of drum: '(,/.;d = 2.9° /step; rotation of agent: ¢ =2.8+£1.0°/step. (b) The agent’s optomotor

response in dependency of the angular speed of the arena.

Experiment: A single black stripe (angular width
17.3°) is presented on the wall of the drum in an oth-
erwise white surrounding. The initial orientation of the
agent is 1, = 41.4°. The simulation runs for 10,000 time
steps.

Result: Due to random torques caused by intrinsic noise
of the system, the retinal image of the stripe is not sta-
tionary. The agent turns towards the object, because
the turning response is stronger to progressive than to
regressive motion. Within 1100 steps the agent orients
it’s heading direction towards the stripe. For the rest of
the simulation the agent is able to fixate on the stripe
(Fig. 5). The slightly overlapping receptive fields of the
integration units are necessary for the agent to keep the
stripe in the front, because agents which lack this char-
acteristic are not able to fixate on the stripe in front of
them.

3.2 Optomotor response behavior

Experiment: Like in the previous experiment, the
agent is fixed in the middle of a drum (Fig. 4b) and can
only turn around its vertical body axis. In order to test
the optomotor response a sinusoidal pattern (A = 36°)
rotates with a constant angular velocity ¥4. The simu-
lations run for 10,000 time steps with different velocities
va (Fig. 6b).

Results: In order to stabilize the retinal image and thus
its orientation in the drum, the agent produces on aver-
age a compensatory turning response of ¥+ o, (Fig. 6).
The agent is able to compensate for 97% of the arena’s
rotation if the angular velocity is lower than 7° /step.

Due to the sigmoid function (Eq. 4) the agent is not able
to compensate to this extent for higher velocities of the
drum.

Experiment: Due to the response characteristic of the
Reichardt motion detector, a purely proportional con-
troller, does not lead to an unstable behavior, we also
test the performance of the agent with a purely propor-
tional controller (Warzecha and Egelhaaf, 1996):

mup(t) = kymf,(2), (11)
with the constant factors ky = 0.5 u/step.

Result: With a purely proportional controller the agent
is able to compensate for only 35% of the external ro-
tation of the drum (¢ = 1.0 & 1.3°/step). However, the
control signal does not lead to an unstable behavior. The
standard deviation is only slightly larger than with the
proportional-integral controller.

4. Implementation on the robot

We implemented the controller on a mobile robot — the
Khepera™ robot. The visual signals result from a small
video camera with a conical mirror mounted above it
(Chahl and Srinivasan, 1996). The optical axis of the
video camera is oriented to the center of the cone. This
configuration provides a 360° horizontal field of view ex-
tending from 10° below to 10° above the horizon (Franz,
Scholkopf, Mallot, and Bilthoff (in press)). The image is
sampled on five circles along the horizon within a verti-
cal aperture of 2.1°. The samples are averaged vertically
to provide robustness against inaccuracies in the imag-
ing system. Then the samples are horizontally lowpass



Figure 7 Khepera™ robot with vision module. The optical
axis of the camera is oriented vertically upwards, receiving
mainly visual input from the image on the conical mirror.

filtered using a Gaussian filter, resulting in 96 sensors
on the horizontal ring, 48 for each eye. The resolution is
higher than in the simulation.

Table 1 Predictive coding: Weights of the lateral inhibition
area with center pizel 0 and lateral pizels £3,+2,+1 (ob-

tained from 2000 images recorded during typical trajectories
of the robot).

pixel 0 =1 +2 | £3
weight || 1.000 |-0.510 | 0.003 | 0.007

For the processing of the video images, we model be-
sides the temporal aspects of the LMCs, their spatial
aspects by a spatial bandpass filter obtained by predic-
tive coding — a procedure known for image compression
(e.g., Gonzales and Woods, 1992). The weighting func-
tion of the filter is formed by three input units (m=3) in
either direction. 1 gives an average filter characteristic
that is obtained from 2000 images recorded during typi-
cal trajectories of the robot. The visual stimuli are then
temporally highpass filtered and amplified. Filtering as
well as motion detection are the same as in simulation.

The transmission weights that couple the outputs of
the large field integration units 3 and (3, to the mo-
tor system are the same as in simulation (Eq. 7) and the
control signals result from (Eq. 10). The constant factors
are set to ky = 4.0 mm/s and ko = 4.0- 1072 mm/s. In-
trinsic noise signals with a Gaussian distribution (Fig. 8)
cause random rotations around the vertical axis. The ve-
locity of the motors can be set stepwise to 8 n mm/s
with (n =1, ...,10) for the left and right motor. The ba-
sic velocity is set to vo = 40 mm/s, which is modulated
by the visual motion signals. The robot is updated at a
rate of 12 Hz.
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Figure 8 Gaussian distribution of turning response due to the
noise that is added to the motor signals.

5. Experiments with the robot

5.1 Optomotor response behavior

Experiment: Similar to the fixation experiments with
flies, in this experiment the robot is only able to turn
around its vertical axis within a circular arena (diame-
ter: 45 cm). For the optomotor response a pattern with
black and white stripes is painted onto the wall of the
arena (A = 51.4°). Instead of a constant rotatory bias of
the drum, asymmetric motor signals are added to the
left and right motor: ¥24 mm/s (this corresponds to
¥ = £4.2° /frame).

Result: In the case of an asymmetric motor signal that
leads to a rotation of the robot about the vertical body-
axis, the robot produces a compensatory turning re-
sponse by the internally generated control signals com-
pensating for 97% of the motor asymmetry (Fig. 9a).

5.2 Fization behavior

Experiment: To test the fixation behavior, a single
black stripe (angular width: 25.7°) is painted onto the
white wall of the arena. The experiment is started with
the stripe being at an orientation of ¥ = 57° off the
heading direction. Instead of measuring the absolute ori-
entation of the robot in the drum, we used the visual
angle of the stripe’s retinal image.

Result: In an arena with a single black stripe, the robot
is able to orient itself towards the stripe after about 8s
and fixate on it (Fig. 9b). This is in accordance with the
result from the simulation.

5.3 Approach behavior

Experiment: In the next experiment the robot was
started from various positions and with various orien-
tations in the arena (Fig. 10). The robot has two degrees
of freedom: translation in the heading direction and ro-
tation around the vertical body-axis. The rotatory and
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Figure 10 Approach of single stripe in an arena. The robot .

the stripe A = —60°,60°,65°, 70°.

translatory velocities are set according to Eq. 5.

Result: If the robot has two degrees of freedom, 1. e.
it is enabled to translate and rotate, it approaches the
stripe in all cases (I'ig. 10). The movement of the robot
is guided by the motion that is perceived at the border
of the stripe, because from the uniform black stripe no

starts with the orientations relative to the center point of

motion information can be derived. Therefore, the agent
approaches often one stripe instead of heading directly
towards the middle of the stripe. The trajectories have
been obtained by a visual tracking system, with a video
camera recording the arena from a birds-eye view. The
system tracks a red marker on top of the robot.



6. Discussion

We investigated whether one visuomotor controller is suf-
ficient to generate both optomotor response and fixation
behavior and we can in fact show that this is possible:
The simulated agent as well as the Khepera™ robot
show optomotor response and fixation behavior depend-
ing on the particular environmental conditions. In addi-
tion the robot approaches prominent objects in the arena
if it 1s able to move around.

In order to explain the optomotor response, exper-
imental results on flies suggest a temporal integration
stage of the the output signals from the horizontal cells
(Heisenberg and Wolf, 1984). We could show that for our
agent. the integration of the image motion signals leads
to an optomotor response behavior comparable to that
of flies. Purely proportional control signals are not suf-
ficient to compensate for the drum’s rotation. However,
like 1n flies they do not lead to an unstable behavior,
because of the motion detectors’ response characteristic.

For the fixation of a single stripe, the following per-
ceptual properties are essential: (i) an asymmetric re-
sponse of the motion detectors to progressive and re-
gressive motion, (ii) the spatial sensitivity function of
the large field integration units with overlapping fields
in front of the agent. The fixation behavior of the simu-
lated agent is qualitatively comparable to that of flies.

The implementation of the control structure onto the
robot was straight forward and the results show that the
simulations represent the real world conditions of the
robot very well. We slightly changed the proportional-
ity factors of the proportional and integral parts of the
controller. The robot is able to fixate on the black stripe
as well as to stabilize the retinal image by optomotor
response. With two degrees of freedom the robot even
approaches the prominent object in the arena.

The implementation of our controller on an analog
VLSI chip would be very useful for autonomous robots
and for further studies of fly behavior. On such chips,
motion detection mechanisms have been developed suc-
cessfully (Sarpeshkar, Kramer, Indiveri, and Koch, 1996;
Harrison and Koch, 1998). These chips integrate both
the photosensors and the motion computation on a sin-
gle chip. Like in biological systems, a parallel processing
of visual signals is thus possible. Although the sensors on
the chips show a poor signal-to-noise ratio, and the per-
formance decreases significantly at low contrast and low
illumination levels. For the simulation of biological pro-
cesses this does not have to be a disadvantage, as noise
is intrinsic in all biological neural systems.

7. Conclusions

The comparison of the results with investigations in flies
suggests that the large field cells most probably partici-
pate in mediating both the optomotor response and the
fixation behavior. Further investigations of the robot’s

behavior under various experimental conditions have to
be done to compare its behavior in more detail with that
of flies. It is known from investigations on flies that the
large field cells alone are not responsible for the object
fixation behavior. Full object fixation is mediated by the
contribution of other cells, for example the small field
cells (Egelhaaf, 1985) which respond selectively on mo-
tion in small parts of their receptive field. In future work
our model may be extended by adding small field units.

Our controller has important implications for the de-
sign of autonomous agents with a behavior based control
architecture. There is one fundamental problem for the
design of behavior-based architectures. The design of the
agent’s architecture involves the definition of a basic set
of behaviors that enables the agent to accomplish a given
task. The designer has to predict all possible interactions
between behavioral modules and the environment. Thus
the decomposition of the agent’s architecture into be-
havioral modules has to be done very carefully. As we
showed here, in some cases it is not necessary to realize
separate modules for different behaviors. Our controller
regulates both the optomotor response and the fixation
behavior. Which of the two behaviors predominates, de-
pends on the particular environment. Therefore, a fur-
ther detailed understanding of the functionality of sen-
sorimotor processes 1n biological systems would be very
useful for the development of control algorithms for au-
tonomous robots.
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