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Abstract

To explore the nature of the representation space of 3D objects, we studied human perfor-

mance in forced-choice classi�cation of objects composed of four geon-like parts, emanating

from a common center. The two class prototypes were distinguished by qualitative contrasts

(bulging vs. waist-like limbs). Subjects were trained to discriminate between the two pro-

totypes (shown brie
y, from a number of viewpoints, in stereo) in a 1-interval forced-choice

task, until they reached a 90% correct-response performance level. In the �rst experi-

ment, 11 subjects were tested on shapes obtained by varying the prototypical parameters

both orthogonally (Ortho) and in parallel (Para) to the line connecting the prototypes

in the parameter-space. For the eight subjects who performed above chance, the error rate

increased with the Ortho parameter-space displacement between the stimulus and the cor-

responding prototype (the e�ect of the Para displacement was marginal). Clearly, the

parameter-space location of the stimuli mattered more than the qualitative contrasts (which

were always present). To �nd out whether both prototypes or just the nearest neighbor of

the test shape in
uenced the decision, in the second experiment we tested 18 new subjects

on a �xed set of shapes, while the test-stage distance between the two classes assumed one

of three values (Far, Intermediate, and Near). For the 13 subjects who performed above

chance, the error rate (on physically identical stimuli) in the Near condition was higher

than in the other two conditions. The results of the two experiments contradict the pre-

diction of theories that postulate exclusive reliance on qualitative contrasts, and support

the notion of a metric representation space, with the subjects' performance determined by

distances to more than one reference point or prototype (Edelman, 1995b).
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1 Introduction

To make sense of the world of shapes it encoun-

ters, the visual system must overcome two major

computational di�culties. The �rst of these is the

variability in the appearance of a 3D object (and,

hence, in the stimulus it presents to the visual sys-

tem), caused by the varying viewing conditions,

such as illumination and pose with respect to the

observer. Thus, the same 3D object may look com-

pletely di�erently when seen from di�erent view-

points; to realize that two views belong to the same

object, the visual system must reveal their common

origin, while ignoring the conditions that gave rise

to their di�erences.

The second source of problems is the variabil-

ity in the shape of individual objects belonging to

the same category. Just as a series of views of the

same object must be perceived as such, a collection

of di�erent shapes should be attributed to the same

category, if they are su�ciently similar. There is,

however, an important distinction between the two

cases: whereas the changes in the object appear-

ance precipitated by changing viewpoint can be

fully characterized by a handful of parameters (as

few as six, in the case of a rigid object), the varia-

tion in the shape of objects belonging to the same

class is a priori unconstrained.

A convenient common approach to the descrip-

tion of the two kinds of computational problems

mentioned above is to coach both in terms of class

membership (Edelman et al., 1996). Recognizing

an image as a view of some object then becomes

the problem of deciding the membership of that

image in the class of all views of that object, which

we call its view-space. Analogously, the categoriza-

tion of an image as produced by some member of

a class of shapes amounts to pinpointing the loca-

tion of the image in a shape-space spanned by all

members of that class.

A considerable amount of attention has been

given recently to the issues involved in the percep-

tion of di�erent views as belonging to the same ob-

ject, or, using the terminology we just introduced,

in the processing of the view-spaces of individual

objects. In contrast, much less work has been done

on the processing of shape-spaces generated by ob-

ject categories. In the present paper, we report

two experiments intended to �ll this gap. Our ap-

proach, the experimental results, and their inter-

pretation are described in the next sections, follow-

ing a brief survey of the previous work on the per-

ception of view-spaces (recognition) and of shape-

spaces (categorization) by human subjects.

1.1 View-space e�ects

Psychophysical studies conducted in the past few

years led to the characterization of certain ba-

sic limitations of the visual system in generaliz-

ing shape-based recognition to novel conditions; see

(Jolicoeur and Humphrey, 1996) for an extensive

review and a discussion. Speci�cally, it was found

that the recognition of novel views of objects tends

to be slower and more prone to errors than the

recognition of highly familiar views (Rock and Di-

Vita, 1987; Tarr and Pinker, 1989; Edelman and

B�ultho�, 1992; Humphrey and Khan, 1992; Cutzu

and Edelman, 1994), and that it persists even when

full 3D shape information is available to the sub-

ject through, e.g., binocular stereo cues (Edelman

and B�ultho�, 1992).

The relevance of the above �ndings to the under-

standing of the processes of object recognition has

been disputed on the basis of the di�erence between

viewpoint-dependent performance exhibited by the

subjects in these experiments, and the viewpoint-

invariant performance found in other studies. In

particular, Biederman and Gerhardstein (1993) re-

ported essentially viewpoint-invariant performance

on some of the objects used previously in (Edel-

man and B�ultho�, 1992), to which distinctive sin-

gle parts have been added. A subsequent detailed

investigation, in which the number of distinctive

parts was manipulated in addition to object orien-

tation, showed, however, that recognition always

becomes poorer with increasing change in view-

point, although this dependence is at its weakest

for objects with one unique part (Tarr, B�ultho�,

Zabinski, and Blanz, 1996).

1.2 Shape-space e�ects and the role of

similarity

The assumption that the processes and the repre-

sentations involved in identifying speci�c individu-

als are di�erent from those used for categorization

(Jolicoeur, 1990) has been recently put to an ex-

plicit test in a series of experiments, in which objec-

tive similarity between stimuli (and, consequently,

the categorical level of their distinction) varied in

a controlled fashion (Edelman, 1995a).

Subjects in those experiments were trained to

discriminate between two classes of computer gen-

erated 3D objects, one resembling monkeys, and

the other dogs. Both classes were de�ned by

the same set of 56 parameters, which encoded

sizes, shapes, and placement of the limbs, the ears,

the snout, etc. Interpolation between parame-

ter vectors of the class prototypes yielded shapes

that changed smoothly between monkey and dog.

Within-class variation was induced in each trial

by randomly perturbing all the parameters. Af-

ter the subjects reached 90% correct performance
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on a �xed canonical view of each object, discrimi-

nation performance was tested for novel views that

di�ered by up to 60� from the training view. In

all the experiments reported in (Edelman, 1995a),

higher inter-stimulus similarity was associated with

an increase in the mean error rate and, for misori-

entation of up to 45�, with an increase in the de-

gree of viewpoint dependence. These results sug-

gest that a geon-level (Biederman, 1987; Bieder-

man and Gerhardstein, 1993) di�erence between

stimuli is neither strictly necessary nor always suf-

�cient for viewpoint-invariant performance.

The studies we mentioned so far concentrated

on the quanti�cation of the e�ects of viewpoint on

recognition, and on the interaction between these

e�ects and those of similarity among the objects

that were to be recognized. While these studies

explored the e�ects of the relative location of the

stimuli both in the view-space and in the shape-

space, the former exploration has been more thor-

ough. For example, the experiments of (B�ultho�

and Edelman, 1992) involved parametric control

over viewpoint in two mutually orthogonal direc-

tions, whereas the study of (Edelman, 1995a) only

manipulated the similarity between the two classes

of stimuli, which is a scalar quantity. Thus, in

the experiments reported below, we chose to con-

centrate on a parametric exploration of the e�ects

of shape-space proximity (similarity) between the

stimuli, the issues of viewpoint having been deemed

of a secondary importance, in view of the previous

�ndings in this �eld.

2 The Ortho experiment

The �rst experiment involved two classes of ob-

jects, de�ned by prototypes P1 and P2 (see Fig-

ure 1). The objects were jointly parameterized by

a number of variables that controlled their appear-

ance; each object thus corresponded to a point in

the parameter-space (Figure 2). The shape of the

objects was manipulated by combining two orthog-

onal directions of displacement in the shape (pa-

rameter) space | in parallel and in perpendicular

to the line connecting P1 and P2 (Figure 3).
1 Alto-

gether, 15 exemplar objects for class 2 were formed

by this procedure (Figure 4).

We chose this shape-space arrangement of stim-

uli because it o�ers an opportunity to test the pre-

dictions of a number of theories of object represen-

tation, and to evaluate these theories as models of

recognition in human vision. Observe that the two

class prototypes di�ered by a so-called qualitative

contrast (Biederman, 1987): the sign of the bulge

1Note the parallel between this experiment and the
Inter/Extra/Ortho experiments of (B�ultho� and
Edelman, 1992).

Figure 1: Two prototypical hedgehog-like objects, sim-
ilar to those we used in our experiments (both \hedge-
hogs" are shown at the same orientation). Each ob-
ject is composed of a number of limbs protruding from
a common center; the limbs are generalized cylinders,
similar to Biederman's (1987) geons. The two proto-
types are distinguished by qualitative (nonaccidental)
contrasts (sign of bulge/waist of the limbs; see Fig-
ure 3). In addition, a number of quantitative parame-
ters such as the degree of bulge/waist, the amount of
taper, etc., control the exact shape of each instance ob-
ject. Note that the qualitative contrasts emerge from
the accumulation of quantitative changes, as illustrated
in Figure 2.

Figure 2: Each object can be represented by a sin-
gle point in a parameter (shape) space. Changing the
quantitative parameters (\morphing") corresponds to
a movement of the shape-space representation of the
object. This �gure illustrates the morphing sequence
that connects the two prototype objects. Although the
changes between the successive images are minute, they
accumulate to make up easily perceptible (and, even-
tually, \qualitative") di�erences between the endpoints
of the sequence.

of the generalized-cylinder parts. Theories that

postulate reliance on such contrasts (such as Bie-

derman's Recognition By Components, or RBC)

predict viewpoint-invariant near-perfect discrimi-
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Figure 3: The parameter-space arrangement of stim-
uli. The parameter-space locations of the two proto-
typical objects are marked by P1 and P2. The two
orthogonal directions of shape variation are bulge (in-
crease/decrease) and taper (left/right). Speci�cally, the
shift from P1 to P2 corresponds to a gradual change
from a waist-like to a bulging pro�le of the hedge-
hog's limbs; the orthogonal direction corresponds to an
equally gradual change of limb shape that tapers from
the proximal towards the distal end to a shape that
tapers in the opposite direction. See Figure 4 for an
illustration of the entire array of stimuli corresponding
to this parameter-space pattern.

nation performance for the two class prototypes,

and for stimuli derived from the prototypes by a

parameter-space displacement which is orthogonal

to the line connecting P1 and P2. The same pre-

diction can be derived from theories that postulate

involvement of metric features, but deny the possi-

bility of interaction between the di�erent orthogo-

nal dimensions of the feature-space (for an example

of such a theory, see Ashby and Perrin, 1988). The

reason for this prediction is that a variation which

is orthogonal to the di�erence between P1 and P2

should not a�ect discrimination.

Not all theories postulating a metric feature-

space as a substrate for recognition predict no ef-

fect for the proposed manipulation. For example,

a theory according to which discrimination perfor-

mance relies on the computation on distances to

the class prototypes (Poggio and Edelman, 1990)

and not to a decision surface (Ashby and Perrin,

1988) predicts that the performance will deterio-

rate the farther the stimuli are removed from the

line connecting the two prototypes (see Figure 5).

2.1 Method

Eleven subjects were trained to discriminate be-

tween the two prototypes in a 1-interval forced-

Figure 4: All the stimuli objects. The perception of
variants of the learned prototype objects was probed
with 15 exemplars made out of prototype P2. All these
exemplars, whose shape-space locations form a 3 � 5
grid centered on P2, are illustrated here.

error
rate

predicted by the
qualitative or

independent
feature theories

expected

ortho/para
offset

BB
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BB
BB

BB
BB

BB
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Figure 5: The parameter-space arrangement of the
stimuli (see also Figure 1, right), and the expected per-
formance in the Ortho experiment. The subjects were
trained to discriminate between the two prototypes, P1

and P2. They were then tested on the discrimination
of stimuli produced by a shape-space variation orthog-
onal to the contrast between the two prototypes. See
section 2 for a discussion of the predicted results and
the actual �ndings.

choice task. In each trial, an image of one of the two

prototypes was brie
y presented on the screen of a

Silicon Graphics workstation, in binocular stereo

(using LCD shutter glasses synchronized with the

display). The subject was required to press the
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right or the left key on the computer mouse, de-

pending on the class to which the stimulus be-

longed; an incorrect response triggered a beep (only

during the training phase of the experiment). The

presentation time was 300 msec. The object could

be seen from any of four viewpoints, spaced evenly

around the viewing sphere.

The subjects were trained for a minimum of 30

trials, until they reached a 90% correct-response

performance level (computed on the trailing 30

trials of the session). They were then tested on

shapes obtained by varying the prototypical pa-

rameters both orthogonally (Ortho) and in par-

allel (Para) to the line connecting the prototypes

in the parameter-space, as described above.

2.2 Results

Eight of the 11 subjects who participated in the

experiment performed above chance in the test

phase (the mean error rate of these was 23%).

For these subjects, the error rate (computed over

the four test views and the three repetitions per

condition) increased with the Ortho parameter-

space displacement between the stimulus and the

corresponding prototype. A General Linear Mod-

els analysis (using procedure GLM; SAS, 1989)

showed this e�ect to be signi�cant: F (2; 63) = 2:9,

p < 0:08. The e�ect of the Para displacement was

marginal: F (2; 63) = 1:7, p < 0:19.2

A stronger e�ect was masked by the large indi-

vidual di�erences (the error rates of the eight sub-

jects ranged between 4% and 34%). When these

were taken into account (by incorporating the sub-

ject variable into the analysis), the e�ect of Or-

tho displacement became stronger: F (2; 28) = 5:0,

p < 0:01, and a signi�cant e�ect of Para displace-

ment emerged: F (2; 28) = 3:3, p < 0:05. Impor-

tantly, there was no interaction between these ef-

fects and that of subject. Figure 6 shows the mean

performance, plotted against the Ortho and the

Para displacement.

2.3 Discussion

The results of the �rst experiment clearly in-

dicate that the parameter-space location of the

stimuli mattered more than the qualitative con-

trasts (which were always present) between the two

classes that had to be distinguished. Moreover, the

stronger e�ect of the Ortho relative to the Para

displacement suggests that both prototypes partici-

pated in determining the response to the test stim-

uli. This pattern exactly mimics the distinction

2In the computation of these e�ects, we collapsed
the data over the two directions of Ortho shift away
from the prototype P2, due to considerations of sym-
metry. Thus, the number of degrees of freedom in the
F statistics was 2 in both cases.
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Figure 6: The mean performance of the eight subjects
who responded above chance in the �rst experiment,
plotted against the Ortho and the Para displacement
(see section 2.2). The three Para displacement val-
ues, denoted symbolically by the numerals 1,2,3, ap-
pear along the abscissa in the contour plots; the �ve
Ortho values correspond to the ordinate. The loca-
tion of prototype P2 corresponds to the point whose
coordinates are (2; 3). Altogether, the 15 data points
are arranged in a 3 � 5 grid around prototype P2 (see
Figure 3); the direction towards the other prototype
in these plots is along the increasing abscissa values.
Top: error rate; the adjacent lines in the contour plot
are spaced at 2:5%. Note the general increase in the
error rate for test stimuli that are closer to the other
prototype. Bottom: response time; the line spacing is
25 msec.

between the Ortho and the Inter/Extra e�ects

in the experiments described in (B�ultho� and Edel-

man, 1992). There, however, the manipulation of

the stimuli was carried out in the view-space (that

is, the exemplars were rotated versions of the \pro-

totype"), whereas in the present experiment the

manipulation was in the shape-space (the exem-

plars di�ered from the prototype by their shape).

3 The Nearest-Neighbor

experiment

The next experiment we describe was designed to

gain further support for the idea that proximities

to both prototypes contribute to the categorization

process. If the visual system indeed relies on the

computation of distances between the stimulus and
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error
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P1 offset
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Figure 7: The parameter-space arrangement of the
stimuli and the expected performance in the Nearest-
Neighbor experiment. The two prototypes, P1 and
P2, are as before. In this experiment, the location of P1

relative to P2 varied along the line connecting the two
prototypes. Performance (discrimination between the
two classes) was tested for the same physical stimuli,
whose location in the parameter-space corresponds to
the middle column in the 3�5 grid of points surround-
ing P2. For a discussion of the expected performance,
see section 3.

prototypical memory traces in some feature-space,

it may use those distances in two di�erent man-

ners. The �rst possibility is that the identity of the

prototype nearest to the stimulus is the sole deter-

minant of the response (we term this the Nearest-

Neighbor hypothesis). The second possibility is

that a number of close neighbors of the stimulus

jointly determine the nature of the response.

To distinguish between these two possibilities,

we examined the responses of the subjects to a

�xed set of stimuli, while manipulating the location

of one of the two class prototypes (see Figure 7).

Importantly, the manipulation left the test stim-

uli themselves always within the half-space dom-

inated (by proximity) by the other, �xed, proto-

type. According to the Nearest-Neighbor hy-

pothesis, the performance on the test stimuli should

not change under the proposed manipulation. In

contrast, theories that postulate the involvement of

all su�ciently close prototypes (Poggio and Edel-

man, 1990) predict that performance will improve

as the distance between the two prototypes in-

creases (Edelman, 1995a).

3.1 Method

The stimulus set and the course of each trial were

the same as in the �rst experiment. Of the 15 stim-

uli associated with prototype P2, only the �ve be-

longing to the middle column were used (see Fig-

ure 7). These were crossed with three possible lo-
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Figure 8: The mean performance of the 13 subjects who
responded above chance in the second experiment, plot-
ted against the Para displacement of prototype P1 (see
section 3.2). Top: error rate. Bottom: response time.
The error bars show the standard deviation of the cor-
responding means. The three values along the abscissa
(prototype proximities 1, 2, 3) correspond, respectively,
to the Far, Intermediate, and Near conditions, de-
scribed in the text.

cations of prototype P1, which we termed Far, In-

termediate, and Near, yielding 15 test condi-

tions (as in the �rst experiment).3 Note, however,

that the subject's performance was always assessed

on the same �ve physical objects that belonged to

class 2 (that is, the results reported below only per-

tain to the responses given to those objects).

3.2 Results

Thirteen of the 18 subjects who participated in

this experiment performed above chance (mean er-

ror rate of these was 18:0%). When averaged over

these subjects, the e�ect of moving prototype P1

was marginal: F (2; 180) = 1:6, p = 0:2.4

3The location of P1 in the test phase was ma-
nipulated by dividing the entire sequence of test tri-
als into three blocks, each of which corresponded to
Far, Intermediate, or Near condition. The order of
the blocks in the test session was randomized across
subjects.

4Because this experiment concentrated on the ef-
fect of the displacement of prototype P1 in the Para
direction, the data were collapsed over the Ortho
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As in the previous experiment, a stronger e�ect

was masked by the large individual di�erences (the

error rates of the 13 subjects ranged between 5%

and 34%). When these were taken into account (by

incorporating the subject variable into the anal-

ysis), the e�ect of moving P1 became signi�cant:

F (2; 96) = 2:9, p < 0:06; importantly, there was

no interaction between this e�ect and that of sub-

ject. Figure 8 shows the mean performance, plotted

against the Para displacement of prototype P1.

3.3 Discussion

The results of this experiment demonstrate the sen-

sitivity of the visual system to the general setting

of the categorization task with which it is con-

fronted. If the classi�cation decision were carried

out by comparing a representation of the stim-

uli (which remained unchanged throughout the ex-

periment) with that of the closest class prototype

(which remained �xed as well), a constant perfor-

mance would have ensued. We found, however,

that the performance has been a�ected by the relo-

cation of the second prototype relative to the �rst

(closest) one, in clear violation of the prediction of

the Nearest Neighbor hypothesis.

4 General discussion

The objective of the two experiments we described

was to gather quantitative data regarding the pro-

cess whereby the shape of an object is labeled as

belonging to one of two classes. The foremost is-

sue here is the nature of the representation-space

wherein the decision takes place. To clarify this is-

sue, we asked, speci�cally, whether the dimensions

of the relevant space (i.e., the features involved in

the representation) are independent. The results

of experiment 1 suggest that they are not: our

subjects performed worse on shapes that were pro-

gressively more di�erent from the class prototype

acquired during the training phase, even though

this di�erence was orthogonal to the distinction

between the two classes. This �nding indicates

that the visual system is not likely to rely solely

on the single most distinctive contrast between the

categories, even if this contrast is \qualitative" or

\nonaccidental" (Biederman, 1987).

Even if the location of the stimulus in a shape-

space spanned by the relevant features | and not

merely its location along the line connecting the

two class prototypes in that space | determines

the subject's performance, the question of the na-

ture of the shape-space (that is, the nature of the

relevant features) still remains open. Rather than

attempting to characterize the features explicitly

(an undertaking that is notoriously resistant to a

displacement.

purely psychological approach), we chose to �nd

out whether or not the features that the stimulus

shares with the closest prototype alone determine

the performance. The outcome of the second ex-

periment reported above suggests that both proto-

types contribute to the perceptual categorization

decision.

An intriguing computational hypothesis consis-

tent with our �ndings holds that the internal shape-

space is spanned by a vector of proximities of the

stimulus to a number of \reference" or prototypi-

cal objects, whose role here may be played by the

class prototypes (Edelman, 1995b; Edelman et al.,

1996). The implications of this hypothesis, accord-

ing to which the features by which an object is

judged are its similarities to other objects,5 as well

as a discussion of its compatibility with recent psy-

chophysical and neurobiological �ndings on object

representation, can be found in (Edelman, 1996).

In summary, the results of the two experiments

we reported above contradict the prediction of the-

ories of recognition that postulate exclusive reliance

on qualitative contrasts (Biederman, 1987) or on

proximity to a decision surface (Ashby and Per-

rin, 1988; Maddox and Ashby, 1993), and support

the notion of a metric representation-space, with

the subjects' performance determined by proxim-

ities to more than one reference point or proto-

type (Nosofsky, 1988; Nosofsky, 1991; Edelman,

1995b; McKinley and Nosofsky, 1996; Edelman

et al., 1996).
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