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1 Introduction to the Scene

Perception Workshop

Heinrich B�ultho�
Max-Planck Institute for Biological Cybernetics

hhb@mpik-tueb.mpg.de

http://www.mpik-tueb.mpg.de/bu.html

In the past several years we have made signi�-
cant progress on how man, monkeys and machines
recognize three-dimensional objects, provided that
these objects are presented in isolation or can be
easily segmented from the background. However,
we have very little understanding of how one can
recognize objects in a more ecological valid con-
text, i.e. in a realistic scene. While the bottom-up
segmentation of objects from a complicated natural
scene makes the recognition process more di�cult it
is quite plausible that the context information pro-
vided by the scene can help a top-down recognition
process. In order to integrate the context informa-
tion into a novel recognition framework we have to
understand �rst how we integrate the patch-wise
information when we change our gaze position 3-4
times per second. The question of how we inte-
grate information across saccades is the main topic
of most talks of this workshop and the major tools
to study it are the recently introduced "
icker"
paradigm of Rensink, O'Regan and Clark (1995)
and high speed eye tracking techniques for TSI ex-
periments introduced by McConkie.

State of the art computer graphics and virtual
reality technology open up new opportunities for
studying scene perception in an even more ecologi-
cal context by allowing us to interact with the scene
(\perception for action").

In this workshop we would like to review our cur-
rent understanding of scene perception and discuss
new ideas about how we can make use of this new
technology to get a better understanding of scene
perception.

2 Attention and the perception of

dynamic scenes

Ronald A. Rensink
Cambridge Basic Research Laboratory

rensink@path�nder.cbr.com

http://path�nder.cbr.com/people/rensink/rensink.html

When looking at a dynamic environment, our
impression as observers is that we simultaneously
see all the changes that are taking place. It will be
shown that this impression is an illusion, and that
humans instead have a severely limited ability to
detect change. It will be argued that attention is
required to perceive changes in a scene, and that
the limited ability to detect change is a direct con-
sequence of the limited capacity of the attentional

mechanisms involved.

Previous studies (e.g., McConkie et al. 1996)
showed that it is di�cult to detect changes in scenes
when these changes are made during saccades. Al-
though this e�ect can be attributed to saccade-
speci�c mechanisms, the blurring of the retinal im-
age during the saccade also masks the transient
motion signals that normally accompany an image
change. Since transients play a large role in the
drawing of attention, it may be that the failure to
detect change is not due to saccade-speci�c mech-
anisms, but is simply due to a failure to correctly
allocate attention.

To investigate this, an original image A was re-
peatedly alternated with a modi�ed image A', with
brief blank �elds interposed. The resulting "
icker"
created a global transient that swamped the local
motion signals caused by the image change, pre-
venting attention from being drawn to the location
of the change. When this was done, a dramatic ef-
fect was found: even when the change was substan-
tial and was made repeatedly, subjects had great
di�culty seeing what it was. Changes were eas-
ily identi�ed when a verbal cue was given, showing
that visibility was not the limiting factor. Rather,
it appears that this e�ect is due to a true failure to
detect change, similar to that found with saccade-
contingent display changes. Indeed, it is argued
here that the same (purely attentional) mechanisms
are the cause of "change blindness" under both
these conditions.

Results also showed that the e�ect is robust to
several kinds of variation in the parameters of the
blank �elds. The size of the e�ect is roughly the
same for black, white, and gray blanks, and is also
roughly the same for blank durations of 80 ms and
160 ms. Increasing the duration of the blanks to
320 ms caused a deterioration in the ability to de-
tect change, possibly because of the decay of an un-
derlying iconic memory. This suggests that scenes
may be represented by a spatiotopic schematic map
containing relatively unstructured elements, with
attention selecting some subset of these elements
and entering them into a more durable memory
(possibly visual short-term memory) that allows
comparisons to be made.

If this view is correct, the perception of change
under 
icker conditions acts as a "litmus test" that
indicates when attention is being allocated to the
relevant object or region. In keeping with this in-
terpretation, it was found that identi�cation was
easy for changes in those objects mentioned in brief
verbal descriptions of each scene, and much more
di�cult for objects that were never mentioned. Ev-
idently, in the absence of low-level control, atten-
tion is attracted to various parts of a scene on the
basis of high-level "interest". As such, the careful
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mapping out of "attentional scans" may provide a
useful new way to study scene perception.

3 From objects to scenes:

Speculations on similarities and

di�erences

Michael J. Tarr & Vlada Aginsky
Brown University

Michael Tarr, vlada aginsky@brown.edu

http://www.cog.brown.edu/brochure/people/mjt/tarr.html

The Theory. While the study of object per-
ception has a long and storied history, the study
of scene perception has been relatively neglected.
In part this is because researchers have generally
assumed that the perception of a scene is essen-
tially a summation of the perception of its compo-
nents. Recent results, however, indicate that this
is not the case. In particular, observers are ap-
parently unable to retain a complete representa-
tion of a scene across disruptions such as visual
saccades or 
icker. Not surprisingly, some parts
of the scene are more salient in visual memory in
that changes in such parts are not easily detected
across disruptions. Remarkably, even the presence
or absence of an entire object or part of an object
may be misremembered. First, we consider the im-
plications of such �ndings for how scenes may be
represented and how these representations may dif-
fer from those used to represent objects. Second,
we consider how observers integrate object infor-
mation embedded within scenes into more com-
plex representations, speci�cally asking what ob-
ject features and relations contribute to scene per-
ception? Our assumption is that both object and
background features in
uence the initial represen-
tation of a scene, but that they are di�erentially
encoded in terms of their speci�city within the rep-
resentation. Several experiments are reported that
investigate this issue by examining the degree to
which cueing particular features in
uences detec-
tion of changes within a scene. As summarized
below, our results suggest that foreground objects
are automatically integrated into the structure of
scenes, but that background information is less
salient within the representation, and as such, is
subject to increased saliency through cueing. These
results are interpreted in the context of a theory in
which object, category, and scene representations
are formed through statistical associations between
local features and their relations.

The Experiments. We used the "
icker"
paradigm introduced by Rensink, O'Regan, and
Clark (1996) in which one element of a scene con-
tinuously alternates between its original appear-
ance and a noticeably changed appearance. A brief

blank �eld disrupts the scene at the moment that
the change occurs and presumably delocalizes tran-
sients produced by the change which may other-
wise draw the perceiver's attention. The crucial
assumption of this technique is that visual proper-
ties that are more salient within the representation
of the scene are preserved across such transients
and, therefore, are easier to detect when changed.

Four di�erent experiments were conducted. The
�rst was a replication of the original 
icker study,
the second a control in which we measured the de-
tection of changes without the presence of 
icker,
and the third and fourth investigated the impact
of cueing the type of change (color, location, or
presence) on the speed of detection. Our assump-
tion was that cueing would di�erentially enhance
detection of changes in features that were typically
less salient in visual memory. Across these latter
two experiments two di�erent cueing manipulations
were used. In the �rst scenes were blocked accord-
ing to the type of change. In the second, scenes
containing each type of change were randomly in-
termixed, but a cue informing participants as to
the type of change was provided prior to each trial.
Several results stand out. First, regardless of the
type of change, changes were rapidly detected when
there was no 
icker. Second, we replicated Rensink
et al.'s �nding that changes in foreground objects
are detected far more rapidly than are changes
in background information. Third, cueing made
no di�erence in the detection of changes in fore-
ground objects. Fourth, cueing facilitated the de-
tection of color changes in background information
to a greater extent than it did location or presence
changes.

The Conclusions. These results suggest that at-
tention is initially directed towards elements of the
scene that perceivers consider to be informative or
interesting, e.g., stable foreground objects. More-
over, it is likely that such elements are represented
with the greatest salience in visual memory. There
is apparently less salience in the representation of
background information, and based on the cueing
advantage, even less salience in the representation
of color information in the background. Planned
follow-up experiments will use computer graphics
psychophysics to create both synthetic familiar and
nonsense scenes.

4 Transsaccadic object

representations

Karl Verfaillie & Peter De Graef
University of Leuven

Karl.Verfaillie, Peter.DeGraef@psy.kuleuven.ac.be

http://www.psy.kuleuven.ac.be/ karl/objdb.html

In everyday scene exploration, the eye typically
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saccades within or between objects which under-
lines the ecological importance of object processing
but also indicates that integration across saccade-
based discontinuities in the proximal stimulus is
a pervasive and multi-faceted challenge for object
perception. In a series of experiments, we investi-
gate whether and how object position, orientation,
and identity are represented across saccades. In
the experiments on the representation of position
and orientation, we measure the detectability of
saccade-contingent changes in a point-light walker.
The representation of object identity is studied in
a search task that requires exploration of the vi-
sual scene in order to perform a series of object
decisions. These issues are examined as a function
of the object's transsaccadic status (target, source,
or bystander) and as a function of the integration
interval (within one �xation-saccade cycle, across
multiple cycles). Implications for theories of stored
visual knowledge are discussed.

Image-plane position and in-depth

orientation

Karl Verfaillie
Using a transsaccadic integration paradigm,
in which participants had to detect saccade-
contingent changes in a moving point-light walker,
Verfaillie et al. (1994) observed that the global
image-plane position of the walker was not main-
tained accurately across saccades, whereas saccade-
contingent changes in the walker's in-depth orien-
tation were readily noticed. This suggests that
transsaccadic object representations are position
invariant but orientation dependent. We will give
an overview of three follow-up studies.

First, as far as the object's position is con-
cerned, we examine whether and under what con-
ditions transsaccadic memory for the object's po-
sition improves when viewers can code the point-
light walker's position in an allocentric rather than
an egocentric reference frame, i.e., when the ob-
ject's position can be coded relative to neighboring
landmark objects rather than relative to the viewer
only.

Second, as far as the object's orientation is con-
cerned, we explore two alternative explanations for
the conclusion that the object's in-depth orien-
tation can be carried across saccades. First, by
manipulating the presaccadic orientation, we show
that our earlier �nding of accurate detection of
saccade-contingent rotations was not due to the
fact that the presaccadic orientation was always a
(canonical) 3/4 view. Second, when the walker is
rotated in depth, the relative positions of point-
lights in the image change. Therefore, maybe what
is maintained across saccades is the relative posi-
tion of lights rather than a walker in a particular

orientation. An experiment with inverted walkers
provides evidence against this hypothesis.

The third series of experiments generalizes the
earlier basic �ndings from the case of saccades
within the same object to the case of saccades be-
tween di�erent objects. Whereas in Verfaillie et
al.'s (1994) experiments, subjects made a saccade
within the same point-light walker, observers now
saccade from one point-light walker to another, and
we probe transsaccadic memory for position and
orientation of saccade source and saccade target.

Absolute and episodic object identity

Peter De Graef
When objects are encountered in the context of
real-world scenes, strictly data-driven accounts of
object recognition appear to be incomplete. Rela-
tive size, position, and semantic plausibility of the
object in its context have been claimed to a�ect
the speed with which the object can be recognized.
We have opted to study these context e�ects in a
search task that requires exploration of the visual
scene in order to perform a series of object decisions
(De Graef et al., 1990).

Under these conditions, context e�ects proved to
be a dynamic phenomenon based on various mech-
anisms each with their own spatial and temporal
restrictions. Based on published and unpublished
data from our own work we will distinguish between
a) immediate context e�ects, operational during
the �rst glance at a scene, b) delayed context ef-
fects, which only develop as scene exploration pro-
gresses, and c) inter-object priming e�ects, which
can occur throughout the course of scene explo-
ration.

While immediate e�ects are largely intra-
�xational, delayed and priming e�ects involve a
transsaccadic component: Information needs to
be integrated over at least one and often multi-
ple �xation-saccade cycles. To document this, we
will discuss four experiments. In the �rst two, we
looked at the impact of prime and background in-
formation on the peripheral and foveal processing
of a target object. In both experiments, we elicited
prime-target �xation sequences and orthogonally
manipulated prime-target and target- background
relatedness. In addition, prime-target distance and
the length of the interval between prime and tar-
get �xations were taken into account to delineate
spatial and temporal properties of the observed
context e�ects. In a third experiment, we used
intrasaccadic changes of a target object to deter-
mine whether semantic object information was in-
tegrated transsaccadically and to what extent this
was modulated by the object's context. Finally, in
a fourth experiment we are looking at the position-
speci�city of transsaccadic integration of object in-
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formation by using intrasaccadic changes of object
position while controlling for attentional strate-
gies that may have compromised earlier studies of
position-speci�city. While this study has been car-
ried out with objects out-of context, we hope to
be able to also report some data on an in-context
version of the experiment.

5 The in
uence of scene context on

object perception

John M. Henderson & Andrew Hollingworth
Michigan State University

john@eyelab.psy.msu.edu

Phillip A. Weeks, Jr.
AT&T Bell Laboratories

How is the encoding of perceptual information
concerning an object a�ected by the scene within
which that object appears? Two general classes of
theories concerning the in
uence of scene context
on object perception will be considered, both of
which are capable of accounting for the current ev-
idence. Data from an eyetracking experiment and
several tachistoscopic presentation paradigms will
be presented in an attempt to o�er new data with
which to adjudicate between these classes of theo-
ries.

In order to illustrate the distinction between the
alternative theoretical views, the following view of
object identi�cation will be adopted: It will be as-
sumed that object identi�cation requires the gen-
eration of object primitives (e.g., surface proper-
ties, edges), the generation of an episodic descrip-
tion of the object (e.g., a structural description of
some type) from those primitives, and the match-
ing of the description to long-term memory rep-
resentations. This general outline is consistent
with a number of current computational theories
of object identi�cation, despite large di�erences
in the speci�cs of those theories. The �rst gen-
eral class of theory instantiates the assumption
that the episodic description generated for an ob-
ject is modulated by the consistency of that ob-
ject with the currently active scene representation,
such that construction of the description is facili-
tated for consistent objects and/or inhibited for in-
consistent objects. This type of signal modulation
hypothesis can easily be conceptualized in terms of
a connectionist architecture similar to the McClel-
land and Rumelhart interactive activation model
of word recognition, with scenes corresponding to
words, objects corresponding to letters, and prim-
itives corresponding to features. While the repre-
sentation of the spatial relationships between ob-
jects and scenes may be more complex than that
between letters and words, the overall analogy is
relatively straightforward.

A second class of theory is one in which an acti-
vated scene representation exerts its in
uence not
by directly modulating the generation of a percep-
tual description, but instead by a�ecting processes
that come later in the processing sequence. For ex-
ample, the consistency of an identi�ed object and
the activated scene representation might a�ect a
memory consolidation process of the sort investi-
gated by Potter and Intraub. A second possibility
that will be pursued in this talk is that the acti-
vated scene representation a�ects the goodness-of-
�t criterion that is used to determine whether a
match exists between an episodic object descrip-
tion and a stored object description. In this latter
criterion modulation hypotheses, an active scene
representation does not directly in
uence the gen-
eration of the episodic description for the objects in
a scene. Instead, an active scene representation af-
fects object processing by modifying the goodness-
of-�t criterion: Consistent objects require less per-
ceptual evidence for an entry-level match and so
will be detected faster. The criterion modulation
hypothesis predicts an indirect e�ect on the con-
struction of episodic descriptions, but in the oppo-
site direction from that predicted by an interactive
activation model: To the extent that a match be-
tween the constructed description and the stored
description takes longer to achieve when an object
is inconsistent with the scene than when it is consis-
tent (due to a lowered criterion in the latter case),
more time should be taken in constructing the ob-
ject description in the former case, and so more de-
tailed perceptual representations should be formed.

In order to investigate these competing theoret-
ical perspectives, we have conducted a series of
experiments using line drawings of complex real-
world scenes as stimuli. Scenes were paired so that
an object that was consistent in each scene could be
swapped across scenes, creating inconsistent con-
text conditions. In an initial eyetracking study, in-
consistent objects were �xated more often and for
more time than were consistent objects, replicating
past research. However, several other �ndings that
have been reported in the literature did not repli-
cate, including a failure to �nd earlier �xation on
inconsistent objects.

In a second series of experiments, we sought to
develop a paradigm in which it was possible to
investigate the nature of the perceptual descrip-
tion that is formed for an object as a function
of the consistency of the object with the scene
in which it appears, and further that would min-
imize as much as possible the in
uences of the
activation of object categories, the generation of
object names, post-perceptual guessing, and task-
speci�c response strategies. The paradigm we de-
veloped is a simple same-di�erent task. In this
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paradigm, the participant is presented with a pic-
ture of a real-world scene for some controlled pe-
riod of time, followed by a pattern mask, followed
by a re-presentation of the original scene. The par-
ticipant's task is to determine whether any of the
objects has changed across the two presentations
of the scene. In this task, a signal modulation per-
spective predicts facilitated detection of a change
to an object when that object is consistent with
the scene context, while a criterion modulation per-
spective predicts facilitated detection when the ob-
ject is inconsistent with the scene. Second, we also
used two types of object manipulations so that we
could examine the in
uence of scene context on the
episodic encoding of two types of perceptual infor-
mation. In the object deletion condition, we re-
moved an object across scene presentations to ex-
amine the e�ect of scene context on the encoding
of information about object presence. The deci-
sion concerning object deletion can presumably be
made either at the level of the episodic description
or the activated entry-level concept. In the left-
right orientation reversal, we changed an object's
left-right orientation across scene presentations in
order to examine the e�ect of scene context on the
encoding of information about object orientation.
Left-right orientation is thought not to be encoded
as part of an entry-level concept, and so should
more directly re
ect the quality of the perceptual
description constructed.

Finally, we have used the 
icker paradigm de-
veloped by Rensink, O'Regan, and Clark to exam-
ine object encoding. In this paradigm the display
is alternated between presentation of a scene and
of a blank or masked interval. Each alternation
of the scene is either the same or is changed in
some way. We displayed our scene stimuli in this
paradigm with either a 250 or 500 ms scene pre-
sentation and an 80 ms intervening mask duration,
with changes of either deletion/addition or orien-
tation. The main �nding across both the change
detection and 
icker paradigms is that changes
are better detected when an object is inconsistent
rather than consistent with the scene in which it
appears. These results support the criterion mod-
ulation class of theory.

6 Object blanking reveals

properties of transsaccadic

memory

Werner X. Schneider & Heiner Deubel
Ludwig-Maximilians-University, Munich

wxs@mip.paed.uni-muenchen.de, kdeub@mpipf-muenchen.mpg.de

Changing the location of an object (e.g. the sac-
cade target) during a saccade can hardly be seen

when the change is less than 20%of the saccade
size. This result seemed to indicate that transsac-
cadic memory of stimulus location is relatively in-
accurate. We have recently demonstrated, how-
ever, that such an intrasaccadic displacement of
an object is reported with high accuracy when the
object is momentarily blanked after the saccade
(Deubel, Schneider, Bridgeman, 1996, Vision Re-
search). This means that blanking an object after
the saccade makes precise transsaccadic location
information available. In a number of experiments,
further properties of this postsaccadic gap e�ect
were investigated.

In a �rst series, a saccade target was presented
together with a second visual object (a "distrac-
tor"). One of both objects was displaced during
the saccade, and one of both then reappeared only
after a temporal blanking. Subjects consistently
perceived the blanked object as jumping and the
later appearing object as stationary, indicating that
transsaccadic location correspondence seems to be
computed on the basis of that object that appears
immediately after the saccade.

In a second experimental series, subjects had to
judge the spatial position of the presaccadic dis-
tractor with respect to a postsaccadic indicator.
The data show that the judgement is largely de-
termined by postsaccadic target position: when
the target is displaced, the presaccadic distractor
is perceived in a displaced position. We conclude
from these �ndings that objects available imme-
diately after the saccade serve as a reference for
transsaccadic spatial correspondence.

Finally, we tested whether the blanking manipu-
lation also improves the perception of intrasaccadic
changes such as size, luminance, orientation, color,
and shape. The task required again subjects to
saccade to a peripheral target. Triggered by the
saccade, one attribute of the target was changed
(e.g., the size of the target) and subjects had to
report this intrasaccadic change. The results show
that for "dorsal" attributes (size, orientation), i.e.
attributes used for spatial-motor actions like grasp-
ing, the gap manipulation improved the perception
of the intrasaccadic changes. Ventral attributes
(color, form), i.e. attributes used by the object
recognition system, did not pro�t from the post-
saccadic gap.

The �ndings will be discussed in relationship to
the questions of what kind of temporary object rep-
resentations are implemented across the saccade in
transsaccadic memory and how they are updated.
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7 A computational perspective on

scene understanding

Alan L. Yuille
Smith-Kettlewell Institute

yuille@skivs.ski.org http://www.ski.org/ALYuille lab/

Scene understanding poses formidable represen-
tational and computational problems. Current sys-
tems only work well in restricted domains or when
used to give quick, crude scene classi�cation as part
of interactive systems for database retrieval. This
talk speculates on how our current work on object
recognition might be generalized to scene under-
standing using approaches based on twenty ques-
tions.

8 Flexible scene categorizations in

a scale space

Philippe G. Schyns & Aude Oliva
University of Glasgow

philippe, aude@psy.gla.ac.uk

http://tornade.ere.umontreal.ca/ hebertpa/prof/schynsp.htm

E�cient categorizations of complex visual stim-
uli require e�ective encodings of their distinctive
properties. In the object recognition literature,
scene categorization is often pictured as the ul-
timate result of a progressive reconstruction of
the input scene from simple local measurements.
Boundary edges, surface markers and other low-
level visual cues are serially integrated into suc-
cessive layers of representations of increasing com-
plexity, the last of which derives the identity of a
scene from the identity of a few objects. For exam-
ple, in Figure 1, combinations of �ne-grained edge
descriptors and other local cues suggest the pres-
ence of cars, road panels, highway lamps and other
objects which typically compose a highway scene.
Precise scene categorization often requires that the
identi�cation of component objects from such �ne-
grained measurements precedes the identi�cation
of the scene.

However, there is data challenging this exclusive
"object-before-scene" recognition. Complex visual
displays composed of many partially hidden objects
are often recognized quickly, in a single glance{in
fact, as fast as a single component object (e.g., Bie-
derman, Mezzanotte, & Rabinowitz, 1982; Potter,
1976; Schyns & Oliva, 1994). This suggests that
categorization processes could sometimes directly
extract global representations of the input scene;
representations allowing "express," but compara-
tively less precise classi�cations of the input. To il-
lustrate the di�erent routes to scene categorization,
squint or blink while looking at Figure 1, another
scene should appear (if this demonstration does not

Figure 1: Two scenes presented simultaneously at two
scales.

work, step back from the picture until you perceive
a city).

Figure 1 simultaneously presents visual cogni-
tion with two scenes, each associated with a di�er-
ent spatial scale (Schyns & Oliva, 1994). Although
it is possible to identify the background city scene
from the spatial layout of its major "blobby" com-
ponents, it is virtually impossible to reliably iden-
tify each isolated blob as a building (a single blob
can potentially correspond to many objects). This
illustrates that coarse scene properties, or a scene-
before-object strategy, could provide an alternate
route, an express-way to recognition (see Hender-
son, 1992). In sum, Figure 1 illustrates that the
information associated to the two scales composing
the picture can elicit two independent classi�ca-
tions.

We will discuss how processes of scene catego-
rization use the information associated with di�er-
ent perceptual spatial scales. The psychophysics
of scale perception would suggest that recognition
should use coarse, blobby information before �ne
scale edges because Low spatial Frequencies (LF)
are perceptually available before High spatial Fre-
quencies (HF). Although possible, this interpreta-
tion does not take into account the nature of the
task the recognition system must solve. If di�erent
spatial scales transmit di�erent information about
the input, an identical scene might be preferen-
tially encoded at the scale optimizing information
for the considered task. For example, while precise
categorizations could progressively reconstruct the
input from local �ne-grained measurements (e.g.,
boundary edges), express routes could encode the
same stimulus at a cruder resolution; a resolution
highlighting the global scene structure. Our exper-
iments will show how task constraints (the require-
ment of locating diagnostic information) can a�ect
the encoding of scenes in a space of spatial scales.
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9 The art and science of scene

perception

Daniel J. Simons & Daniel T. Levin
Cornell University

djs5, dtl1@cornell.edu

http://www.psych.cornell.edu/simons/simons.html

Representing spatial relations in static

displays and motion pictures

Daniel J. Simons
Over the past 5 years, research from a number
of laboratories has shown that people fail to no-
tice striking changes to objects and scenes when
localized retinal information signaling a change is
masked or eliminated (e.g., by eye movements or

ashed blank screen). Without immediate sensory
information signaling a change, the visual system
must rely on representations of the scene to de-
tect changes. Thus, greater facility at detecting
particular kinds of changes to objects might indi-
cate a more precise initial representation of that
aspect of a scene. Two sorts of changes seem to
be more readily detected than others: (a) changes
to objects that attract attention during initial pro-
cessing (i.e., changes to objects that are the center
of interest), and (b) changes to the relative spatial
positions or layout of objects. In this presentation,
I will focus primarily on recent work with both in-
fants and adults addressing the perception and rep-
resentation of layout information. I will consider
several questions concerning the nature, precision,
and 
exibility of layout representations. For exam-
ple, how substantial a layout change is needed for
detection, and to what extent are layout represen-
tations viewpoint dependent? Most of the research
I present will focus on the ability to detect changes
to static images that are separated by a blank ISI.
I will also introduce recent work on the ability to
detect changes across cuts in motion pictures.

Implicit and explicit perceptual theory in

the development of motion pictures

Daniel T. Levin
Although psychologists have only recently begun
to explore the process of binding di�erent views
of a scene, �lm makers have been using a variety
of implicit theories about scene perception for at
least 80 years. A key task for early �lm makers
was to create visual narratives that were correctly
apprehended by anyone with a nickel and a spare
hour. Their audience often had minimal experience
viewing motion pictures, and spanned most of the
world's cultures. Early �lmmakers were, therefore,
required to create motion pictures that accurately
tapped the core of human perception. I discuss the

work of these artists and relate it to current work on
scene perception using a variety of demonstrations.
Dan Simons and I have also completed a number
of experiments that verify and extend these artis-
tic intuitions. In concordance with �lm makers'
intuitions, we �nd that it is possible to make fairly
dramatic changes across di�erent views of a scene
which participants fail to notice. These changes can
extend to changing the actor present in a scene. I
will go on to discuss possible constraints on the
kind of change that will and will not escape notice,
and relate these constraints both to the practice of
continuity editing and to current research in devel-
opmental psychology.

10 Scene perception in object

recognition and view-based

navigation

Isabelle B�ultho�, Sabine Gillner & Guy Wallis
Max-Planck Institute for Biological Cybernetics

isa, binni, guy@mpik-tueb.mpg.de
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Most of the work done on object recognition, be
it psychophysical or neural network based, has been
concerned with the viewing of objects in isolation,
phantom faces or conglomerations of simple geome-
tries 
oating in space. This approach has been re-
markably fruitful but can only bring us part of the
way towards learning how we recognize real objects
as they appear in real scenes. Due to problems of
repeatability and control, conducting experiments
in the real world is often impracticable. Various
members of sta� at the Max-Planck Institute have
been seeking to take advantage of advanced com-
puter graphics which can provide much of the de-
tailed and compelling appearance of a natural en-
vironment whilst continuing to o�er control of the
experimental environment. Our interests have con-
cerned stereoscopic depth perception, view based
navigation, attention and scene based object anal-
ysis. Presentations of the current work in all of
these areas will be made, including a tour of the
laboratories where the work is currently underway.

Top-down in
uence of recognition on

stereoscopic depth perception

Isabelle B�ultho�, Pawan Sinha & Heinrich B�ultho�
We have previously demonstrated that the recog-
nition of biological motion sequences is consistent
with a view-based recognition framework. We
found that anomalies in the depth structure of 3D
objects had an intriguing lack of in
uence on sub-
ject ratings of its �gural goodness.
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Our most recent results indicate the existence
of top-down object-speci�c in
uences that sup-
press the perception of deviations from the ex-
pected 3D structure in a motion sequence. The ab-
sence of such an in
uence for novel structures (non-
biological random structures) indicate that high-
level expectations about an object's 3D structure
can strongly in
uence even the relatively early pro-
cesses involved in stereoscopic depth perception.

Navigation experiments in virtual

environments: HexTown

Sabine Gillner and Hanspeter Mallot
Last year we presented a study about construc-
tion of neuronal representations from sequences of
views and movement decisions in a hexagonal maze.
(Dartsch & Mallot 1995). We have build up a sim-
ple driving simulator in which the participants sit
in front of a computer screen and can virtually turn
around or move from one place to another by press-
ing the appropriate button of a computer mouse.

During exploration, subjects drive o� from a
�xed starting point (\home") and are then asked
to �nd their way back to this home from di�erent
starting points in the town, or to �nd other starting
points.

We have analyzed the representation in terms of
distance estimation: If subjects had to judge dis-
tances between objects in the town, they tended
to answer in terms of path length in all conditions
despite the fact that the exploration behavior was
rather di�erent between the conditions. In addition
we have analyzed the exploration sequence in terms
of association between movement decision and lo-
cal view and we have found that subjects who make
a larger number of errors have a tendency (up to
65 when encountering a given view for the next
time. This simple association (view movement) is
less frequent in good navigators.

Scene perception in real and virtual

environments

Guy Wallis
The process by which we recognize and analyze
scenes, composed of the fauna, 
ora or man-made
objects of everyday life, remains largely mysterious.
What evidence we do have, suggests that the in-
stantaneous, full and detailed perception of a scene
which we experience, is simply illusory and that
detailed analysis of objects can only be achieved
in a more piecewise, serial manner (Rensink et al.

1996, Currie et al. 1996, O'Regan et al. 1996,
Blackmore 1995). As Rensink and Blackmore have
shown in their work, astonishingly large changes
can be made to the composition of individual static
scenes without them being immediately obvious to
the passive observer - so long as the motion asso-

ciated with these changes is masked in some way,
such as by a grey blank interval or motion of the
entire image between changes. More than simply
telling us that the detection of motion is highly in-

uential in the analysis of scenes, it tells us that
object attributes, such as colour, location, orienta-
tion etc. may initially only be encoded at a very
coarse level, if at all. This fact raises interest-
ing questions about what attributes are encoded
in more detail and under what circumstances such
that the almost instantaneous recognition of the
overall scene can proceed despite the actual vague-
ness with which other attributes are encoded1. One
manner in which we might choose to develop the
ideas discussed here are by extending them to dy-
namic scenes in which the observer moves. This
form of insensitivity to scene changes does transfer
to dynamic environments, as shown in informal ex-
periments at the Max-Planck Institute. However,
the role of the observer, be he active or passive, will
almost certainly also be of signi�cance, since it will
a�ect which elements of the scene require detailed
processing. A passenger in a car may prefer to ob-
serve a house at the roadside whilst the driver will
be watching for road signs or car movements for
example. In the case of the passive observer real
video footage can be shot and edited to create the
scene changes as described in experiment I below.
In the case of an active observer, however, the only
practicable solution is to generate the entire world
arti�cially so that it can be dynamically controlled,
allowing the observer to interact with the world, as
described in experiments II and III.

Expriment I: In order to test the transferral of
insensitivity to changes within a scene from static
to dynamic scenes, a series of videos were shot driv-
ing along the same stretch of road in which a num-
ber of objects were visible. In each video, two ob-
jects were altered in some way from the standard
con�guration. Either the orientation, colour or lo-
cation of the object was changed, or it was sim-
ply removed. The �lm was then edited together so
that short frame sequences from the standard and
new con�gurations appeared smoothly interleaved
as the observer drives towards, and ultimately past
the test objects. The subjects task was to say what
was changing. Scene footage was switched every 10
frames, and following the example of Rensink, mo-
tion cues were masked by translating the scene each
10 frames randomly in the plane of the monitor.

Experiment II: A new series of experiments are
planned in which the observer may view the scene

1The impression of a scene's identity is itself in
u-
ential in the speed and accuracy with which objects
within the scene are recognized, as various researchers
have described (Biedermann et al. 1982, De Graef
1996)
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passively or actively (as the passenger or driver of
a car). In order to see how the results from the
real world transfer to the virtual environment, a
copy of the scene displayed in the video footage was
replicate in the virtual environment and subjects
allowed to view the scenes passively as before.

Experiment III: Given that results are compa-
rable in the two environments further experiments
are planned using a virtual environment in which
the observer drives along a road in tra�c. This
work is being conducted in conjunction with Daim-
ler Benz in Germany and is intended to ascertain
which qualities of a scene a driver does attend to.

11 Virtual reality and

psychophysical experiments

Hartwig Distler and Hendrik-Jan van Veen
Max-Planck Institute for Biological Cybernetics

mad, veen@mpik-tueb.mpg.de
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One of the reasons for the relatively small num-
ber of experiments investigating scene recognition
in the past has been the technical problems when
setting up experiments. Displaying pictures in the
form of videos for example, prevents the presenta-
tion of dynamical information and the participants
cannot interact with the scene.

Virtual environments on the other hand, o�er
promise to overcome these problems since they al-
low the experimenter to control and manipulate the
presented scene. Additionally, participants can in-
teract with the scene in realtime. Workshop atten-
dees will have the opportunity to see our simula-
tion environment which includes a virtual bicycle
and car steering wheel interface.

Contrasting virtual environments with real

environments

Since the quality of the visual display of simulation
environment is still poor, the suitability of virtual
environments for conducting experiments investi-
gating scene perception has to be investigated. I
have already been addressed the question of per-
ceived velocity in virtual environments, which is
a�ected by the spatial frequency content of the im-
age - something which may vary widely in virtual
environments.

The issue will be discussed by means of a simu-
lation environment which includes a virtual bicycle
that we have setup at the Institute in T�ubingen.

Navigation experiments in virtual

environments: Virtual T�ubingen

Hendrik-Jan van Veen
As an extension to the experiments already con-
ducted on navigation we are also intending to build
a virtual model of the local town of T�ubingen. Part
of the motivation for doing this is that the model
should enable us to test the transferral of learning
to navigate in a real environment to a virtual one
and visa versa. However, it should also enable us to
ascertain which elements of the scene play a role in
navigation of the winding back streets of the town,
since by manipulating elements such as the appear-
ance or location of buildings present in the virtual
model, it should become clear which the key cues
for navigation are.
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