
Sub-Poissonian statistics of Rydberg-interacting dark-state polaritons

C. S. Hofmann,1, ∗ G. Günter∗,1 H. Schempp∗,1 M. Robert-de-Saint-Vincent,1
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We observe individual dark-state polaritons as they propagate through an ultracold atomic gas
involving Rydberg states coupled via an electromagnetically induced transparency resonance. Strong
long-range interactions between Rydberg excitations give rise to a blockade between polaritons,
resulting in large optical nonlinearities and modified polariton number statistics. By combining
optical imaging and high-fidelity detection of the Rydberg polaritons we investigate both aspects
of this coupled atom-light system. We map out the full nonlinear optical response as a function of
atomic density and follow the temporal evolution of polaritons through the atomic cloud. In the
blockade regime the statistical fluctuations of the polariton number drop well below the quantum
noise limit. The low level of fluctuations indicates that photon correlations modified by the strong
interactions have a significant back-action on the Rydberg atom statistics.

Interfacing light and matter at the quantum level
is at the heart of modern atomic and optical physics
and enables new quantum technologies involving the
manipulation of single photons and atoms. A pro-
totypical atom-light interface is electromagnetically in-
duced transparency (EIT) [1], which gives rise to hybrid
states of photons and atoms called dark-state polaritons
(DSPs) [2]. These long-lived quasi-particles simultane-
ously possess the properties of both the photonic and the
atomic degrees of freedom, which can be interchanged in
a fully coherent and reversible process. This has been
intensively studied over the last decade, for instance, in
the context of slow light [3], or to imprint a magnetic
moment onto light fields [4] and to realize giant electro-
optical effects [5]. Qualitatively new effects occur in
strongly-interacting atomic systems in which the atomic
admixture can mediate polariton-polariton interactions,
leading to highly nonlinear [6–8] and nonlocal optical ef-
fects [9] as well as the emergence of correlations in both
the atomic and the light fields [10, 11]. The ability to pro-
duce and coherently control the propagation of quantum
fields using interacting dark-state polaritons is expected
to open up new applications including few photon nonlin-
ear optics [6, 11, 12], non-classical light sources [7, 10, 13–
16], photonic quantum logic gates [16–18], and new types
of strongly-interacting quantum gases [19].

In this Letter we investigate both light and matter as-
pects of strongly interacting DSPs in a dense atomic gas
involving highly excited Rydberg states. We introduce a
new way to study EIT which directly probes the matter-
part of the polariton wavefunction and benefits from a
high detection sensitivity to Rydberg atoms to provide
complementary information to that accessible from the
transmitted light. An important feature of this system is
the Rydberg blockade [20, 21] which gives rise to dissipa-
tive interactions and ultimately to correlations between
DSPs [11]. We observe the temporal dynamics of polari-
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FIG. 1. Experimental setup. a, Level scheme used to ob-
serve electromagnetically induced transparency in a Rydberg
interacting gas. b, Cross-section of the atomic cloud (blue)
showing the effect of Rydberg blockade on polariton statistics
and nonlinear absorption for small and large polariton den-
sities. c, Schematic of the experimental setup. The atomic
cloud is illuminated by the probe beam, yielding an absorp-
tion image on a CCD camera with a local transparency due
to the coupling beam. Electrodes and a microchannel plate
detector (MCP) allow for field ionisation and detection of Ry-
dberg atoms.

tons as well as the strongly nonlinear optical response
and sub-Poissonian polariton statistics when entering the
strongly interacting regime. Using a state-of-the-art the-
oretical approach for the coupled atom-light system we
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find good agreement with all aspects of the experiment
except for the low level of sub-Poissonian fluctuations.
This indicates that the atomic correlations are signifi-
cantly stronger than can be accounted for by assuming
the propagation of classical light fields, showing the re-
cently observed modification of photon statistics due to
Rydberg interactions [7] can also cause a significant back-
action on the Rydberg atom statistics.

The basic principle of EIT involves a three-level sys-
tem (Fig. 1a): two long-lived states |g〉 and |R〉 are
coupled via a short-lived state |e〉 which spontaneously
decays with rate Γ. Strong laser coupling Ω of the
|e〉 → |R〉 transition creates an Autler-Townes doublet
of dressed states, such that the transition amplitudes for
the |g〉 → |e〉 resonance interfere destructively, giving
rise to a narrow transparency resonance. In the weak
probe limit, a single probe photon will be converted
into a a dark-state polariton [2], |D1〉 = cos(θ)|g(0)〉 −
sin(θ)|R(1)〉, where the collective quantum states involv-
ing N atoms and the light field are |g(0)〉 = |g1...gN 〉|1〉
and |R(1)〉 = 1/

√
N

∑N
i=1 |g1..Ri..gN 〉|0〉, where |0〉, |1〉

indicate 0 or 1 photons in the probe field. The mix-
ing ratio tan(θ) =

√
ρσcΓ/Ω determines the properties

of the polariton depending on the atom density ρ, the
resonant scattering cross-section σ = 3λ2/2π, and the
speed of light c. The DSP propagates through the atomic
medium with negligible loss and reduced group veloc-
ity vg ≈ c/ tan2(θ), before being coherently converted
back to the original optical mode (Fig.1b). For increas-
ing atomic density the probe field is compressed, thereby
increasing the density of DSPs ρDSP . Since a DSP in-
cludes a large Rydberg state component, it strongly shifts
the Rydberg states of nearby atoms within a distance
Rc, breaking the EIT condition for additional excitations
and leading to strong scattering of excess photons from
the cloud [10]. This imposes a critical density of DSPs
ρc ≈ (4πR3

c/3)−1 beyond which ρ
DSP

saturates (Fig.1b
lower panel).

Our experimental setup is shown schematically in
Fig. 1c. We use 87Rb atoms with states |g〉 = |5S1/2, F =
2〉, |e〉 = |5P3/2, F = 3〉 with Γ = 6.1 MHz, and the Ry-
dberg state |R〉 = |55S1/2〉. We prepare a cigar shaped
cloud of approximately 5×104 atoms at a temperature of
5 µK in an optical trap. The atomic cloud is uniformly
illuminated from the side by a circularly-polarized, reso-
nant probe pulse with intensity Ip = 5 µW/cm2. The
transmitted light is imaged onto a CCD camera with
an optical resolution of ≈ 12 µm (Rayleigh criterion).
The resonant coupling laser is counter aligned to the
probe beam and passed through a diffractive optical
element to create an approximately uniform intensity
profile with Ω = 5.1 MHz over an elliptical region of
≈ 65 × 130 µm2 with an uncertainty of 10 µm in each
direction. The measured linewidths (including both de-
cay and dephasing terms) for the probe transition and
the two-photon transition (deduced from the EIT res-
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FIG. 2. Nonlinear optical response of the Rydberg
EIT medium. Absorption images of the atomic cloud for
three expansion times with peak densities corresponding to
a, 5 × 109 cm−3, b, 5 × 1010 cm−3 and c, 3 × 1012 cm−3.
The probe pulse duration is 100 µs. The EIT region illumi-
nated by the coupling laser is indicated by white ellipses. d
Absorption scaled to the two level response as a function of
peak atomic density. The dotted horizontal line shows the
expected low density EIT absorption due to the finite laser
linewidths. The solid and dashed curves are the results of
the Monte-Carlo simulations with γgR=1.7 MHz (solid) and
γgR=2.6 MHz (dashed).

onance) are γeg ≈ 6.4 MHz and γgR ≈ 1.7 MHz re-
spectively, which gives an EIT coupling parameter C =
Ω2/(γegγgR) = 2.4 and an EIT resonance width of w =
(1 + C)γgR = 5.8 MHz. The anticipated blockade radius
is Rc = (2C6/w)1/6 ≈ 5 µm with the van der Waals inter-
action strength C6 ≈ 50 GHz µm6. To control the atomic
density before pulsing on the probe light we switch off the
optical trap and vary the expansion time between 20 µs
and 4.5 ms, varying the peak density (along the line-of-
sight) between ρ ≈ 1013−109 cm−3. This is coupled to a
change in the cloud length in the probe direction between
≈ 2 µm and 100 µm and a change in the optical density
of the cloud between 3 (resolution limited) and 0.1.

Figures 2(a-c) show absorption images of the atomic
cloud for three densities. By analysing the images we
measure the absorption in both the EIT region and the
region where the coupling to the third level can be ne-
glected (with susceptibility χ2L where 2L refers to the
two-level response). For low densities ρ . 1010 cm−3

(corresponding to long expansion times) we observe a
high degree of transparency, which can be attributed
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to the low density of DSPs. The measured scaled op-
tical susceptibility χ0/χ2L = 0.3 ± 0.1 agrees with the
expected on-resonant optical susceptibility in the non-
interacting EIT regime 1/(1 + C) ≈ 0.29. At densities
above ρ ≈ 1× 1010 cm−3 the transparency decreases due
to interactions and above ρ ≈ 4 × 1011 cm−3 the EIT
spot vanishes almost completely.

The full nonlinear optical response as a function of
peak atomic density is shown in Fig. 2d. To model the
data we use an optimised version [22] of the rate equation
model originally introduced by Ates et al. [23]. We as-
sume random atom positions distributed according to the
measured cloud shape and use Monte-Carlo sampling to
solve for the steady state populations in states |g〉, |e〉 and
|R〉 for each atom, taking into account the level shifts due
to interactions with nearby Rydberg atoms. We find that
the effect of nonlinear absorption as the probe propagates
through the cloud must be accounted for. Therefore, to
solve for the steady state populations for any given atom,
we recursively solve for the local probe intensity which is
attenuated by all preceding atoms, which in turn depends
on their steady state populations (see Supplemental Ma-
terial).

We find good agreement between the measured op-
tical response and the results of the Monte-Carlo sim-
ulations using the calculated interaction strength and
all other input parameters determined from independent
measurements (Fig. 2d solid curve). The simulations
closely reproduce the observed scaling of the nonlinear
absorption, however at intermediate and high densities
the scaled absorption is underestimated slightly. The
discrepancy could be explained by the combination of ex-
perimental uncertainties in the measured dephasing rates
or additional density-dependent dephasing. In the low-
density limit the simulations with the measured value
of γgR = 1.7 MHz (solid line) are consistent with the
experimental data. For comparison we show a fit to the
data assuming a larger overall dephasing of γgR=2.6 MHz
(dashed curve) which would still be consistent with the
experimental uncertainties.

In our experiments the DSPs are almost entirely
matter-like (cos2(θ) ≈ 10−3 − 10−7). Therefore, by
measuring the Rydberg population we make a projec-
tive measurement of the number of polaritons inside the
cloud. This is achieved by field ionizing the Rydberg
states and subsequently detecting the individual ions on
a microchannel plate (MCP) detector (see Supplemental
Material). Figure 3 shows the measured time evolution of
the number of detected ions during a 2.2 µs probe pulse
in the non-interacting regime. At short times we observe
a rapid increase of the detected ions reflecting the entry
of DSPs into the atomic cloud, which then approaches a
steady state value of around 〈Nions〉 ≈ 10. Accounting for
our ion detection efficiency (η ≈ 0.4) this corresponds to
≈ 25 polaritons inside the cloud. After the pulse the Ry-
dberg state population drops rapidly, which is expected

FIG. 3. Polariton dynamics observed during a 2 µs
probe pulse measured via the field ionized Rydberg
state population. Each data point is computed from the
average of 20 runs of the experiment. The vertical error bars
represent the statistical error of the mean. The dashed red
line shows the Rydberg population for the three level system
as computed from the time-dependent solution of the single-
atom optical Bloch equations. The solid line is a fit to the
data including a coupling to both Rydberg Zeeman sublevels
mj = ±1/2 which accounts for the slow evolution and residual
Rydberg population after 2 µs.

as the polaritons are coherently mapped back onto the
light field. The dashed line in Fig. 3 shows the expected
evolution found by solving the three-level optical Bloch
equations. The additional slow rise during the pulse and
the residual population after the pulse observed in the
experiment can be attributed to laser coupling to addi-
tional Zeeman sublevels as seen in the solution to the
four level optical Bloch equations (Fig. 3 solid line).

To investigate the appearance of correlations in the
strongly interacting regime, we map out the distribution
of DSPs inside the cloud as a function of atomic den-
sity. After 2 µs of probe laser illumination we field ionize
the Rydberg atoms and count the number of detected
ions. This is repeated between 150-300 times for each
density to construct histograms of the ion number distri-
bution (Fig. 4a) and to extract the mean and variance. In
Fig. 4b we show the measured mean ion number 〈Nions〉.
The low-density behaviour is determined by the changing
number of atoms in the excitation volume as a function
of expansion time (dashed line). For ρ > 1011 cm−3 we
observe a rapid decrease of 〈Nions〉 due to probe laser at-
tenuation and polariton-polariton interactions. The solid
line shows the results of the Monte-Carlo simulation us-
ing the same parameters as for Fig. 2. To obtain the best
agreement we adjust only two parameters: the detection
efficiency η = 0.4 and the coupling laser ellipse axes of
65 µm and 130 µm respectively in agreement with the
experimental values.

Simultaneous to the onset of the polariton block-
ade we also observe a significant narrowing of the
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FIG. 4. Statistical distribution of the detected ions
during a 2 µs probe pulse showing the transition to
sub-Poissonian statistics. a, Ion number histogram for
ρ = 5× 1011 cm−3 with Q = −0.3 compared to a Poisson dis-
tribution with the same mean (solid line). b, Mean number
of ions as a function of atomic density which decreases above
ρ = 1011 cm−3 due to blockade. The solid line is the result
of the Monte-Carlo calculations with η = 0.4. The dashed
line shows the expected number neglecting interactions and
probe absorption, which is proportional to the total number
of atoms in the excitation volume. c, Mandel Q parameter
as a function of atomic density. Statistical errors are esti-
mated by dividing the data for each density into 3 subsets of
50 experimental runs each and then calculating the standard
error of the mean Q parameter. The solid line is the result
of Monte-Carlo calculations using the same parameters as in
Fig. 2d and Fig. 4b. The dashed curve is the hard sphere
model (see text) assuming an initial Poissonian photon num-
ber distribution with ρcrit = 1 × 1012 cm−3.

statistical distribution of the detected ions (Fig. 4a).
We quantify this using the Mandel Q parameter
Q = var(Nions)/〈Nions〉 − 1 which compares the vari-
ance of an observed distribution to a Poisson distribu-
tion with the same mean. For a Poissonian process
Q = 0, whereas a sub-Poissonian process yields Q < 0
reflecting the emergence of spatial and temporal corre-
lations [24–26]. Figure 4c shows the measured Mandel
Q parameter as a function of the peak density of the
atomic cloud. In the low-density limit Q ≈ 0 which is

expected for a coherent input light field. In the den-
sity range 2 × 1011 cm−3 < ρ < 2 × 1012 cm−3 we ob-
serve a clear transition to sub-Poissonian statistics with
Q = −0.32 ± 0.04. Accounting for imperfect ion detec-
tion indicates that the true distribution of DSPs is much
narrower, corresponding to strong spatial and temporal
correlations (since QDSP = Q/η) [24–26].

Despite the good agreement of the Monte-Carlo model
with both the optical response data (Fig. 2d) and the
mean number of polaritons (Fig. 4b), it clearly fails
to describe the experimentally measured Q parameters
which are much lower than predicted (Fig. 4c). We at-
tribute this to the neglected effect of photon correlations
(the Monte-Carlo algorithm assumes a classical field at
each step characterised by a Rabi frequency Ωp) which
can build up as a consequence of dissipative polariton-
polariton interactions [7]. A complete many-body treat-
ment of this problem, including the effects of the quan-
tized electromagnetic field is still lacking. However, a
simple estimate for the possible effects of photon corre-
lations can be made assuming hard-sphere interactions.
We discretize the excitation volume into elements cor-
responding to the size of a blockade sphere and assume
an initial Poisson distribution for the number of photons
per element with a mean of 〈Nph〉 ≈ Ω2

pρ/(Ω
2ρc) [10].

For Nph ≥ 1 we assume that one DSP is created with
unity probability and the excess probe photons couple to
bright states which include the intermediate state. For
our experimental parameters the transition point corre-
sponds to ρcrit ≈ 1 × 1012 cm−3. This simple model
gives Q ≈ η exp(−ρ/ρcrit) − η, which is in closer agree-
ment with the data, confirming that the development of
photon number correlations within the cloud plays an
important role on the DSP statistics (Fig. 4c).

Above ρ ≈ 3×1012 we find that the measured Q values
increase to super-Poissonian values. The cause has not
yet been identified, but we note that it coincides with
the point when the cloud becomes quasi-1D with respect
to the Rydberg excitations, which might modify the ef-
fects of interactions on the propagating light field. Al-
ternatively, it could be due to the production of a small
number of spontaneously created ions (below our detec-
tion sensitivity) [27] which could dramatically affect the
polariton statistics.

Our experiments provide a direct observation of
strongly-interacting DSPs realized using EIT in an ul-
tracold Rydberg gas. It is instructive to compare our
matter-based observations of DSPs with the observa-
tion of photonic correlations in the outgoing field. Two-
photon correlations have recently been observed in the
second order intensity correlation function of light g(2)(τ)
retrieved from small Rydberg ensembles [7, 15, 16]. In
comparison, our method would allow for studying the
full polariton counting statistics, thereby also giving ac-
cess to higher order correlations [24]. Furthermore, we
point out that in general there is no direct mapping be-
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tween the correlations on the light field and the atomic
correlations. For instance, in a dense but optically thin
medium, excess photons may not be efficiently scattered
out of the forward direction thereby washing out the
g(2) contrast, despite strong atomic correlations. Al-
ternatively, spin-wave dephasing due to atomic interac-
tions can alter the statistics of the emitted light without
blockade [15, 28, 29], even though the atomic correlations
could be nearly classical. Studying both aspects enables
stringent tests of theoretical models and provides a com-
plete picture of EIT in strongly-interacting systems. Ul-
timately, this will open an avenue to create new quantum
technologies such as on-demand sources of single photons
and other nonclassical states of light, or to engineer new
types of strongly-correlated systems.
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